Laboratory Directed
Research and Development
Annual Report

Fiscal Year 1995

February 1996

Prepared for
the U.S. Department of Energy
under Contract DE-AC06-76RLO 1830

Pacific Northwest National Laboratory
Richland, Washington 99352

PNL-10964
UC-400




DISCLAIMER

Portions of this document may be illegible
in electronic image products. Images are
produced from the best available original
document.




Contents

Atmospherc Sciences

A Multidisciplinary Investigation of Heterogeneous Atmospheric Processes .. ......................... 3

Beyond Reduced Form Climate Model . .. ... ... ... . .. i 5
Global Atmospheric ChemiSITY . . . ..ot i ittt i i e EEERRRE 6
Biotechnology
750 MHz NMR Determination of the 3D Structure of a Unique Reductive Dehalogenase .. ............... 11
Advanced Biomedical Science and Modeling . . . . . . .. .. i i e e 13
Degradation of Explosives by the Combination of Enzymatic and Microbial Processes . .................. 15
Dynamics, Modeling and Redesign of Microbial Proteins . . .. ... ... "> 5 000000000000000000000000a | . 16
‘ Enzymology of Bacterial Metal Reductase and Dehalogenase . ............ ... .. oo, 19
Fourier Transform EPR Studies of Radiation-Induced Structural Alterationof DNA .. ................... 21

Functional Characterization of Bacterial Plasmids . . . ... .t i ittt it ittt et i et a st s naaneos 23

Identification, Purification and Characterization of the Reductive Dehalogenase of

Desulfomonile tiedjei DCB-1 . . . . .. . i e e 26
Microbial Gene Expression and Genetic Engineering . .. ... ... . ... . i i i 27
Microbial GENOMUCS . . v v v v v v ettt e e et e e e e ettt 28
Microbial INfOrmatiCs . . . . . . ¢ ittt e e e e e e 30
NMR Studies of DNA Structure Associated with Chemical AUCHON . . . .« v v v v v e ee e oo ennennnns 31
Structural Studies of Modified Histone Spe;:ies ..................................... e 34
Vegetable Oil Chlorinated Solvents . . . . ..................... C000000600000000000Q0D00GC 37
Vegetable Oil-Pilot Scale Test: Transport Analysis . ... ...........ttentteenaeenanneennnnns 38

Chemical Instrumentation and Analysis

Application of Mass Spectrometry to Life Scienceand Bioremediation Research . .. .................... 43
Development of Laser-Diode Based Sensors for Trace Isotope Assays ...... e e e e 48
Evaluation of Cellular Response to Insullt . . . . . ... . ... . i e it s et 50

Contents  iii




Improved Analytical Jon Trapping Methods . . . .. .. ittt ittt it i it ittt it e e tnanenens 52

Size Measurement, Sorting and Chemical Analysis of Nanometer Sized Particles Usingan Ion Trap ......... . 54

Computer and Information Science

Adaptive Life SImulator . . . . . . ... L e e e e e e e 57
Advances in Desktop Atmospheric Dispersion Modeling . . ... ....... ... ... .. . . . i ., 59
Automated Document and Text Processing . . . . .. ... o ittt e e e e 61
Collaborative Environment Prototype for Molecular Science . . . ... ......... ... ... .. ... ... ... ERE 63
Development of Intuitive User Interfaces . ... ... 00 GG0D00a800080000000060000000BE600a0880000¢ 65
Direct Numerical Simulation of Turbulence e e e e e 67
Fourier Transform Ion Cyclotron Resonance Mass Spectroscopy Data Acquisition and Modeling ............ 69
Heterogeneous Informatioﬂ .Systems ................................................... 71
Human Factors Evaluation of Immersive Virtual Environments Technology . ......................... 73
Information Sys.tems Meta Data Investigation . ................... "0 00000000000000000000000 77
Medical Imaging Three-Dimensional Reconstruction and Visualization ............................. 79
Molecular Visualization on Parallel Computers .. ................. e 80
Neural Network Data Processing for Sensor Applications . ............. ... ..c..... AooaaaanEsas 81
Parallel TEMPEST . . . . .. ittt ettt et e e et e e e e e 83
Subsurface Transport in Heterogeneous Materials . . . ... .. ... ... 0.ttt titnnnnennnneenns 84

Design and Manufacturing Engineering

Industrial Modeling EXpert . . . . . ..o ittt i i e e e e e e PP 87
Microscale Freeform Fabrication Using Electron-Beam Curing . . ... ... ... ...ttt ininnenn.. 88
Solid Freeform Fabrication of Ceramic Membranes . .. ... ... ... . ... .. ittt inennnnns 90

Ecological Science

Ecological Modeling of Regional Responses to Global Change . ............ 1 00000a0a000Do0a e e e 93
Optimal Decision-Making for Water-Rgsource Management . .. ... .o i ittt e e e 95
Phytomechanics: Using Plants as Physiological Transducers . .. ... ... ... ...t iirinrnuneennn. 96
Prototype Map-Based Information Management System . . . . . ... ... .. .. e 97

iv  Laboratory Directed Research and Development - FY 1995




Electronics and Sensors

A Real-Time Adaptive Intelligent System for Sensor Validation .................. ... ... .. ... ... 101
Cylinder Design for Reduced Emission Origins . . . . . . . . ..ottt ittt ittt et 102
Development of Two-Dimensional Electrochemistry for Sensor Applications . ... ... e e 104
Low Cost Sensing Technology for Operations and Maintenance Applications . ....................... 105
Materials Evaluation . . . .. . .. .. i i e e e et e v 107
Process Control System Development . . . ... ... .. it e e e e 109
Remote Automobile Performance and Emission Monitor . . ... ... ... 0.ttt 111
Ultrasonic Measurement of Elastic Properties of Bone ... ... PO 6000060 e e 112

Health Protection and Dosimetry

Capillary Neutron Focusing for Boron Neutron Capture Therapy Adsorbates and Their Surfaces . . .. ........ 117
Detection of H. Pylori Infection Using Laser Breath Analysis Instrumentation . ...................... 118
Development of High-Sensitivity Detection Techniques for the Measurement of Ionizing

and Non-ionizing Radiation . . . . . .. . .. .. . . . e e e e 120
Optical In Vivo Blood Characterization and Multivariant Analysis . . ............. ... .. ... ... ..... 121
PBPK-Based Breath Analysis INStrUMENtation . . . . . ...« «uvvvveesnnnnnnneeeenannnnnnnennns 123
Physiologically Based Pharmacokinetic Modeling of Organic Waste Site Chemicals . ................... 125
"Quantitation of Hypoxic Cells . .......... 2 QB BE0000000000000008000006000 0 KRR 127
Real-Time Dosimetry forTherapeutic Radiation Delivery . . ... ....... ... ... ... . o .. 129

Testing of Noise and ELF Instruments for RF/MW INterference . .. ... .......v'ovvuuuunneneennnns 131

Human Systems Performance
Interactive Technologies for Adaptive Training . ... ... .. ... ... .ttt nnienennnn. 135

Translating Work Environment Research into Design . . . ... .. .. ... n ittt 137

‘Hydrologic and Geologic Sciences

Dual-Gas Tracer Characterization of Diffusion Limitations in Enhanced In Situ Remediation . . ............ 141

Formation of a Contaminant Barrier by Injecting Metallic Iron Colloids into the Subsurface Environment . . . . . . 143
Integrated Environmental MODitoring . . . . . .. ...ttt e e e e e 145

Contents v




Interpretation of Single-Well Tracer TESIS . . .. ...t v vttt 147

Microbiological Controls on Contaminant Behavior . . . e e e e e 149
Monitoring Technology for Water Control Facilities . . ... ........ .oy 151

Integrated Technology Policy and Regulatory Analysis

Development of Meso-Level Perspectives for Mddeling the Global Environmental Consequences

of Human Behavior . . . . . 6 600000000000000000A0000000A00000000A000000A000000000C 155
Integrated Climate Change Analyses: APilotStudy . .. ... ... 158
North American 3EModel . . .. .ot i i ittt ittt e et 160
Technology Adoption Study . . . ....... ... . R L. 163

Marine Sciences

Development of Lagrangian Particle-Tracking Method for Quantifying Fluxes in the

Near-Shore Marine ENVironment . . . . . . . v it i ittt it ittt e e e 167
Semipermeable Membrane Devices for Sampling Non-Polar Organic Compounds in Air, Water, and Soil . . . . .. 170

Materials Science and Engineering

Bioactive Coatings and Composites for Orthopedic Devices .. ........ ... ..oy 175
Catalytic Materials SYnthesis . . . . . . ... .ottt e e 177
Coatings Characterization . . ... ... ................. "5 6000000000000000000000A0AA0000EC 179
Development of Ultracapacitor Materials . ... .. ... ... ... i 180
Glass Structure, Chemistry, and Stability . . . . . . . . e 182
High Temperature Catalytic MateTials . . . . - . . .« o\ o v e ne e e ne e eeeean e aeeeananns L. 183
Industrial Applications of High Surface Area Supported Metal Catalysts . . .............. .. ... ... 185
Matrix Crack Insensitive Composite Materials . . . . . . ... .. it e 186
Mesoporous Materials . . . . ... e 188
Nanoparticle Processing . . . . .« . ..ovvvnennnn. . O 190
Nanoparticle SCIENCE . . . . . . o ittt e 192

Novel Electrosynthesis of Organic/Inorganic Electroactive Polymers Based on Co-Polymerization of
Organic Molecules with Cyclic Chlorophosphazenes . . . .. ........ ... i 193

Ordered MesopOTous MembIanes . . . . o v v v it e et ie e s e et aa e e - 196

vi Laboratory Directed Research and Development - FY 1995




Selective Oxidation in Membrane Reactors . . . . . .o v ittt i i ittt et ettt et tr ettt et 198

Solution Chemistry .. ....................... S 500600800005 0330059030000050950900c0000 199
Supported Metal Catalysts . . . . ... ...ttt e e e e e 201
Surface Modification . . . . . . ... o e e e e e e e vl 202
Synthesis of Model Inorganic Ion Exchange Materials . . .. ... ... ..t ittt ittt innneannn 204

Molecular Science

Adsorption on Fe-(hydr)oxides Under Nonequilibrium Conditions ........ e 209
Bonding and Structure of Organic Ligands at Oxide/Water Interfaces . ............................ 210
Catalytic Chemistry of Metal Oxides . . . ... ... .............. e e 213
Characterization of Structure and Dynamics of Surface Adsorbates and Their Surfaces . .. ............... 215
Colloid-Colloid Interactions: Forcesand Dynamics ............... ... . .. i, 000000 217

Effects of Surface Complexation and Structure on the Dissolution Precipitation Kinetics of :
Carbonate MINerals . . .. . . . . ..t e e et e e e e e e 219

Elastic Properties, Solution Chemistry and Electronic Structures of Oxides, Silicates

and Environmental Catalysis . ........................ e e e e e ... 221
Environmental Catalysis . ... . . . oo ivii it e e 50000000 b 00000 223
Flow Injection Analysis . . ... ...ttt ittt ittt et tn et 224
High Field NMR and NMR Imaging . . . . .. ...ttt ittt it it i en ittt tnnsenennannnes 226
High Resolution and Solid State NMR Studies of Proteins and DNA-Adducts ........................ 228
Identification and Structural Determination of Paramagnetic Species Using Pulsed EPR .. ............... 230
Magnetic Resonance SPECITOSCOPY . . & v« v v vt v et ettt it e et e s e e s aae e e e e e ananeeeneennen, 233 .
Magnetic Resonance Spectroscopy Studies of Glasses, Minerals and Catalysts .. ..................... 234
Materials Surface and Interface Chemistry . .............. e e e e e e e e e e e e e e e e e 237
Mechanisms of Radiolytic Decomposition of Complex Nuclear Waste Forms . .. ..................... 239
Multinuclear Solid State NMR Characterization of Early Forms of Mineralization . . . . . . e e e e 241
NMR Studies of Altered-DNA/Protein Complexes . . . . .. ... v it ittt ittt et e e 243
NMR Swudies of Proteins . . ............... BT 245
Novel Synthesis of Metal Cluster/Polymer COmPOSItES . . . . . .o v v vt ittt ettt et ettt ieee e 246
Numerical Solution of the Schrodinger Equation . . . . . . . . e 249

Contents  vii




Protein-DNA Complexes: Dynamicsand Design . . ... ... . o i i it et en i 250

Solid State Multisensor ATray . . . . ... ..o e i v en i e rnn e .. e e e e 253
Spectroeletrochemistry .. .. .. . ... ... e e e e e e e 254
Structural and Kinetic Studies at Model Oxide Surfaces . . .. ... .. it 256
Theoretical and Computatiqnal Molecular Science Reéearch ................................... 259
Tumor Formation in Cells and Tissues Studied by Means of Liquid-State and Solid-State NMR . ........... 260
X-Ray Absorption Fine StruCture . . . . . . .. ... i e e e 263

Nuclear Science and Engineering

Boiling Water Reactor Advanced Fuels . . . . .. .. ... . e e e 267

Process Science and Engineering

Advanced Instrumentation Real-Time Acoustic Planar Imaging of Dense Slurries - RAPIDS . ............. 271

Analytical and Reaction Chemistry . . . . .. . ... it ittt et et e it e e teee e 273
Catalyst Development and Testing . . . . . . . ...t it ittt it et ettt et e e e e 275
Ceramic Permeation Membranes . ............. R R 276
Characterization of Rapid Dechlorinators: Remediation of DNAPL ... ... .. e 277
Colloidal Waste SCIENCE . . . . . . .t ittt ittt ittt et e e ctee et et R R R 280
Development of Carbonate Barriers for In Situ Containment . . . ... ... ..ottt it 282
Electric Field and Current Modeling of Electrical Discharge Processing . .......................... 284
Electroactive Materials . . . . . ... e e e et e e e 286
EIECtTOCONVETISION . . . . o o v ottt ittt et et e ittt it ettt et e et taes e et e eeteansenaaens 288
Enhanced Mixing for Supercritical Fluid Oxidation—Phase Separations . . . ... .... ... ............... 290
Evaluation and Selection of In Well Separations . . . . . ... ... .. ittt e i 291
Experimental Investigation of Pipe Flows of Complex Fluids ................... .. e 294
Fundamental Reaction Diagnostics/Kinetics . . .. ... ..ottt ittt ittt it ettt et e et 296
Homogeneous Isotopic Turbulence . ........... EPUE R 298
Hydrogen Separation Technology Using the CHASP ProCess . . . v oo v vt v i n e in vt it et eneannnnns i.. 299
In Situ Containment Using Heat-Enhanced .and Carbonate Barriers . . . . ... ....... ... ... ... 300

vili ~ Laboratory Directed Research and Development - FY 1995




Ionizing Radiation Assisted Processing of Hazardous Wastes . .............. i 302

Isolation and Use of Extremophilic Bacteria for the Treatment of High Nitrate and

Sulfate Containing Wastes . . . . . ..t i ittt ittt e et te et a ettt e 304
Kinetics, Scale-up and Demonstration of Uranium Bioprecipitation Technology . . . ... ................. 306
Membrané Materials . .. ............. I e ... 308
Membrane Separations . . . .. . ... e e e e e 309
Microplasma Reactor . .. ... .. .. i e e e e e e e e 310
Modeling of Colloidal Systems . . . . . . . .t it e e e e 312
Plasma Engineering and Prototype Development . .. ..... .. ...ttt 313
Reaction Engineering . . . . . . . ..ttt et e e e e e e e 315
Structure Function Analysis ............. e 317
Supercritical Fluid Separations . . .. ... ... it e e e 319
Synthesis Reaction in a High Energy Corona . . ... ... . .ttt tn ettt tte et e 321
Ultra High Rate Sputter Deposition of Highly Reflective ‘Metal Films . .......... .. 322
Vacuum Extruded Polymer Films . . . . . . . ... . e e e 326
Vining Plant Control . . . . . ... e e e e e e e e e e e e e 328

Risk and Safety Analysis

£\ TRl LA R WGEIE] 5 s 0 0oanoooococo0cocn0a0000000000000000000000000000A800600000C 333

Cell and Tumor Growth Kinetics . . . ... ... it i it et et e e e es e e 335
Cell Signaling Mechanisms . . . . ... ...ttt ittt ettt et et e e e 338
Comparative Metabolism and Pharmacokinetics . . . . . . . . ...t i ittt ittt et e e 341
Development of Environmental Dosimetry Modeling Parameter Database Editor . . .. .................. 343
Direct and Indirect Genotoxic Mechanisms . . . . . . . . . ... . ittt it e e 344

Ethical, Legal, and Social Implications of the Human Genome Project for Screemng, Momtormg and

Health Surveillance of Department of Energy Workers . .. .. .. ... .. ...ttt iinnnnnnnn.. 346
Health Protection and Standards for Hazardous Chemicals . ... ...................... BTN 347
LightatNight .. ... ... .. ... .. ... ... ... .. ... i 348
Technical Analysis and Integration of Health Effects Data . . . ... ........... ... ... uininn.n.. 353

Contents  ix




- Statistics and Applied Mathematics

The Development of Adjoint Sensitivity Methods for Complex Physical and Chemical Simulation Models . . . . . . 359

Uncertainty Analysis for Computer Models ... ................. G 360

Thermal and Energy Systems

Advanced Numerics and Visualization for Power Systems . . .. .. ... ... ..ttt 365
Advanced Power System Dynamic Stability ASseSSment . . ... ... ... ...ttt it 367
Artificial Intelligence for Power System Control . ... ... ... .. ...ttt 368
Biodegradable Electrostatic Filter Development . . . . . . ... ... ... . e 372
Compact Spiral Composite Evaporative Cooler . ... ... ... ..ttt 373
Exhaust System Thermal Management . .......... €00000000G00000060000G00000000a00000a s 374
Heating Plant Maintenance Training SYStEm . . . . . . . oottt ittt ittt tineaactananaeannnn 375
High Performance Micro Heat Eﬁgine Development . . .. .. ... ... . . .. i e 376
Micro Heat Exchanger Development . .. . . . . .o it ittt ittt it ettt 377
Microcompressor Development . . ........ vttt A 379
Microscale Sheet Architecture Prototype Development . ... ... ... . . . it ittt 381
Off-Peak Cooling by Direct-Contact, Open- or Closed-}CycIe Ice-Making ........... e e e 382
Portable Dynamic Analysis and Design System . . . . . ... ... .. ittt e e e 383

Pulsed Amplitude Synthesis and Control Development Converter System . .. ...............co oo, 385

Acronyms and Abbreviations ............. ... ... ... ... 389

X

Laboratory Directed Research and Development - FY 1995




Atmospheric Sciences







A Multidisciplinary InveStigation of
Heterogeneous Atmospheric Processes

Douglas Ray (Chemical Structure and Dynamics)
Bruce C. Garrett (Theory, Modeling, and Simulation)
Yang Zhang and Richard C. Easter (Atmospheric Sciences)

Project Description

~ The goal of this project was to understand, at a molecular
level, the uptake of gas-phase atmospheric pollutant
species into aqueous droplets. This was accomplished
through a multidisciplinary effort involving macroscale
atmospheric chemistry modeling, molecular-scale
theoretical modeling, and surface second harmonic
generation spectroscopy.

The project was divided into three tasks: 1) the
development, testing, and application of a detailed, mixed-
phase atmospheric chemistry box model; 2) the simulation
of molecular-scale processes at gas-liquid interface; and
3) the uptake of gases by aqueous solutions probed by
surface nonlinear optical spectroscopy. The long-term
result of this project will be an improved scientific and
technological capability to study the importance of
heterogeneous chemical processes in the context of global
environmental change.

Technical Accomplishment

Development, Testing, and Application of a Detailed,
Mixed-Phase Atmospheric Chemistry Box Model

Appropriate gas- and aqueous-phase chemical mechanisms
and an appropriate parameterization of interphase mass
transfer processes have been selected to construct a
multiphase box model. Assumptions associated with the
gas and liquid interfacial mass transfer have been justified.
Comparisons between different chemical integration
techniques have been made. An advanced computational
algorithm (LSODE) for chemical integration has been
selected and implemented in the box model.

The development of the multiphase box model has been
completed. The box model was tested under a variety of
atmospheric conditions and compared against the results
from other established models. In addition, more detailed
literature searches were conducted to locate available
information on the laboratory measurement of
accommodation coefficients on liquid-phase surfaces. An
informal report of the findings of that survey was
completed. The accommodation coefficients and their
variation ranges for various chemical species included in

the box model have been determined based on the values
from the literature survey. These values are directly used
in the box model for the base case study and the
sensitivity studies. This information is invaluable to the
molecular scale simulations and the laboratory
experiments.

‘We have begun to use the box model to explore the effects

of heterogeneous processes and aqueous-phase chemistry
on tropospheric ozone formation. Some preliminary
results have been obtained under typical atmospheric
conditions. A significant reduction in gas-phase
concentrations (9 to 34 percent) have been found in the
presence of heterogeneous processes and aqueous-phase
chemistry. These preliminary results show that
heterogeneous processes and aqueous-phase chemistry can
significantly influence the photochemical oxidant cycle by
changing concentrations of many important gas-phase
species. These results also demonstrate a need to further
explore the interactions among ozone, its precursor gases,
and heterogeneous surfaces. Sensitivity studies of the
model to variations in the mass accommodation
coefficients are in progress. These sensitivity runs will
quantify the effect of the mass accommodation on gas-
phase photochemistry. The results will also guide future
laboratory measurements and molecular-scale
calculations.

Simulation of Molecular-Scale Processes at Gas-Liquid
Interface

One of the first steps in this task was the evaluation of
interaction potentials for water. Simulations were run
using a pairwise additive interaction potential, the
extended single point charge (SPC/E) model, and an
interaction potential that includes many-body effects using
a polarization model (POL1). The reliability of these
models was assessed by comparing experimental
observables (such as surface tension, structural
information, etc.) against the computed results. For
example, the computed values of the surface tension for
the SPC/E model agrees with the experimental values to
within about 20 percent over a temperature range from
270K to 370K.

Recently, a model for the mass accommodation process
has been postulated that assumes the surface of water is a
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dense gas-like state, composed of clusters of various sizes
that continually undergo nucleation and evaporation. As a
test of this model, molecular dynamics simulations have
been used to directly examine the structure of the water
surface. The density of the water near the surface
decreases, falling off smoothly to zero in the vacuum.
This is not the result of the clustering near the surface as
predicted by the phenomenological model of Davidovits
et al. Instead, there is the tendency to form transient
cavities in the surface which, averaged over time and
distance, give a lowered density compared to the bulk.

Potentials for the interaction of solute molecules, such as
simple alcohols and ethylene glycol, have been developed
and tested by comparing computed bulk phase properties
with experimental ones. For example, interaction
potentials for ethanol and ethylene glycol accurately
reproduce experimental solvation energetics. These

" potentials have been used to study the orientation of the
solute molecules at the interface. Figure 1 shows the
distributions of angles of the C-O and C-C bonds in
ethanol with the surface normal. The C-O bond prefers to
be oriented parallel to the surface normal allowing the OH
group to be inserted into the liquid for better solvation.
The methyl groups are hydrophobic and tend to stick out
of the surface at a preferred angle of about 60 degrees.
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Figure 1. Orientation of ethanol at the liquid/vapor interface of
water. The distribution of angles between the surface normal (n,)
and the C-C bond and C-O bond are shown as triangles and circles,
respectively. Results are averaged over 50 psec of a molecular
dynamics simulation at 298K.

A direct knowledge of the potential of mean force for
insertion of a solute molecule from the gas phase, through
the surface and into bulk water is needed as input into
calculations of the mass accommodation coefficient. As a
first test of the methodology, the potential of mean force
has been calculated for insertion of a single water
molecule. Preliminary results show that the energy in the

4  Laboratory Directed Research and Developmen; - FY 1995

bulk is lower than for the single water molecule in the gas
phase, but the potential of mean force shows no evidence
of a bound surface state as is expected for alcohols.
Efforts are now in progress to calculate the potentials of
mean force for insertion of ethanol and ethylene glycol
into water.

Uptake of Gases by Aqueous Solutions Probed by Surface

Nonlinear Optical Spectroscopy

Measurement of the adsorption isotherm for dimethyl
sulfoxide (DMSO) on dimethyl sulfoxide/water solutions
by surface second harmonic generation spectroscopy

and determination of AG°ads at 298K have been
accomplished. Dimethyl sulfoxide was selected for these
experiments because of its role in tropospheric chemistry

_and because accurate values for the mass accommodation

Free Energy

coefficient and Henry’s Law constant of dimethyl
sulfoxide in water are available. Our determination of
AG°®ads, in conjunction with data obtained from the
literature, provides the first complete set of thermo-
dynamic data for the mechanism proposed for the uptake
of nonreactive solutes by dilute aqueous solutions (see

Figure 2).
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Figure 2. Schematic Potential Energy Surface for the Uptake of
DMSO by Liquid Water

Publication

R. Doolen and D. Ray. 1995. “Uptake of Gases by
Aqueous Solutions Probed by Surface Nonlinear Optical
Spectroscopy.” Laser Techniques for Surface Science II,
vol. 2547, pg. 364.




Beyond Reduced Form Climate Model

David C. Bader and Ruby Leung (Earth Sciences)

Project Description

One definition of climate is the statistical distribution of
meteorological events over a given time period. The time
scale for weather phenomena ranges from a few hours to
a few weeks, with the phenomena that largely determines
climate (precipitation events, transport of air masses,
long-lived clouds, etc.) at the longer end of this spectrum.
The annual cycle still provides the largest climatic
variation for any subcontinental region that can be
defined. Given a long enough record (10 to 40 years), it
can be assumed that a sufficient number of events will
have been observed to define the climate ensemble. It is
assumed that properties of the general circulation, such as
Hadley cell intensity, the phase and amplitude of the
extratropical wave train, equatorial Kelvin wave
frequency, and others that are both defined and undefined,
determine the probability density function for different
types of weather events within a region. It is believed that
these characteristics can be captured in monthly mean
analyses of the general circulation. The goal of this
project was to find empirical relationships between
monthly mean atmospheric general circulation statistics
and surface weather data for a subcontinental region.

These relationships can then be used to predict regional
climate, including a measure of weather uncertainty, from
the general circulation structure that will be predicted by
climate prediction models.

Technical Accomplishments

The four-state region of Missouri, Iowa, Nebraska, and
Kansas was selected for the study because it was the
subject of an earlier project describing the effect of
climate change on the region’s agriculture and economy.
Surface meteorological data were obtained and data
analysis software routines were developed to work with
the data sets. Preliminary statistical analysis of the
temperature and precipitation was performed to look at
spatial correlations among stations in the region.

Acquisition of the general circulation fields were delayed
because of the unavailability of the data. The National
Meteorological Center’s reanalysis project is behind
schedule and there is an insufficient record length to
perform robust statistical analyses. The project has been
suspended until the data are available.

S
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Global Atmospheric Chemistry(")

Richard C. Easter and Rick D. Saylor (Atmospheric Sciences)

Project Description

The overall objective of this project was to enhance our
capabilities in global atmospheric chemistry modeling by
implementing Pacific Northwest National Laboratory’s
Global Chemistry Model (GChM) on a high-performance
parallel computing platform and using the model to study
global tropospheric carbon monoxide. Specific objectives
included

¢ developing an efficient parallelized version of GChM

o adapting the chemistry and physics of GChM for
simulating tropospheric carbon monoxide, perform
simulations to interpret CO measurements obtained
from the space shuttle in October 1984, and publish
and present the results.

Technical Accomplishments

In the past few decades, air pollution problems associated
with energy usage and industrial activities have grown
from local scale (photochemical smog) to regional scale
(acid rain) to fully global scale problems (stratospheric
ozone depletion). Numerical models of atmospheric
chemistry are key tools for assessing our overall
understanding of the chemical and physical processes
involved and for estimating the effects of changing human
activities on global air quality. The numerical models
themseives have grown in complexity as our
understanding of the atmospheric processes that affect air
pollution have evolved. The computational performance
of parallel processing platforms allows us to address
global air pollution problems with current generation
atmospheric chemistry models.

The Laboratory’s Global Chemistry Model was developed
over the past several years to address global scale
atmospheric chemistry problems. GChM simulates the
effects of emissions, transport (advection by mean winds,
vertical turbulent mixing, vertical mixing by subgrid
convective clouds), chemical reactions (clear air and in-
cloud), and removal processes (precipitation scavenging
and dry deposition) on atmospheric trace species. Early
versions of GChM were used to investigate the role of
fair-weather cumulus clouds in the long-range transport

and oxidation of carbon monoxide and methane, and the
trans-Atfiantic transport of soluble sulfur species.

Carbon monoxide was selected for the GChM applications
of this project for several reasons. On a global basis, CO
plays a significant role in the troposphere’s overall
oxidative capacity through its reaction with OH.
Furthermore, depending on the local abundance of
nitrogen oxides, CO can participate in reactions that either
increase or decrease the formation of tropospheric ozone.
Finally, mid-tropospheric CO measurements that were
obtained from the October 1984 measurement of air
pollution from satellites (MAPS) space shuttle flight have
a unique near-global coverage for a tropospheric trace
species, and thus provide an excellent opportunity for
comparison with model results.

The CO version of GChM was implemented on the Intel
Touchstone DELTA supercomputer using domain
decomposition. The model operates on a regular, three-
dimensional grid (latitude, longitude, and a normalized
pressure coordinate), and the parallel implementation used
decomposition of the horizontal domain, with each
processor responsible for a certain rectangular block of
vertical columns. With this implementation,
interprocessor communication was only required during
horizontal transport calculations. This decomposition
provides good load-balancing among processors for
calculations involving horizontal and vertical transport.
However, the inclusion of nonlinear chemistry and cloud
processes introduces serious imbalances in the code’s
computational load. Calculations involving photochemical
reactions require much more time on the daytime than the
nighttime side of the globe, and calculations for cloud
Pprocesses are only required where clouds are present.
These factors limited the code efficiency to about

50 percent on the DELTA. To improve efficiency, a
dynamic load-balancing approach was designed in which
computational tasks are passed from one processor to
another based on the processors’ individual computational
loads.

The parallel implementation was also ported to a cluster
of IBM RS-6000 high performance workstations. Because
of the fewer number of processors in the cluster, a
latitude only domain decomposition was possible here,
with each processor having one latitude band in the

(a) Project was a task under the project formerly entitled “Computational Modeling of Complex Physical Systems.”
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northern hemisphere and one in the southern hemisphere.
This eliminated load balancing problems associated with
daytime/nighttime and also shorter/longer days near the
poles. Also, differences in cloud frequency were reduced
because each processor was responsible for more grid
points, and better computational efficiency was achieved.

Modification of GChM’s chemistry and physics was
required for the CO simulations. A photochemical
mechanism for CO, methane, nitrogen oxides, and ozone
was implemented using a pseudo steady-state numerical
technique. CO emissions sources and a treatment for
vertical eddy diffusivity were adapted from earlier work
by Saylor. Observed meteorological fields for autumn
1984 were obtained from the European Centre for
Medium Range Weather Forecasting (ECMWF), and
model was modified to use these data.

An initial set of simulations was performed at 3.75°
horizontal resolution. Based on the results of the first
simulations, a number of improvements to the model’s
chemistry and physics were undertaken. More recent
estimates of anthropogenic, biomass burning, and biogenic
emissions of CO were acquired to replace the values used
initially. The nitrogen oxides fields used in the model
were revised downwards in light of recent measurements.
Simulated mid-tropospheric CO was particularly sensitive
to convective cloud vertical transport, and the ECMWF
data for 1984 contained very little information on
convective clouds, so an alternate convective cloud
treatment was developed using monthly climatological
convective precipitation data. ‘

Final simulations were performed at 1.875° and 3.75°
horizontal resolution. The simulated distribution of CO
agreed relatively well with the MAPS mid-tropospheric
measurements and with available aircraft and surface
measurements. Emissions sensitivity simulations and
comparisons with available measurements indicated that

actual emissions during the October 1984 MAPS
experiment may have differed substantially from the
emissions estimates used in this study, particularly in
southern Africa and the high northern latitudes. Further
sensitivity simulations showed that the greatest
contributions to uncertainties in simulated CO were from
the convective cloud vertical transport and the CO
emissions.

Publications

R.D. Saylor, R.C. Easter, E.G. Chapman, and M.K.
Brown.  1995. “Simulation of the Tropospheric
Distribution of Carbon Monoxide During the 1984 MAPS
Experiment.” J. Geophys. Res. (in preparation).

R.D. Saylor, R.C. Easter, and E.G. Chapman. 1994.
“Analysis of Mid-Tropospheric Carbon Monoxide Data
Using a Three-Dimensional Global Atmospheric
Chemistry Numerical Model.” In Air Pollution Modeling
and Its Application X, eds. S.-E. Gryning and M. Millan,
Plenum Publishing Corp., New York.

Presentations

R.D. Saylor, R.C. Easter, E.G. Chapman, and M.K.
Brown. 1995. “Estimates of Emissions Inferred from
Satellite Measurements of Mid-Tropospheric Carbon
Monoxide.” American Geophysical Union Chapman
Conference on Biomass Burning and Global Change,
March 13-17, Williamsburg, Virginia.

R.C. Easter, R.D. Saylor, and E.G. Chapman. 1994,
“Analysis of Mid-Tropospheric Carbon Monoxide Data
Using a Three-Dimensional Global Atmospheric
Chemistry Model.” Conference on Atmospheric
Chemistry, American Meteorological Society Annual
Meeting, January 23-28, Nashville, Tennessee.
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750 MHz NMR Determination of the 3D Structure
of a Unique Reductive Dehalogenase

Michael A. Kennedy (Macromolecular Structure and Dynamics)

Project Description

Tetrahydroquinone reductive dehalogenase (TeCH-RD) is
a bacterial enzyme that has been isolated from »
Flavobacterium sp. strain ATCC 39723. It has been
shown to be involved in the degradative pathway of
pentachlorophenol. Specifically, TeCH-RD carries out
the reductive dechlorination of tetrachlorohydroquinone to
dichlorohydroquinone. TeCH-RD is 247 amino acids in
length with a corresponding molecular weight of 28.1 kD.
The goal of this project was to use nuclear magnetic
resonance spectroscopy to determine the three-dimensional
solution-state structure of the enzyme. An integrated
biophysical, biochemical, analytical, and modeling
approach is being used to identify the three-dimensional
structure of TeCH-RD.

Technical Accomplishments

Tetrachloro-p-hydroquinone reductive dehalogenase
(TeCH-RD) was recently purified from a
pentachlorophenol-degrading Flavobacterium sp. strain
ATCC 39723 by a Pacific Northwest National Laboratory/
Washington State University team. The enzyme is
thought to first catalyze the formation of a hydroquinone-
glutathione adduct between a tetrachloro-p-hydroquinone
(TeCH) and a glutathione and then to split the adduct at
the expense of another glutathione (GSH) to produce
2,3,6-trichloro-p-hydroquinone and the oxidized form of
glutathione (GS-SG). The deduced amino acid sequence
shows strong similarity with two previously reported plant
glutathione transferases (GSTs). TeCH-RD is the only
reductive dehalogenase that has been characterized to
date. The enzyme’s ability in splitting hydroquinone-
glutathione adducts may represent a new type of activity
catalyzed by glutathione transferases, which is very
important to prevent building up multiple substituted
hydroquinone-glutathione adducts. Hydroquinones,
metabolites of many xenobiotics, react with glutathione to
form multiple substituted (more than one glutathione per
quinone hydroquinone-glutathione) adducts. The
conjugates have recently been shown to be more toxic than
the original quinone metabolites in animal studies.

Nuclear magnetic resonance spectroscopy is the leading
method for determination of solution-state protein
structure. Secondary structure of proteins up to 31.4 kD
have been determined at 600 MHz with 0.7 mM solutions

of uniformly *N and *C-labeled materials. The current
estimate of the molecular weight range for complete
three-dimensional nuclear magnetic resonance structure
determination of proteins, employing the latest innovations
in fractional deuteration of protein side chains and using
up to 750 MHz field strengths, is between 30 and 60 kD.
We have been able to show that under buffer conditions
being used for nuclear magnetic resonance studies,
TeCH-RD exists as a monomer in solution. Therefore,
the TeCH-RD subunit is well within the molecular weight
range for structural studies.

 Strain JDO1, an E. coli JM105 harboring the TeCH-RD

expression vector, pJDO1 has been used to produce large
quantities of TeCH-RD. Overproduction of TeCH-RD is
induced by the addition of isopropylthio-B-D-galactoside.
For N-labeled and '*N, *C-TeCH-RD production, JDO1
is cultured in Isogro (Isotec, Inc.) labeled protein
hydrolysate. Triple-labeled protein including 2H, *C, and
15N is being prepared from cultures grown in media based
on deuterated algae grown in heavy water and with
labeled carbon and nitrogen sources.

Mass measurements and tandem mass spectrometry
experiments have permitted the verification of the
sequence of the overexpressed proteins on the basis of
precisely determined relative molecular mass

(< £0.01 percent employing linear quadrupole
instrumentation), product ion mass spectra and peptide
mapping. Additionally, the nature, extent, and residue
location of post-translational modifications can be
determined using the same approach. Where improved
resolving power and tandem mass spectrometric
capabilities are required, ion trap and Fourier transform
ion cyclotron instrumentation can be employed. As an
example, Figure 1 shows that the N labeled material
contained isotopic enrichment to 98.6 percent completion.

Preliminary nuclear magnetic resonance studies have been
initiated and the data indicate that TeCH-RD is a good
candidate for nuclear magnetic resonance investigation.
Determination of secondary- and tertiary-protein structure
is a five-step process. First, preliminary studies are
performed with unlabeled material to determine if the
protein is “well behaved” for nuclear magnetic resonance
studies (i.e., protein aggregation, purity). Second,
assignment of the ’N chemical shift spectrum are initiated
using the uniformly N labeled protein for heteronuciear
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Figure 1. Electrospray ionization mass spectrum of purified
recombinant, *N-labeled TeCH-RD.

multiple quantum coherence (HMQC)-{N-'H}, *N-
separated NOESY and "N-separated TOCSY
experiments. Resonance assignments are completed using
coherence transfer between 'H, ’N, and 13C nuclei.
Proton-proton distance determination are performed using
5N- and *C-separated NOESY experiments. Finally,
structure refinements are generated using nuclear
magnetic resonance-data and distance geometry methods
in conjunction with, in this case, homology modeling
comparisons. Figure 2 shows preliminary nuclear
magnetic resonance data collected at 750 MHz. The
1H-BN-heteronuclear multiple quantum coberence
spectrum shows excellent resolution at 750 MHz.

The ability to determine three-dimensional structure either
by x-ray crystallography or nuclear magnetic resonance
spectroscopy has lagged behind sequence determination.
As a result there has been ongoing interest in solving the
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Figure 2. 750 MHz 'H-'*N HMQC of TeCH-RD
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protein folding problem via determination of three-
dimensional structure based on amino acid sequence data.
In the case of TeCH reductive dehalogenase, based on a
comparison of amino acid sequence and enzymatic
mechanism, it is likely that the protein is functionally (and
structurally) related to the family of glutathione
transferases. Multiple sequence alignments are being used
to determine which segments of TeCH correspond to the
secondary structure elements in rat and human glutathione
transferase. Secondary structure prediction algorithms
such as Chou-Fasman and GOR are being used to assess
the reasonableness of the initial secondary structure
assignments for TeCH. All of this information is then
being used in conjunction with a distance geometry
approach to obtain a family of potential structures for
TeCH. This family of structures is then evaluated on the
basis of a number of structural and functional tests of the
reasonableness of the model structures and their
consistency with available experimental data. Figure 3
shows the distance geometry based structure of TeCH-RD
using constraints from homology modeling based on the
x-ray structures of related mammalian glutathione
transferase proteins.

Figure 3. Distance geometry based structure of TeCH-RD using
constraints generated from homology modeling using x-ray structures
of related mammalian glutathione S-transferases.




Advanced Biomedical Science and Modeling

Richard E. Weller and Melvin R. Sikov (Biolog_y and Chemistry)

Project Description

Advanced technologies that emphasize molecular
approaches to complex biomedical problems are being
emphasized in federally funded research. This project

was proposed to develop advanced research concepts

and systems in the biomedical sciences through
multidisciplinary collaborative research. Work performed
during the course of this project has identified a number of
emerging, innovative approaches and concepts to enhance
human health. :

Technical Accomplishments
Imaging to Detect and Diagnose Disease

Work in FY 1994 using a prototypic cell line, HL-60,
suggested a novel approach for identifying tumor cells
based on their metabolic activity and ability to synthesize
a unique polymer. In FY 1995, the technology was
evaluated both ex vivo and in vivo using a rat mammary
tumor cell line. For the in vivo studies, the tumor cell
line was grown ex vivo and then transferred to female
Wistar rats by the subcutaneous inoculation of
approximately 106 cells into the inguinal fat pad. Tumors
were palpable by 5 to 7 days post inoculation at which
time the animals were dosed with 1 mg/kg of the essential
substrate given intraperitoneal once daily for 5 days. The
tumors were then harvested, the cells dispersed, and
excited at 355 nm. Increased emission in the spectral
region with a modal 500 to 520 nm peak was again
observed in treated cells. The in vivo studies were
repeated in older, retired, female breeder Wistar rats to
see if reproductive status had any effect on the ability of
the tumor cells to synthesize the polymer compared to -
surrounding normal mammary tissue. Results of that
study are still pending.

Thermal Imaging

In FY 1994 a preliminary set of images of transplanted rat
mammary tumors was obtained using an Inframetrics
thermal imaging camera that employs a mercury-cadmium
telluride detector with an 8 to 12 micron response range..
Tumor images were recorded on lesions as small as 2 to

3 mm in diameter at depths of 1.5 to 2 cm below the
surface of the skin. Analyses of the thermal readings

disclosed that the measured temperatures associated with
the two-dimensional projections of the developing tumors
were lower than those of surrounding areas. In FY 1995,
a series of “blinded” studies were conducted in both
young and old female Wistar rats. Rat mammary tumors
were transplanted using the protocol previously described.
Thermal images were then obtained every other day on
each rat beginning 48 hours after inoculation with the
tumor cell line and continuing until 30 days post

_inoculation at which time tumor growth was evident both

palpably and visually. Each animal was sedated and
positioned according to a standard operating procedure
prior to each imaging session to assure reproducibility.
The operator who obtained the images was “blinded” to
which rats had been inoculated with the tumor cell line or
“sham” inoculated with sterile physiologic saline to serve
as control animals,

Random noise, typical of the class of imaging system
employed in this project, rendered texture analysis or
segmentation ineffective. The use of a frame grabber
system with frame averaging functions would help
considerably. Gradient filters were also hampered by the
pixel-to-pixel variation in what should be a smooth
background. Median filtering was very effective in
correcting that problem. Tumors appeared as dark
regions on the abdomen. In the early stages of tumor
development the tumor signature is usually crescent
shaped with a brighter region in the concavity. Using
these methods we were able to recognize tumor growth as
early as 13 days post-inoculation when the growth was
approximately 1 mm in diameter.

Enhanced Interpretation of Diagnostic Images

The focus of this work in FY 1995 was to examine the use
of fractals in digital analysis of mammograms for
detection of microcalcifications. A literature search was
done to determine the state-of-the-art of the role of
fractals in the enhancement and analysis of digitized
mammograms to detect microcalcifications. Fractal
analysis has been tested as a measure for many
mammographic properties: fibrosity, density, tumor
identification, and detection of microcalcifications.
Substantial work has been done to evaluate the use of
fractals in textural analysis of biological tissue, but little
specifically with regard to microcalcifications.
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Although fractals have received considerable attention as automated mammo graphy screening system. It was

texture descriptors, their success alone has been marginal. concluded that combining texture segmentation

As with most texture methods, segmentation of techniques, possibly with neural networks to aid the
microcalcifications in a digital mammogram has only been classification on nonlinear relationships, will prove more
found to be 80 to 85 percent accurate. Alone, these effective than one method by itself.

methods are not sufficient to be incorporated into an
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Degradation of Explosives by the Combination
of Enzymatic and Microbial Processes

Manish M. Shah and Rodney Skeen (Environmental Technologies)
James A. Campbell (Materials and Chemical Sciences)

Project Description

More than 25 Department of Defense and Department of
Energy sites contaminated with explosives need to be
remediated. Ongoing military operations are producing
explosive-contaminated waste streams on a continuous
basis and there is currently no cost-effective technology to
degrade explosives in soil and water. Certain
bioremediation technologies have the potential to
remediate these sites in a cost-effective manner, however,
current microbial processes are limited by technical
problems such as toxicities of explosives, slow rates, and
incomplete mineralization. The incomplete mineralization
has been attributed to formation of polymeric products of
TNT. We proposed to overcome these limitations by

- enhancing microbial processes using enzymatic catalysis
of the explosives.

Technical Accomplishments

The overall goal of this research was to develop a
cost-effective treatment technology for biodegrading
explosives by combining enzymatic and microbial
processes. A simplified reaction scheme for the proposed
process is shown below:

Step 1:

Explosives + material - Reduced Explosives + Oxidized
material

Step 2 (Microbial):

(Aerobic Microbial Processes)
Reduced Explosives -+ (CO,+H,0+NO,)

or
(Anaerobic Microbial Processes)
Reduced Explosives - (CH,+CO,+H,0+NH," +N,)

We discovered a process that can reduce
2,4,6-trinitrotoluene (TNT). We also found that the
materials used in the process can be recycled with
inexpensive ethanol dehydrogenase enzyme. An estimated
treatment time for 1 liter of waste stream containing

440 uM (100 ppm) of explosive could be as low as

4 seconds for the process using 1 gram of the material.
This is a significant improvement over traditional
microbial processes which would require anywhere from
1 day to weeks or months. The transformation products
were reduced and are expected to be more easily and
rapidly biodegraded than TNT. Hence, the next steps in
these proof-of-principle studies are to identify the
metabolites of TNT and investigate their biodegradability.
The products of TNT degradation are very polar organic
compounds.
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Dynamics, Modeling and Redesign of Microbial Proteins

Rick L. Ornstein (Theory, Modelin_g_, and Simulation)

Project Description

The objective of this project was to compare the
underlying structure-function-dynamics relationships of
bacterial proteins/enzymes under biologically moderate
physiological conditions and under extreme conditions,
such as in aqueous versus nonaqueous solvents.
Nonaqueous enzymology is of great importance both from
the mechanistic point of view and from the practical

- application point of view. Developing enzymes that are
functional in highly concentrated halocarbon solutions,
such as carbon tetrachloride, may prove useful in the
development of new strategies for environmental

- remediation and monitoring of pollutant plumes, as well in
developing “green” processes. Doing so will require
gaining an understanding of the underlying structural and
dynamic effects to enzymes induced by such solvents.
State-of-the-art computational molecular dynamics
simulations, starting with an experimental aqueous three-
dimensional protein structure, allows one to directly
compare structure-function-dynamics relationships of a
protein in solvents for which experimental structural data
is not available.

Technical Accomplishments

Recent studies by Klibanov and coworkers have
demonstrated that subtilisin (and other enzymes) maintains
considerable activity in certain nonaqueous solvents.
Klibanov, Ringe, and coworkers have recently determined
the x-ray crystal structure of subtilisin in water and in
water with acetonitrile. In FY 1995, we performed
molecular dynamics simulations on this bacterial enzyme
in four different solvent systems: water, water and
acetonitrile, water and carbon tetrachloride, and water and
dimethy! sulfoxide. The effect of carbon tetrachloride on
enzyme properties is of particular interest in view of its
propensity at the Hanford Site.

Starting coordinates for all heavy atoms of subtilisin and
crystal waters were obtained from the crystal structure
from aqueous solution. For the simulation in water,
subtilisin and crystallographically located solvent
molecules were solvated by an additional 35 A sphere of
water (over 4300 water molecules in total). For the
simulation in carbon tetrachloride the protein, together
with crystal waters, was immersed in a box of carbon
tetrachloride containing 1275 carbon tetrachloride
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molecules. The molecular dynamics simulations were
carried out using the AMBER 4.0 program and force
field. Overall the calculated time-averaged structure in
water and in carbon tetrachloride are very similar to each
other and to the aqueous x-ray structure, except for
significant differences in loop (or turn) regions, resulting
in many extra intra-protein hydrogen bonding interactions.

Unlike water, carbon tetrachloride is a nonpolar solvent
and has very low dielectric constant, with no hydrogen
bonding capability. In a solvent with little or no hydrogen
bonding capability, the hydrogen bonding contribution to
the free energy of protein folding will be an even more
important determinant than in aqueous solution.
Normally, removing protein-solvent hydrogen bonds
would increase the free energies of both folded and
unfolded states. In aqueous solution a properly folded
protein is believed to have more internal hydrogen bonds
than the unfolded form. In nonaqueous solution, an
increase in the total number of intra-protein hydrogen
bonds could stabilize either an active or inactive
conformation. Thus, understanding intra-protein
hydrogen bonding is an important factor in designing an
enzyme for a particular nonaqueous environment. The
number of intra-protein hydrogen bonds in each solvent

-over the time course of the simulations are shown in

Figure 1. The total number of hydrogen bonds increased
during the initial part of the simulation in carbon
tetrachloride from 241 hydrogen bonds in the initial
structure and then stabilized at 265. This is opposite to
that normally observed for proteins in aqueous simulation.
In the water simulation, the total number of hydrogen
bonds decreased and generally ranges between 210 and
220. In a nonpolar solvent such as CCl,, it is
energetically very unfavorable to have protein hydrogen
bond donor and acceptor groups not participating in
hydrogen bonding. The inability of the protein to form
strong hydrogen bonds with a nonpolar hydrophobic
solvent may lead to structural changes if additional
internal hydrogen bonds can be formed. Thus some of the
protein surface loops rearranged leading to additional
hydrogen bonds which are not present in the x-ray
structure or the aqueous simulation. The catalytically
relevant hydrogen bond between Asp 32 and His 64,
however, is present throughout the simulation, as seen in
our simulations of subtilisin in water, acetonitrile, and
dimethyl sulfoxide. The increase in total number of intra-
protein hydrogen bonds and the formation of water-
mediated hydrogen bonding networks in carbon
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Figure 1. The Calculated Total Number of Intfa-protein Hydrogen
Bonds in Different Solvents

tetrachloride is consistent with the generally observed
increase in thermostability and reduced flexibility of
proteins in nonaqueous solutions.

The increase in total number of intramolecular protein
hydrogen bonds in carbon tetrachloride is expected to
affect protein flexibility. The flexibility (or rigidity) of an
enzyme can be measured by the root mean square (RMS)
fluctuation about the time-averaged simulated structure.
The calculated root mean square fluctuation for subtilisin
in CCl, and water are plotted in Figure 2. Some of the
residues of subtilisin in the water simulation show larger
root mean square fluctuation than the same residues in the
CCl, simulation, while some show smaller root mean
square fluctuation. The amino acid residues that show
larger than 1.0 A root mean square fluctuation in the
water simulation are involved in surface turns and in the
C-terminus. However, the root mean square fluctuations
of residues in the CCl, simulation are more uniformly
distributed. This is consistent with the recent molecular
dynamics simulations of BPTI in chloroform by Hartsough
and Merz. The increase in the total number of
intramolecular hydrogen bonds and the formation of
networked, water-mediated-hydrogen bonds are probably
responsible for the reduced flexibility at solvent accessible
surfaces of the enzyme in CCl,.

To further assess the interaction between protein and
solvents, we investigated the solvent dynamics at the
protein surface. One way to look at this is to check the
root mean square fluctuation of each solvent molecule.

We calculated a time-averaged structure for the last

500 ps of the trajectory and examined the root mean
square fluctuation about the time-averaged structure. For
simplicity only the oxygen atoms of waters and carbon
atoms of the carbon tetrachlorides were monitored. As
expected most of the carbon tetrachloride molecules are
very mobile and display very large root mean square
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Figure 2. Comparison of Calculated RMS Fluctuation

fluctuation, while on the other hand, all of the water
molecules show comparatively small root mean square
fluctuation during this 500 ps period. The low mobility of
water results from the inability of CCl, to interact
strongly with water; thus water molecules cluster to each
other or hydrogen bond to protein. The largest root mean
square fluctuation for water molecules is only about 7 A
compared with a high value of 45 A for CCl,. To
illustrate this point further, we traced the movements of
three representative water molecules. One of the water
molecules is tightly bound with an root mean square
fluctuation of 0.9 A. It is very interesting to note that the
water with the largest root mean square fluctuation slides
along the protein surface. In nonpolar solvents such as
CCl,, the energetic cost of water leaving the protein
surface and moving into bulk solvent would be very high.
Therefore, water molecules tend to stay on the surface
and only move laterally along the surface of protein. For
similar reasons, chloride ions also stay close to protein
and waters; they are either hydrogen bonded to water or
hydrogen bonded to polar hydrogens of the protein.

Publications

Y.-J, Zheng and R.L. Ornstein. “Molecular Dynamics of
Subtilisin Carlsberg in Aqueous and Nonaqueous
Solutions.” Biopolymers (in press).

Y.-J. Zheng and R.L. Ornstein. “A Molecular Dynamics
Study of the Effect of Carbon Tetrachloride on Enzyme
Structure and Dynamics: Subtilisin.” Prot. Eng. (in
press).

Y.-J. Zheng and R.L. Ormstein. “A Molecular Dynamics
Analysis of the Effect of DMSO on Enzyme Structure and
Dynamics: Subtilisin.” Proteins (accepted pending
revision).

Biotechnology 17




Presentations Y.-J. Zheng and R.L. Ornstein. 1995. “Protein
Dynamics of Subtilisin Carlsberg in Aqueous and

Y.-J. Zheng and R.L. Ornstein. 1995. “Structure and Nonaqueous Environments.” High Performance
Dynamics of Enzymes in Organic Solvents.” Ninth Computational Chemistry Workshop, August 13-16,
Conversation in the Discipline Biomolecular Pleasanton, California.

Stereodynamics, June 20-24, Albany, New York.

Y.-J. Zheng and R.L. Ornstein. 1995. “Protein
Dynamics of Subtilisin Carlsberg in Aqueous and
Nonaqueous Environments.” Ninth Symposium of the
Protein Society, July 8-12, Boston, Massachusetts.
(Abstract # 133-S).
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Enzymology of Bacterial Metal Reductase and Dehalogenase

Yuri A. Gorby and Luying Xun (Environmental Microbiology)

Project Description

The objective of this project was to purify, sequence, and
develop a molecular probe for the enzyme responsible for
reduction of multivalent metals in the dissimilatory metal
reducing bacterium Shewanella alga, strain BrY. This
enzyme catalyzes the reduction of metals such as iron,
manganese, cobalt, uranium, and chromium. This activity
is important for directing the fate and transport of these
multivalent radionuclides and heavy metals in natural and
contaminated surface and ground waters. Understanding
the mechanisms by which this important enzyme functions
is vital for predicting the fate of these metals in the
environment and for exploiting metal reducing bacteria in
engineered bioreactor systems designed to remove heavy
metals and radionuclides from aqueous waste streams.

Technical Accomplishments

We have purified a protein complex from S. alga, strain
BrY, that expresses metal reductase activity. The
complex contains a hydrogenase, menaquinone, and a
c-type cytochrome. Metal reductase activity was lost
when any of these components were removed from the
complex. Circumstantial evidence suggested that the
cytochrome c serves as the terminal reductase. This
component receives electrons from another component
within the electron transport chain and passes those
electrons to an oxidized metal. We focused our efforts on
describing this novel enzyme as part of the purified
complex.

Oxidized and reduced absorption spectra of the c-type
cytochrome in BrY were similar to c-type cytochromes

found in a wide variety of microorganisms that are unable

to reduce metals (Figure 1). However, the midpoint
potential of this cytochrome (-205 mV) was much lower
than other c-type hemes (Figure 1 inset).

With this midpoint potential it is thermodynamically

" impossible for BrY to reduce any multivalent electron
acceptor with a midpoint potential below about -200 mV.
‘We previously determined that BrY can reduce a wide
range of metals with midpoint potentials above, but not
below, -200 mV.

We further investigated the cytochrome ¢ in BrY by
electron paramagnetic resonance (EPR) spectroscopy to
gain a better understanding of the structure of this
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Figure 1. Visible absorption spectra of oxidized and reduced
cytochrome ¢ from BrY. Inset indicates the midpoint potential of
this cytochrome c. ’

enzyme. Figure 2 represents electron paramagnetic
resonance spectra generated at two temperatures.

Differences in the relative intensities of the resonance
peaks indicate that many components of the protein
complex contribute to the electron paramagnetic resonance

signal.

To determine which peaks represent the c-type heme,
electron paramagnetic resonance spectra were generated at
various redox potentials (see Figure 3).

The complex became electron paramagnetic resonance
silent when it was first completely reduced by the addition
of sodium dithionite (Figure 3A). To determine what
peaks represented the c-type cytochrome, the redox state
of the system was adjusted to -210 mV, just below the
midpoint potential of the cytochrome. Loss of resonance
peaks at g=2.9, 2.26, and 1.58 is typical of the low spin
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Figure 2. EPR spectra of metal reductase complex at two
temperatures. Note the change in relative intensities of resonance
peaks between the two spectra. Magnetic field strength is
represented on the x axis.

(S=1/2) ferric heme species of c-type cytochromes. The
g=values also indicate that this cytochrome is similar to
the imidazole complex of heme octapeptide in mammalian
cytochrome c.

Results obtained from research conducted in FY 1995
were important for understanding the mechanisms of
enzymatic reduction of metals by bacteria and possibly for
describing how this unique metabolism evolved among
diverse and distinct groups of microorganisms.
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Figure 3. EPR spectra of (A) completely reduced and (B) partially
reduced reductase protein complex from BrY.

Determining the midpoint potential of the active redox
center of the heme defines not only the limit of metals that
can be reduced, but also provides a sensitive tool for
selectively controlling the valence of the iron center. This
control allows for interrogation of the heme center using a
variety of molecular analytical techniques. Through
increasing our understanding of the molecular processes
involved in enzymatic reduction of metal comes the ability
to exploit this activity to its fullest potential as a
remediation tool.

Publication

R. Caccavo, Jr., Y.A. Gorby, and M.J. McKinerney.
“Purification of the Metal Reductase Complex in the
Dissimilatory Metal-Reducing Bacterium Shewanella alga,
Strain BrY” Applied Environmental Microbiology,
(submitted).




Fourier Transform EPR Studies of Radiation-Induced
Structural Alteration of DNA

Michael K. Bowman (Macromolecular Structure and Dynamics)

Project Description

This project seeks to help develop a program for the
characterization of free radicals and altered forms of DNA
and the enzymes that deal with damaged DNA. This
included characterization of the spatial pattern of damage
to DNA, the characteristics of DNA containing damage,
and the enzymes involved in the repair of damaged DNA.

Technical Accomplishments

Damage to DNA is very serious because it can lead to
permanent changes in the genome. However, cells have a
very efficient mechanism for the recognition and repair of
damage to DNA. Yet, this highly evolved mechanism for
the repair of DNA is sometimes defeated by radiation
induced damage. The reason for this is thought to involve
the presence of local clusters of damage that are much
more difficult to repair than isolated damage sites. We
have used the phenomenon of instantaneous spectral
diffusion to measure the size of damage clusters in DNA
at various states of hydration. We find that the level of
hydration seems to modulate the spatial extent of the
clusters to a similar extent as it does to the limiting yield
of damage.

We collaborated with Professor Bruce Robinson from the
University of Washington to characterize the mobility and
surroundings of a spin label incorporated rigidly into a
synthetic oligomer of DNA (see Figure 1). We directly
measured T, and T, in liquid solutions of the oligomers at
room temperature and found that the oligomer was
strongly immobilized and locked into the DNA structure.
In addition, we began to measure the ENDOR spectra of
the spin-labeled DNA. ENDOR signals from nearby
protons were observed (Figure 2), and we searched for
signals from phosphorus in the backbone of the DNA.

The phosphorus provided a means of measuring the local

structure of the DNA relative to the altered site. We
anticipated that some of the DNA damage recognition
proteins would recognize this altered site and allow us a
bird’s eye view of the recognition complex.

EPR Intensity

334 335 336 337 338 339 340
Magnetic Field/mT

Figure 1. Echo-induced EPR spectrum of a DNA oligomer spin
labeled with a base analog containing a nitroxide group. The
spectrum is taken in water and the unequal peak heights show
anisotropic rotational motion of the oligomer in solution.

We also studied the active site and models of
ribonucleotide reductase, which is a damage-induced
enzyme involved in DNA synthesis and repair. It
contained a mixed-valent pair of metal ions. We
succeeded in preparing models in the mixed-valent state.

We found a correlation in them between the electron
paramagnetic resonance spectral properties and state of
protonation of an oxygen bridging the metal ions. This
allowed us to assign some of the structures observed in
ribonucleotide reductase and several similar enzymes.
We also examined the common electron paramagnetic
resonance model of oxovanadium-histidine complexes
involved in the active sites of enzymes. We found that
VO-histidine actually contains coordination of both the
imine and amine nitrogens of histidine. A much better
model is that of the VO-imidazole complex where a single
type of nitrogen is involved.
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Figure 2. The ENDOR spectrum of 2 DNA oligomer incorporating a
base analog with a nitroxide spin label group attached. The intense

- line at 14 MHz is from weakly interacting protons in the DNA and
water in the solvent. It overlaps the peaks from more strongly
interacting protons which appear as shoulders split by hyperfine
interactions of about 5§ MHz.
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Functional Characterization of Bacterial Plasmids

James K. Fredrickson and Margaret F. Romine (Environmental Microbiology) .

Project Description

The objective of this project was to identify biodegradative
functions associated with large plasmids in the subsurface
bacterium Sphingomonas sp. strain F199. F199 is able

to degrade single ring aromatics including p-cresol,
toluene, benzoate, salicylate, and all isomers of xylene,

as well as multiple ring aromatics including biphenyl,
dibenzothiophene, and naphthalene. Results from

FY 1994 demonstrated that the ring cleavage activity is
encoded in two separate regions on the F199 plasmid
pNL1. The fact that genes encoding this activity in other
biodegrading bacteria are found adjacent to other genes
necessary for biodegradation, suggests that the pNL1
plasmid will contain additional genes of this class. It

was also found that four related subsurface aromatic-
degrading Sphingomonads also harbored large plasmids.
Determination of similarity in sequence and location of the
biodegradative genes in these strains to F199 was also
pursued.

Technical Accomplishments

Partial sequence analysis of the two regions on pNL1
encoding catechol ring cleavage activity revealed that the
genes encoding this activity were not identical. In
degradation of multiple ring compounds, cleavage of
aromatic rings occurs at more than one step and is
commonly carried out by different enzymes. In order to
determine which gene encoded the enzymes necessary at
each of these steps, extracts from E. coli cells harboring a
subclone from one or the other gene were tested for their
ability to degrade the single ring aromatics catechol,
3-methyl catechol, and 4-methyl catechol and the multiple
ring aromatics 2,3 dihydroxybiphenyl and 1,2
dihydroxynaphthalene (1,2 DHN). The latter two
compounds are intermediates in the degradation of
biphenyl and naphthalene, respectively. These
compounds, as well as single ring aromatics such as
toluene and xylene, lead to production of catechols.
Cleavage of each of the compounds, except 1,2 DHN, to
the corresponding yellow colored cleavage product was
monitored spectrophotometrically. 1,2 DHN cleavage
was monitored by measuring oxygen consumption. The
results demonstrated that the gene encoded on clone 6
preferentially degraded multiple ring compounds, while
that on clone 6 preferred single ring aromatics.

Alignment of the protein sequences to other known
catechol dioxygenases demonstrated that the xy/E gene
from S. yanoikuyae Bl and Sphingomonas sp. HV3 as the
two most closely related genes to the clone 18 gene, while
that of the clone 6 gene was most closely related to the
bphC genes in S. yanoikuyae B1 and S. paucimobilis Q1
(see Figure 1). The function of the enzymes in the related
bacteria supports our functional data on clones 6 and 18.
In adherence to the nomenclature in the literature, the
genes in F199 will be called bphC and xylE. The finding
that all the Sphingomonas sequences fall in families that
are distinct from the other catechol dioxygenases suggests
that these three Sphingomonas strains share target
substrates and the range and/or specificities for these
substrates will be unique from other well characterized
enzymes that are included in the dendogram.

During FY 1995, we collaborated with Dr. Gerben
Zylstra of Rutgers University to determine if there was
homology between sequences encoding biphenyl/m-xylene
degradative genes ini S. yanoikuyae B1 and S.
paucimobilis Q1 and each of the subsurface strains.

cdone6  Sphingomonas sp. F199/pnl1
nahC P, putida PpG7/Nah7
doxG  Pseudomonas sp. C18
bphC P putida KF715
«=bphC  pseudomonas sp. LB40O
bphC P pseudoalcaligenes KF707
bphC  Pseudomonas sp. KKS102
todE  P. putida F1
bphC  Arthrobacter sp. M5
— bphC1 R globerukss P6
bohC  Rhodococcus sp. RHAT
dbfB  Sphingomonas sp. RW1
dmpB P, putida CF600/pVI150

nahH P, putida PpG7/Nah7
xylE P putida mt-2/pWWO
? B. subtiés

bztE P aenginosa 4104
bphE ok was sp. IC

pheH P, putida H
phhB P, putida P35X

cmpE  Sphingomonas sp. HV3
clone 18 Sphingomonas sp. F199/pnL1
XylE S yanoikuyae B1
—tdnC P, putida UCC2
L2301l P. putida MT15/pWW15
r—pheB B. stearothermophius FDTP-3
L_cdo R rhodochrous CTM/pTC1
mpcl A eutrophus
r—mpcll T A eutrophus .
L_EbphCZ R globerukss P6

bphC3 R globerukss P6

Figure 1. Dendogram of Ring Cleavage Dioxygenases
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Probes containing sequences with 1) the xylE gene, 2) the
bphC gene, and 3) the entire degradative region from S.
yanoikuyae B1 were hybridized to blots of BamHI digested
. genomic DNA or blots of uncut plasmid DNA. The
results from the genomic blots demonstrated that the
sequences of these genes in each of these strains were
similar. The bphC probe allowed detection of a single
fragment of 4.2 kilobase in all strains except the
nondegrading Sphingomonas strains B0477, ATCC 29837,
and ATCC 14666. Using the xylE probe, a fragment of
9.8 kilobase was detected in F199, B0695, and B0712, of
12 kilobase in B0478 and B0522, and of 4.9 kilobase in
both S. yanoikuyae B1 and §. paucimobilis Q1. Using the
entire degradative region as a probe, several additional
fragments were detected that differed among the
subsurface strains and between S. yanoikuyae B1 and

S. paucimobilis Q1, which displayed an identical
hybridization profile (Figure 2). These results suggest
that there is extensive homology of the biodegradative
genes in the subsurface strains and the two nonsubsurface
strains.

F199 B0477 BO478 B0S22 B0695 B0712 14666 B1 Q1

Figure 2. Hybridization profile of Sphingomonas genomic DNA
digested with BamHI and probed with the Sphingomonas yanoikuyae
B1 m-xyl/bph probe.

Hybridization with undigested DNA localized the genes on
plasmids in all the subsurface strains and on the
chromosome in S. yanoikuyae B1 and S. paucimobilis Q1.
The sizes of the hybridizing plasmids in the subsurface
strains are 150 kilobase (B0478), 180 kilobase (B0522),
270 kilobase (B0712), and 180 kilobase (F199 pNL1). In
strain B0695, two plasmids of 180 and 750 kilobase
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hybridized with the probe. The occurrence of two
hybridizing plasmids in B0O695 was not accompanied by an
increasingly complex hybridization pattern with genomic
DNA (i.e., the number and sizes of fragments was similar
to that of other subsurface strains). This finding would
suggest that the sequences are on similar size restriction
fragments on both plasmids or that only a small portion of
homology exists on one of the plasmids.

Partial sequencing in the regions adjacent to bphC
revealed six additional genes homologous to known
biodegradative genes. The genes are arranged on at least
two operons, which permits differential regulation of the
enzymes. Three of the identified genes encode proteins
that are homologous to protein components of
dioxygenases that catalyze the first step in degradation of
aromatic compounds. These enzymes are composed of
three to four different protein subcomponents. They
include the electron transfer components, ferredoxin and
ferredoxin reductase, and a substrate binding portion.
The substrate binding portion exists as either four
identical protein subunits or as a mixture of two large
subunit proteins and two small subunit proteins. Two of
the genes are homologous to the large subunit of the
dioxygenase family, but have sequences that are unique
from each other. These genes appear to be transcribed in
the same direction and possibly expressed at the same
time. The gene homologous to the small subunit,
however, is transcribed in a different direction, suggesting
that its expression is not coupled to that of the large
subunit proteins.

The occurrence of two unique genes homologous to the
large subunit dioxygenase family suggests the possibility
of shuffling large subunit proteins in vitro, resulting in
three different holoenzymes (Figure 3). Since these
components are involved in substrate binding, it would
further suggest that assembly of these three enzymes
would allow the F199 to attack a much broader range of
aromatics than that of other well characterized bacteria
that only encode one large subunit gene. Additionally, the
sequences of the two dioxygenase large subunit genes are
quite different than published sequences from other
dioxygenase large subunits, suggesting that the substrate
range for the F199 dioxygenases will be unique.

Figure 3. Model of how different enzymes with different substrate
ranges might be generated by mixing slightly different protein
subunits.




We have also successfully transferred the pNL1 plasmid
to another Sphingomonas host using a mutant F199 which
carries a transposon marker on pNL1 that knocked out
activity for multiple ring aromatics only. When
transferred, the plasmid conferred ability to degrade the
single ring aromatics, such as toluene and m-xylene on the
new host. Ability to degrade p-cresol and benzoate were
not transferred with the plasmid. Since the latter
degradative functions were not affected by the transposon
insertion in F199, the data suggests that these functions lie
either on the chromosome or on the other F199 plasmid.
The successful transfer of pNL1 to another host
demonstrates that the genes necessary for bacterial
conjugation are present in F199.
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Identification, Purification and Characterization of the
. Reductive Dehalogenase of Desulfomonile tiedjei DCB-1

Luying Xun and Shuisong Ni (Washington State University, Tri-Cities)

Project Description

Reductive dehalogenation is one of the promising
anaerobic bioremediation techniques in the removal of
halogenated compounds from the environment. The

key enzyme involved in this process is the reductive
dehalogenase. Desulfomonile tiedjei is the only anaerobic
bacterium in pure culture capable of reductive
dehalogenation of halogenated aromatic compounds.

The dehalogenase system in this organism is believed

to be linked to its energy metabolism.

The overall objectives of this project were to identify,
purify, and characterize the reductive dehalogenase system
of Desulfomonile tiedjei DCB-1 and to clone and sequence
the corresponding genes. Both biochemical and molecular
biological techniques will be used to characterize the
reductive dehalogenase system of Desulfomonile tiedjei
DCB-1, and the knowledge gained from this study will
enable us to develop a model system of reductive
dehalogenation by anaerobic microorganisms and facilitate
designing effective bioremediation methods for halocarbon
removal.

Technical Accomplishments

The dehalogenase that converted 3-chlorobenzoate to
benzoate was identified and purified from the cytoplasmic
membrane of DCB-1. Although the enzyme consisted of
two subunits of 64 kDa and 37 kDa, it was purified as a
single unit by passing through several chromatographic
columns. The enzyme was yellow and had an absorption
peak at 409 nm. Its ultraviolet-visible spectra indicated
that it is a heme protein. The yellow chromophore has
been demonstrated to be covalently linked to the 37 kDa
subunit by reverse phase HPLC analysis.

The N-terminal amino acid sequence of the small subunit

was determined. The sequence, 24 amino acids in length,
was used to design degenerate nucleotide primers for
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polymerase chain reaction. Agarose gel electrophoresis
revealed a DNA band of about 71 base pair which
corresponded to the expected size encoding the N-terminal
sequence. This 71 base pair band was eluted from the
agarose gel and later cloned into a TA vector for DNA
sequencing. One of those clones showed DNA sequences
which completely matched those of the N-terminal region
of the small peptide (37,000). Based on the DNA
sequence, a 30 base pair end-labeled nucleotide was

‘synthesized to screen the genomic library for the

dehalogenase gene(s).

This is the first time a reductive dehalogenase has been
purified from an anaerobic bacterium. It offers new
possibilities for us to understand the nature of reductive
dehalogenation by anaerobic microorganisms.

Apparently, such organisms use chlorinated compounds as
terminal electron acceptors, and the process is reductive
dehalogenation. In addition, we will be able to design
gene probes to monitor the dehalogenase genes for
bioremediation.
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Microbial Gene Expression and Genetic Engineering

Jeffrey D, Saffer and Kwong-Kwok Wong (Biology and Chemistry)

Project Description

Gene expression and genetic engineering studies are an
integral part of microbial biotechnology. For fundamental-
research, specific proteins and enzymes need to be
expressed to provide materials for structural biology
studies. Frequently this requires constructing over-
expression vectors and developing suitable purification
schemes. Engineering of the target enzyme or protein
through site-specific mutagenesis prior to expression is a
necessary component of structure/function studies.

For applications, overexpression of enzymes is usually
needed for large-scale production and bioprocessing.
Specific alterations in the enzyme’s primary structure may
be required to achieve desired properties. Engineering of
host bacterial functions may also be altered to enhance
either protein production or cell function required for
industrial applications.

Technical Accomplishments

The identification of enzymes and functional proteins

has great value for basic and applied research.
Characterization of those proteins can be carried out to
some extent with the (usually) minute quantities that can
be isolated from their original source. However, many
structural determinations require substantial amounts of
protein. In addition, bioprocessing, either with purified
protein or with microbes expressing the protein, generally
requires substantially more protein than normally
expressed. Several approaches have been developed for
producing large amounts of proteins. In each case, it was
found optimal to increase expression in the selected
organism to the highest level possible, thereby saving
considerable cost in subsequent purification.

The approaches for overexpression in general use fall into
two categories. The first is overexpression of native
products. This is required for some proteins whose
activity is especially sensitive to sequence variations and
whose folding requires specific pathways. The second is
the creation of a fusion protein, which allows rapid
purification of the overexpressed protein by affinity
chromatography specific for the tag region. The cost and
time savings of this approach, however, can be negated by
difficulties in removing the tag. Nonetheless, this method
is of great value.

We have now conducted an evaluation of various
overexpression schemes and established the required
methods. These capabilities are being applied to specific
problems in microbial biotechnology.

Starvation-inducible promoters are desirable for several
microbial biotechnological applications, such as in situ
bioremediation and bioreactors. Bacteria in nature are
often in famine or low nutrient environments. Thus,
starvation and dormancy are the normal physiology for
bacteria in nature. Enhanced expression of desired
proteins in these starved and almost non-growth bacteria
will be extremely useful for in situ bioremediation.
Starvation-inducible promoters are likely to be the best
choice for doing this task for in situ bioremediation. For
bioreactors, high cell density or biomass is usually
necessary to achieve high catalytic activity and to mini-
mize operational cost. At such a high cell density, it is
hard to keep the microbes growing rapidly because of
nutrient delivery limitations. As a result, the level of
desirable biochemical activity is limited. With the use of
starvation-inducible promoters, we might be able to
achieve a high cell density bioreactor, a highly desirable
biochemical activity, but with minimal nutrient supply.

The RNA fingerprinting technology (RAP-PCR) will be
adopted to identify and clone starvation-inducible genes.
The RAP-PCR technology (or differential display) allows
simultaneous comparison of RNA transcripts from
bacteria grown under different environmental conditions.
RNA is prepared from bacteria grown under starvation
condition and nutrient prevalent condition. An arbitrarily
chosen primer can initiate cDNA synthesis from many
RNA transcripts, and the subsequent cDNA molecules
will be amplified by arbitrarily primed PCR. About 20 to
40 PCR products will be displayed either on agarose gel
or sequencing gel. PCR products, which are only
amplified from the cDNA derived from RNA transcripts
of starved cells, are likely to be starvation inducible gene
candidates. Subsequently, identification of starvation
promoters and construction of starvation expression
vectors can be achieved.
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Microbial Genomics

Jeffrey D. Saffer (Biology and Chemistry)

Project Description

The use of microbes in biotechnology is rapidly increasing.
These diverse organisms represent the majority of
organisms in the world and provide a limitless resource of
genetic coding information. To exploit microorganisms
fully, considerable information needs to be learned about
their function and genetic coding capacity. This project
uses genomic studies to provide a genetic basis for
bioremediation and other biotechnological applications.
The microbial genome research program has focused on
the subsurface Sphingomonas species F199, which has
capability for aromatic hydrocarbon degradation. The
majority of the genes responsible for this activity have been
identified using genomic approaches and have been found
to be localized on a 180 kilobase pair (kb) megaplasmid.
The genomic arrangement of other subsurface
Sphingomonas species has now been determined and the
relationship among DNA sequences on the various
plasmids elucidated. Each subsurface strain capable of
aromatic degradation contains a megaplasmid with
homology to the 180 kilobase megaplasmid from F199.

Technical Accomplishments

Most enzymatic activities of use in bioremediation are
plasmid-borne. In addition, biodegradative genes on
plasmids are usually organized into polycistronic units; this
organization facilitates identification of other genes in the

" pathway of interest. Therefore, these studies focus on
plasmids within bacteria of interest. Through physical
mapping and sequencing, progress can be made in
fundamental areas such as plasmid genetics, gene
organization, element mobilization, and plasmid transfer.

Pacific Northwest National Laboratory scientists have
isolated a Pseudomonas-like bacterium from the deep

(400 m) subsurface [Appl Env Microbiol 57:796, 1991].
This bacterium, F199, is uniquely able to biodegrade an
array of aromatic hydrocarbons including toluene and
naphthalene. Furthermore, F199 can function under
microaerophilic conditions making it especially suitable for
bioremediation.

We have determined that F199 contains three genetic
elements of 2 Mb, 480 kilobase, and 180 kilobase. To
characterize the 180 kilobase plasmid, termed pNL1, a
cosmid library of the plasmid sequences was constructed to
provide easy access to different regions of the large
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plasmid and to facilitate generation of a physical map.
Digestion of the cosmid clones with restriction
endonucleases was used to determine which cosmid clones
overlapped each other and the define the order of all the
clones. This information also led to a restriction map of
the entire plasmid. In addition, pulsed field electrophoresis
was used to locate the cleavage sites for restriction
enzymes that cut the plasmid infrequently. The cosmid
clones were analyzed to determine which ones contained
dioxygenase gene capable of meta cleavage of catechol.
Several cosmids were identified and the regions of each
that overlapped were used to localize these genes of
interest. DNA sequence was derived from these regions
and has led to the discovery of several genes involved in
the degradative pathway. :

The genome structure of five other subsurface
Sphingomonas strains as well as two typed strains, S.
capsulata and S. paucimobilis was determined. The results
show that all of these Sphingomonas strains have large
plasmids with the size distribution being unique for each
strain. The subsurface strain B0478 has the most plasmids
with four, and five of the eight strains have plasmids of
480 kilobase or larger.

The considerable variability in plasmid content raised the
issue of whether the total genome size was consistent
among the strains. To estimate the total genome size for
each Sphingomonas strain we analyzed appropriate
restriction enzyme digests of total genomic DNA. The
resulting data showed that the genome sizes within this
closely related group were surprisingly different, ranging
from about 2600 to 4200 kilobase.

- To determine whether certain DNA sequences were

common among the plasmids in each strain, the plasmids
of F199 were used as probes against the other strains. The
180 kilobase pNL1 plasmid revealed strong hybridization
to the 150 kilobase plasmid of strain B0478, the

180 kilobase plasmid in B0522, the 180 kilobase and

750 kilobase plasmids B0695, the 110 kilobase and

270 kilobase plasmids in B0712. In addition, a weak
signal was found associated with some, but not all, of the
other plasmids in these same strains. There was no
detectable hybridization to the plasmids in B0477, S.
capsulata or S. paucimobilis. Interestingly, plasmids with
homology to pNL1 were contained only in strains that
catabolize aromatic compounds. This suggested that the
primary hybridization may be to catabolic genes. To
clarify this, we then used a probe that was generated by




PCR-amplification of the 2,3-catechol dioxygenase (Xy/E)
gene on pNL1. The resulting pattern of hybridization was
similar to that resulting from hybridization to the entire
pNL1 plasmid, except that the 110 kilobase plasmid in
B0712 did not hybridize nor was there any signal for those
plasmids that showed only weak hybridization to pNLI.

A similar analysis was carried out using total DNA from
the 480 kilobase F199 plasmid pNL2. In general,
hybridization was observed for the larger plasmids in
strains with aromatic catabolic activity; signal was detected
for the 630 kilobase, 650 kilobase, and 750 kilobase
plasmids from B0478, B0522, and B0693, respectively.

Weak hybridization was observed to the 450 kilobase
plasmid from B0478, but none was found for the large
600 kilobase plasmid in the catabolic strain BO712.

Publication
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Microbial Informatics

Richard D. Douthart (Biology and Chemistry)
Margaret F. Romine (Environmental Mjcrobiology)

Project Description

The technical objectives of this project were to provide
access for staff at the Laboratory to sequence analysis
tools through linkage to the Center for Visualization,
Analysis, and Design in the Molecular Sciences
(VADMS) at Washington State University; establish
Pacific Northwest National Laboratory as the primary
database curator and server to the larger community for
small genomes; and create a flexible small genome graphi-
cal user interface (GUI) tool using the conceptual basis
developed on the CAGE/GEM and GnomeView projects.

Technical Accomplishments

Over the past year, the technical objectives and expected

results for this project have been altered to reflect a rapid
increase in interest and research in bioinformatics by the

scientific community, largely due to the recent release of
the first complete bacterial genome.

In order to support analysis of data generated from the
internal sequencing of F199 plasmid pNL1 and assorted
genes from other bacteria, an agreement was developed
with the Washington State University, Center for
Visualization, Analysis, and Design in the Molecular
Sciences (VADMS) that provides individuals at the
Laboratory unlimited access to a collection of sequence
analysis tools that are maintained at this site.

A workshop was held in June 1995, to establish the state
of technology in analyzing genomic size sequences. It
was concluded from this meeting that recent extensive
progress by other organizations in database development
offers us effective collaborative appointments, minimizing
the need to develop our internal database.
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Dr. R. Overbeek demonstrated a web site that he was in
the process of developing, called PUMA: An Integration
of Biological Data to Support the Interpretation of
Genomes. The site is intended as an environment to
support the presentation of the Methanococcus jannaschii
genome that will be released later this year. - At the time,
the site included links to a collection of metabolic
pathways (EMP) created by Evgeni Selkov and sequence
alignments generated by Randy Smith at the Baylor
College of Medicine. More recently, links to the
phylogeny have also been added.

A collaboration was established with Dr. Overbeek to
help in organization of information relevant to microbial
bioremediation. Dr. L. Wackett, at the University of
Minnesota, has since joined in this collaboration, offering
to help in linking his biocatalysis web site currently under
construction. The biocatalysis site currently depicts five
degradative pathways with links to sequence and
toxicological information. The linkage between the two
sites will allow direct access to alignment of sequences for
enzymes in biodegradative pathways, which are important
in designing probes for monitoring presence and/or
expression of the corresponding genes. Additionally, the
existing sites will be enhanced by adding more
biodegradative pathways, updating the relevant
alignments, and generating a graphical representation of
biodegradative operons.

Linkage between these two sites will be key in
organization of information for modeling flow of energy
through core metabolic pathways that lead into specific
biodegradative pathways. It will also give us a better
understanding of what phylogenetic groups optimally
carry out these reactions and how the existing pathways
can be manipulated to degrade new compounds or
generate new products.




NMR Studies of DNA Structure
Associated with Chemical Adduction

Michael A. Kennedy (Macromolecular Structure and Dynamics)

Project Description

This project seeks to understand how sequence context
affects local DNA structure and how this, in turn,
influences the chemistry that takes place at the surface of
the DNA molecule. Two specific questions were
addressed. First, the unusual structure and dynamics
found at TpA steps in DNA were investigated. Second,
the minor groove structure was investigated in sequences
that contain guanidine nucleotides either inserted into
adenine tracts, or in tracts of guanines.

Technical Accomplishments

In the area of TpA sites, we first probed the local
structure surrounding a TpA site in two hexadecamer
sequences, [d(CGAGGTTTAAACCTCG),] and its -
AS-methylated derivative. These sequences were selected
for study because of their strikingly different patterns of
migration during polyacrilamide gel electrophoresis,
indicating a distinct different between the structure of
AAATTT and TTTAAA containing DNA fragments. The
methylated derivative was studied to help understand the
underlying structural features at TpA steps which give rise
to the detected base dynamics. The structure of each
sequence was determined using nuclear magnetic
resonance (NMR) data collected at 750 MHz. In the
unmethylated sequence, the structure local to the TpA step
was found to be distinct compared to normal B-type DNA.
Unusual structural parameters included an increased
propeller twist, large rise, and large angle between the
planes of adjacent intrastrand bases. Collectively, it
appears that poor base stacking is a feature of TpA steps
that either is responsible for, or a result of, the large
amplitude slow motions detected at TpA steps in DNA.

In order to determine how widespread the unusual
structure and base dynamics are in DNA, we investigated
the sequence context effects on the TpA base dynamics.
Immediate sequence context was first probed by preparing
sequences which preserved either the thymine preceding
the TpA step or the adenine following the TpA step. In
all four possible sequences, the nuclear magnetic

resonance parameters which have been found to be -
sensitive to base dynamics, i.e., broadening of non-
exchangeable adenine-H2 and adenine-H8 proton
resonances and temperature dependence of these same
resonances, was observed. For example, Figure 1 shows
how the linewidth of adenine-H2 resonances varies with

'sequence in this series of DNA fragments. This provided

an initial indication that the base dynamics may occur at
all TpA steps in DNA. In order to confirm this
observation, we investigated the 16 possible variations in

_ immediate sequence context. Once again, in all sequence

environments, we observed evidence for the unusual base
dynamics, albeit the magnitude of the line-broadening
varied with sequence as show in Figure 2. Furthermore,
the temperature of the linewidth maximum also varied
with sequence and is moderately correlated with the
magnitude of the excess linewidth as shown in Figure 3.

CTTTAMMTTTAAAG, 35C
Al
AS
IR
A3 CTTTACATGTARAG, 24C
B AT Al
A5 1 ALy
J A\
AT
c Al3 CTTTAGATCTAAAG, 24C
Al2
AS Alt
T A
b A A2 CTTTATATATAAAC, 24C
ALl é AT.A9 A5
e . ]
7.8 7.6 7.4 7.2 7.0 6.8

Figure 1. One-dimensional 750 MHz 'H NMR partially relaxed
inversion spectra phased upright for the DNA sequences

(A) [d(CTTTAAATTTAAAG),] at 35°C,

(B) [d(CTTTACATGTAAAG),] at 24°C,

(C) [d(CTTTAGATCTAAAG),] at 24°C, and

(D) [d(CTTTATATATAAAG),] at 24°C.
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Figure 2. Maximum linewidth values of the adenine H2 resonance at
the TpA step plotted as a function of sequence context. Columns 1-4
have an adenine following the TpA step; 5-8 have a guanine; 9-12
have a cytosine, and 13-16 have a thymine.
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Figure 3. Maximum linewidth values of the adenine H2 resonance at
the TpA steps (on the left axis) and the corresponding temperature
at which these maxima occur (on the right axis) plotted as a function
of sequence context.

These results indicate that the unusual structure and
dynamics observed at TpA steps in DNA can be expected
in all sequence contexts. Moreover, the magnitude and
rate of dynamics and the local structure may also depend
on the local sequence environment. These observations
point to the TpA step in DNA as being a distinct structural
building block. When considering the variety of
molecular interactions and chemistry that is localized at
TpA steps in DNA, it is now necessary to consider what
role the structure and dynamics of the helix topology plays
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in regulating intermolecular interactions at the surface of
the DNA molecule. Some of the important molecular
interactions localized at TpA steps in DNA include the
binding of restriction enzymes to restriction sites
containing TpA steps and the subsequent cleavage of the
DNA backbone at the TpA step, the reduced base pair
lifetime and three- to fivefold more rapid imino exchange
at TpA steps in DNA, the lack of protection from hydroxy
radical cleavage at TpA sieps in comparison to ApT steps
in DNA, the binding of transcription factors to TpA-rich
sites such as the TATA binding protein, and specific
binding of drugs to TpA sites in DNA.
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Structural Studies of Modified Histone Species

David L. Springer (Biology and Chemistry)
Charles G. Edmonds (Chemical Sciences)

Project Description

In response to insult, cells are known to adjust their
chromatin structure and alter their cell cycle to permit the
repair of DNA damage. This research evaluated post-
translationally modified histones during the cell cycle and
identified perturbations of this profile of modifications due
to insult from chemical agents, radiation, or their
combination. : :

These experiments were mounted on populations of cell
cycle synchronized cells, as well as fractions separated by
flow cytometry. Histones were isolated and purified by
high performance liquid chromatography (HPLC) and
polyacrylamide gel electrophoresis and the extent and
types of modifications determined by electrospray
ionization mass spectrometry and tandem mass
spectrometry. Final results of this work provide, for the
first time, information on the multiple histone
modifications as they simultaneously vary during the
normal and perturbed cell cycle. These experiments
explore the relationship between events in which DNA
was damaged and the processes that are prerequisite for
successful repair. This contributes to an improved
understanding of regulatory processes governing cellular
replication and the processes that constitute the cellular
response to insult. These studies are closely allied to
biochemical and molecular studies of DNA damage using
nuclear magnetic resonance and other techniques.

It is our premise that a fundamental understanding of the
relationship of histone modification to chromatin structure
and its alteration throughout cell cycle and during cell
damage and repair can only be obtained by consideration
of the full range of type, extent, and site of modifications.
We hypothesized that the normal time dependent profile of
histone modifications through the cell cycle is non-random
and predictable. Furthermore, this consistency will also
pertain to modifications arising in response to chemical or
radiation insult. During our effort, we evaluated the
similarities and differences in profile that arise in the
normal cycle in cultured K562 human lymphoblastoma
and HeLa cells and also the changes that arise in the
response to chemical insult using electrospray ionization
mass spectrometry and tandem mass spectrometry. These
experiments demonstrated the feasibility of our ultimate
goal to elucidate the full details of these processes.

We hypothesized that predictive changes in histone
modifications occurs in response to DNA damage and that
the profile of changes will vary with end damaging agents
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and that these changes are distinguishable by distinct
proteins of histone modification. It is likely that these
chemical or radiation induced alterations in chromatin

structure play a roll in cell cycle and repair processes.

Technical Accomplishments

It has been known for some time that ionizing radiation .
causes a division delay in mammalian cells which is
dominated by a period of G,-phase arrest. The magnitude
of the delay depends upon the type of cell, the position of
the cell in the replication cycle at the time of irradiation,
the dose, and the linear energy transfer of the radiation.
The length of G,-phase arrest increases linearly with dose.
It has been postulated that radiation-induced division delay
could be a mechanism that affords cells time to repair
damage. In an effort to gain insight into the events that
govern this delay mechanism, we have studied histone

" post-translational modifications in cells naturally

traversing G, in comparison to those which are
undergoing check point control in G, arrest.

To obtain populations of cells in unperturbed G, and those
arrested in G,, HeLa S3 cell cultures were synchronized
and cells were harvested at several time points. HeLa cell
cultures were synchronized at the G,/S phase border by
the double thymidine block method. Synchronized control
and irradiated cultures were released at 0 hours and
examined at times over the succeeding 15 hours. Cells
were harvested and nuclei isolated. From these nuclei,
histones were extracted and characterized by ESI-MS.

These studies are allied with work ongoing at Pacific
Northwest National Laboratory by Dr. Noelle F. Metting
and the cell populations from which the cdc2-cyclin B
complexes are isolated are the same cell populations from
which the histone proteins will be isolated. These studies
allow us to correlate the post-translational modifications to
histones throughout the cell cycle with the activity and
phosphorylation states of proteins in the signal
transduction pathway, and lead to new and interesting
insights into the mechanisms that regulate the cell cycle.

Preliminary studies on histone H4, isolated from untreated
cycling HeLa cells harvested at 2 and 8 hours after
release, showed a marked difference in post-translational
modifications of the two proteins. At each of these two
time points, the majority of the cells should exist at the
G,/S border and the G,/M border, respectively. These




histones were analyzed by directly infusing the proteins
into a Finnigan TSQ 7000 mass spectrometer. The ESI-
MS spectrum of the 15+ charge state of both H4 proteins
is shown in Figure 1, containing, among others, a peak at
m/z 754.8.
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Figure 1. Region of the mass spectrum containing the (M+ 15H)"**
molecular ion of histone H4 isolated from free cycling HeLa cells

harvested at the G,/S and G,/M borders.

This form of histone H4, predominant at 2 hours after
release from the double thymidine block, has a mass of
11305 Da, and differs from the predicted mass for the
principle species by 70 Da. This is putatively assigned to
the addition of one acetyl and two methyl modifications
(42.04 + 14.03 + 14.03 = 70.1). However, at 8 hours
after release, other forms of the histone appear. A peak
at m/z 761.3 corresponds to a protein with a mass
increment of 98 Da. This increment can correspond to
either a covalent addition of two acetyl groups and one
methyl group, or the non-covalent association of a PO,*
or SO,% group. The predominant form of the histone is
represented by a peak at m/z 765.0 and has a mass
increment from the peak at m/z 761.3 of 56 Da which
corresponds to the addition of one acetyl group and one
methyl group. A third peak at m/z 767.8 corresponds to a
protein whose mass is increased by 42 Da over the
previous peak. This corresponds to the addition of an
acetyl group. Although the biological function of
methylation is unknown, it has been thought for some time
that histones are not reversibly methylated. Annunziato
and colleagues have recently found that histones H3 and
H4 isolated from cycling HeLa cells were multiply
methylated. The methylation of H3 was dependent on the

state of acetylation while the methylation of H4 was
independent of the state of acetylation. These researchers
also found that H4 methylation decreased dramatically at
cells arrested in the G,/S border, though states of
methylation increased as cells progressed through the cell
cycle. This observation is in agreement with our
observations.

The treatment of the cycling HeLa cells with 1.75 Gy of
y-irradiation 2 hours after the release from the G,/S
border, should result in the arrest of the cells in the G,/M
border. Cells were harvested at the O hour and 8 hour
time points, which corresponded to the cells existing
predominantly on the G,/S and G,/M borders,
respectively. Histone H4 was isolated from each of these
cell populations and characterized by ESI-MS on a
Finnigan TSQ 7000 mass spectrometer (Figure 2).
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Figure 2. Electrospary ionization mass spectra histone H4 isolated
from HeLa cells arrested at the G,/S and the G,/M borders.
Additional proteins in the G,/M cells correspond to multiply
phosphorylated and acetylated H4.

The ESI mass spectrum of histone H4 isolated from the
0-hour time point (top panel) shows a number of peaks
which correspond to a protein with a mass of 11305 Da,
which, similar to the uncycling cell, corresponds to
histone H4 with two methyl and one acetyl group
attached. However, in cells arrested in G,, the
predominant form of the histone still has a mass of
11305 Da, although there is an additional species whose
mass is increased by 304.5 Da. This increment
corresponds to the addition of five acetyl, one methyl, and
one phosphoryl group; or four acetyl, four methyl, and
one phosphoryl group to the histone.
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The results presented here indicate that the study of the
"variation in post-translational modifications to histone
proteins through the cell cycle, in either freely cycling
cells or those perturbed by damage into G, arrest, the
mechanisms involved in cell cycle check point control.
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QOur unique collaborative interaction with Dr. Metting in
which the cdc2 kinase experiments are performed on the
same cell populations allows direct correlation of other
cell cycle events with the modification of the histones.




Vegetable Oil Chlorinated Solvents

Jim K. Fredrickson and Fred J. Brockman (Environmental Microbiology)

Project Description

Vegetable oil has been suggested to promote the in situ
bioremediation of groundwater and sediment contaminated
with nitrate and/or chlorinated solvents. As
microorganisms generally do not gain energy directly
from the oxidation of these compounds, an electron donor
must be suppled as an energy source to drive the desired
metabolic reactions, namely denitrification or
dechlorination. In addition to providing a source of
carbon and energy for growth and metabolism, vegetable
oil has the added benefits of having desirable chemical and
physical properties. Vegetable oil is nontoxic and
therefore safe for in situ and most highly chlorinated
solvents such as tetrachloromethane, trichloroethylene
(TCE), and perchloroethylene (PCE) are poorly soluble in
water but quite soluble in vegetable oil. Therefore, the
vegetable oil can act to concentrate solvents that are
dissolved in groundwater and even reduce the toxicity to
microorganisms of non-aqueous phase liquids. Also, the
relative visocity of vegetable oil aids in its retention in
water saturated sediments. A companion project,
Vegetable Oil-Pilot Scale Test: Transport Analysis, is
focused on optimizing and modeling the emplacement and
metabolism of vegetable oil in the subsurface. The use of
vegetable oil for promoting denitrification in subsurface
sediments was recently demonstrated by Jim Hunter and
Ron Follett of the USDA-ARS in Ft. Collins, Colorado.
Field demonstrations of this technology are being planned
in a collaboration between Pacific Northwest National
Laboratory, USDA, and Shannon-Wiison.

The goal of this task was to develop supporting scientific
data through proof-of-principle batch experiments with
anaerobic sediment, chlorinated solvents including
tetrachloromethane, trichloroethylene and
perchloroethylene vegetable oil, and supplemental
nutrients including nitrogen, phosphorous, and electron
acceptors.

Technical Accomplishments

The potential for vegetable oil to promote microbiological
degradation of chlorinated solvent was assessed in
microcosm experiments with anaerobic sediments obtained
from the Yakima River delta, vegetable oil, chlorinated
solvent, and supplemental nutrients. An additional
treatment included the dechlorinating bacterium
Desulfomonile tiedjei. These replicated treatments along
with a variety of controls were incubated and sacrificed at
various time points to measure the concentration of the
chlorinated solvents and chlorinated metabolites and
residual vegetable oil.

The results from these experiments indicate that the ability
of vegetable oil to enhance the anaerobic biodegradation
of chlorinated organic compounds is both contaminant and
electron acceptor specific. For example, the addition of
vegetable oil to anaerobic sediments with nitrate added as
the terminal electron acceptor significantly enhanced the
biodegradation of carbon tetrachloride, did not impact the
degradation of trichloroethylene, and inhibited the
biodegradation of perchloroethylene. With sulfate as the
terminal electron acceptor, similar results were observed
except that the addition of vegetable oil had relatively
little impact on the amount of carbon tetrachloride that
was degraded. It is currently unclear why
perchloroethylene degradation was inhibited in the
presence of vegetable oil. One possibility is that the
enzymes involved in the oxidation of vegetable oil are the
same ones involved in perchloroethylene degradation. If
this is true, then the presence of the oil would have
resulted in a substrate level inhibition of perchloroethylene
degradation. In summary, it appears that vegetable oil
has considerable potential for enhancing the in situ
biodegradation of carbon tetrachloride.
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Vegetable Oil-Pilot Scale Test: Transport Analysis

Glendon W. Gee, Gary P. Streile, and Ashokkumar Chilakapati (Water and Land Resources)

Project Description

The objective of this project was to estimate transport
parameters and provide a preliminary analysis for the in
situ treatment of high nitrate waters in groundwater wells
using vegetable oil. A scoping study will be initiated to
determine the feasibility of injecting soybean oil into a
groundwater well and subsequently recovering water from
the well and assessing the efficiency of the process under
the constraints of the known hydrology and biochemistry.
Two codes will be used: 1) STOMP, a two-phase flow
and transport code will be used to analyze the distribution
of the oil in the groundwater zone and estimate the flow
fields; and 2) RAFT, a biochemical and transport
simulator will be used to estimate the efficiency of nitrate
reduction and water concentrations in the recovered
waters. Output from the STOMP code in the form of
flow fields and oil distributions will be used in connection
with expected pumping rates as input to the RAFT code to
generate the final groundwater nitrate concentrations in
the recovered well water. The expected outcome for the
research is an increased understanding of the types of
contaminants and environments where use of vegetable oil
could stimulate subsurface bioremediation. :

Technical Accomplishments

We have reviewed the literature on the use of innocuous
oil as a carbon source for microbial enhancement. We are
currently collaborating with the Agricultural Research
Service (ARS) staff at Ft. Collins, Colorado, who have
conducted a series of tests using vegetable (soy bean) oil
as a carbon source for denitrifying bacteria (Hunter and
Follett 1995). Batch reactor and column tests run by the
Agricultural Research Service (designed as small-scale
proof-of-principle tests for the overall concept) provide us
with preliminary information regarding rates of microbial .
growth, nitrate removal, and oil consumption. We have
extensively reviewed and analyzed data from these tests
(Hunter and Follett 1995, as well as other unpublished
data) for the purpose of

s determining appropriate mathematical forms for
microbe, oil, and nitrate rate laws

s estimating the values of characteristic parameters
contained in those rate laws

38 Laboratory Directed Research and Development - FY 1995

s determining the need for and design of supplementary
experiments (to be conducted by Agricultural Research
Service) to improve quantification of the rate law
parameters.

Based on our work with the Agricultural Research Service
data, we have refined our strategy for designing the pilot-
scale field test based on laboratory data and computer
simulation. Two computer codes, RAFT (Chilakapati
1995) and STOMP (White and Oostrom 1995a,b; Nichols
et al. 1995), are being used as part of this design strategy
to evaluate the use of vegetable oil to enhance
bioremediation of aquifer waters containing elevated
levels of nitrates.

First we used the Agricultural Research Service batch and
column data to determine appropriate conceptual and
mathematical models for the overall denitrification
process (i.e., the mathematical forms of rate laws for
microbial growth, nitrate removal, and oil consumption
that will be accommodated in the RAFT computer code
for reactive solute transport). We then used the
Agricultural Research Service data (preferable batch data)
to estimate values for as many of the rate law parameters
as possible. We also calculated theoretical values for as
many of the rate law parameters as possible for
comparison with the experimental values, and then used
the parameter estimation algorithms in the RAFT code to
test goodness-of-fit of the model to the Agricultural
Research Service batch data, and adjusted the rate law
parameters (within reasonable limits) if warranted.

One-dimensional RAFT simulations of the conditions of
one or more Agricultural Research Service column
experiments were done to see if we could validate our
reaction rate models and parameter values by generally
reproducing the breakthrough results of these
experiments. Once we were comfortable with the
appropriateness of the reaction model and parameter
values, we did RAFT simulations of an idealized field
scenario consisting of steady one-dimensional water flow
(at a rate representative of the expected rate of flow to an
extraction well) containing nitrate (at a concentration
representative of the expected concentration in the field)
through a system with an initially uniform distribution of
immobile oil throughout a given length. These
simulations produce a ballpark estimate of what oil
saturations and oil zone thicknesses would be needed to




ensure that the nitrate concentration in the groundwater
would be reduced below the 10 ppm regulatory limit by
the time the water is extracted from the well, and that the
process would be effective for a specified length of time.

Next, once we know estimates of what oil saturations and
oil zone thicknesses we should shoot for, we conduct
simulations with the STOMP computer code (for
multiphase flow) to determine the oil injection protocols
needed to establish such a zone around a well. These
simulations are three-dimensional, in radial coordinates.
Then, once we have determined how to establish an oil
zone with the desired characteristics, we use the results
from the STOMP simuilations (i.e., the oil saturation
distribution and the water flow velocity distribution) as
inputs to additional RAFT simulations. These RAFT
simulations indicate if the denitrification process will
produce the desired concentration lowering in the
extracted water for the desired length of time in the pilot-
scale field experiment scenario. Iterations between
STOMP and RAFT simulations may be necessary to
determine with the ultimate design for the field test.

Because the work was initiated in September 1995, only
preliminary results with the computer codes have been
obtained to date. The batch and column data from
Agricultural Research Service led us to choose a dual-
Monod model for the three rate laws describing the time-
rate of change of microbe, oil, and nitrate concentration.
This set of expressions contains five characteristic
parameters: the maximum rate of microbial growth, the
yield coefficient (for microbial biomass produced per
amount of oil), the stoichiometric coefficient (for the
amount of nitrate utilized per amount of oil), and the half-
saturation constants for oil and nitrate. Theoretical values
for the yield coefficient and the stoichiometric coefficient
were calculated. Batch and column data were used to
calculate experimental estimates of the yield coefficient,
stoichiometric coefficient, and maximum microbial
growth rate. Because the batch data set available for use
in the rate-law validation exercise corresponds to nitrate
concentrations above the nitrate-limitation regime, the
half-saturation constant for nitrate was fixed at zero, thus
simplifying the goodness-of-fit calculations. Several
RAFT simulations were run where different parameters
were fixed at estimated values while allowing others
(especially the half-saturation constant for oil) to be fitted

by the code. A set of parameters was ultimately
determined by this procedure that balanced goodness-of-fit
to the batch data with consistency with the theoretical and
experimental estimates of these parameters.

Based on these estimates of rate law parameters, we are
continuing the use of RAFT to simulate column-
experiment scenarios and to scale-up the reactions to an
aquifer-scale scenario that will provide us with the oil-
zone characteristics needed for subsequent STOMP
simulations. Based on work to date, we are satisfied that
the available computer codes are adequate to assist in the
engineering design of a pilot-scale test to remove elevated
nitrates in situ.
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Application of Mass Spectrometry to Life Science
and Bioremediation Research

Richard D. Smith (Macromolecular Structure and Dynamics)

Project Description

Recent developments in the area of mass spectrometry
provide the basis for significant and new contributions to
biochemical and microbiological research. This new role
is derived from advances in $ensitivity, applicability to
large molecules, the ability to address complex biological
mixtures, and the extent of structural detail obtainable
(sequence, location, and chemical nature of structural
modifications and adductions, etc.). ;

Technical Accomplishments
Characterization of Trace Level Biopolymers

Identification and structural characterization of very low
(ultra-trace) levels of a structurally modified or chemically
adducted component in a large excess of unaltered
material is an essential capability. An example is the
environmental levels of DNA damage induced by
exposure to environmental levels of chemicals or ionizing
radiation. Recent improvements in sensitivity derived
from improved ion manipulation techniques have recently
enabled preliminary experiments at the single cell level.
Studies utilizing mammalian erythrocytes demonstrate
single cell sensitivity for select cell components and, using
tandem mass spectrometric techniques, partial amino acid
sequences have also been obtained from select proteins
directly from small cell populations (i.e., > 75 cells).
Capillary isotachophoresis with Fourier transform mass
spectrometry was also employed to analyze low-level
DNA damage products of oligomeric DNA. The use of
isoelectric focusing is currently being investigated due to
its attractive properties for cellular proteins. Finally, a
dynamic range enhancement technique based on
quadrupolar axialization and “colored noise” waveforms
was developed which provides enhanced sensitivity toward
low-level damage products in the presence of a large
excess of undamaged material.

Development and Application of Bioaffinity
. Characterization Mass Spectrometry

During FY 1995, we showed that electrospray ionization
with Fourier transform ion cyclotron resonance (FTICR)
can be used broadly for the study of noncovalent
interactions and complexes of biopolymers. In particular,
we showed the application to the study of protein-DNA

interactions and the study of enzyme-inhibitor complexes.
Initial studies were conducted on both single and double

~ stranded DNA in noncovalent complexes with proteins,

using well characterized model systems to demonstrate
that our electrospray ionization-Fourier transform
ESI-FTICR methods can be used to examine intact
protein-DNA complexes from solution, and that strong
binding oligonucleotides can be readily distinguished from
others displaying weak binding.

Our studies have now demonstrated that the complexes
observed by ESI-mass spectrometry in properly conducted
experiments reflect known solution behavior, and that
highly specific protein-DNA associations (and noncovalent
associations in general) can be detected intact. In
particular, protein-DNA complexes can be examined in
competitive binding experiments without adverse effects
due to weaker nonspecific interactions. Figure 1 shows a
series of FTICR mass spectra for complexes of the
eukaryotic transcription factor, PU.1, with
double-stranded oligonucleotides. PU.1 is known to bind
with high selectivity to the recognition sequence
GGA(A/T). The top panel shows that a solution of the
PU.1 protein with an excess of a 17 base pair duplex
having the recognition sequence results in an FTICR mass
spectrum in which the protein-duplex DNA complex
dominates (top). The complex is clearly quite stable in
the FTICR ion trap, and there is no evidence of protein
without DNA or evidence of random 2:1 or 1:2
complexes. Upon adding PU.1 protein to a mixture of
double-stranded oligonucleotides in a competitive binding
study, with one having the recognition sequence (wild
type) and one not (mutant), showed binding with only the
wild type (Figure 1, middle panel). Repeating the same
experiment with a 20-fold excess of the mutant duplex
again shows only complex formation with the wild type
(bottom panel). Gel shift assays confirmed that the mass
spectrometric method correctly reflected solution
behavior. The advantage of the ESI-FTICR approach
over the conventional gel shift assay is that large libraries
of damaged species can be examined simultaneously and
also identified.

The generation and searching of large combinatorial
libraries has become popular for certain classes of

compounds for the purposes of drug discovery. In the

combinatorial approach, mixtures are synthesized and
subsequently examined for their affinity to a targeted
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bovine carbonic anhydrase (BCA) inhibitor systems based
on a benzenesulfonamide core structure with a variety of
substituent groups attached. They have characterized the
interactions and determined the binding constants of the
inhibitors. We have studied several inhibitor mixtures
and found the relative abundance ratios of the various
complexes observed by ESI-FTICR were consistent with
their relative affinities toward bovine carbonic anhydrase
in solution. An important aspect of our approach involves
the identification of the individual binding species by the
dissociation of the complexes in the FTICR ion trap
followed by their further characterization in the same
experiment by high resolution and multi-stage methods.
To demonstrate the use of larger combinatorial libraries, a
mixture of para-substituted benzene sulfonamide inhibitors
was synthesized (using solid phase chemistries) in which
all combinations of 17 amino acid residues were incorpo-
rated into two positions (17 X 17 = 289 components).
Low concentration solutions of the bovine carbonic
anhydrase and the inhibitor library were electrosprayed
and the 9-charge state for the bovine carbonic anhydrase-
inhibitor complexes were isolated in the FTICR trap.
Next, the complexes in the ion trap were dissociated, and
: the resulting spectra showed only the intact enzymes and
[ Sy (1:1),8  (1:1),8 the singly charged inhibitors. Based upon these resuits,
(1:)g®  (1:1)S we can then project relative binding of the inhibitors to
bovine carbonic anhydrase based upon the relative
intensities of the inhibitors obtained from the mass
spectrometric experiment. Figure 2 shows a significant
variation in binding affinity for the inhibitors indicated by
this experiment. Synthesis and affinity measurements for
1000 1500 2000 2500 3000 3500 a number of individual components have confirmed the
Wz ranking of binding affinities established by this approach.

Figure 1. FTICR mass spectra of the PU.1 protein with a double
stranded 17 bp oligonucleotide having the GGA(A/T) recognition
sequence (top), and in competitive binding experiments with (middle)
a 1.3-fold and (bottom) a 20-fold excess of a 19 bp oligonucleotide
without the recognition sequence. The experiments show the
expected 1:1 complexes, and excess DNA duplex is evident at low
m/z. Gel mobility shift assays confirmed that these results correctly
reflected solution behavior.

Relative Binding Affinity to BCAIl for 289-
Component inhibitors from Mass Spectrometry

biopolymer, typically by partitioning subsets of the library
in various fashions (often involving binding to solid
supports) so as to facilitate the identification of the most
active components. This concept has proven attractive
since it allows much larger numbers of compounds to be
screened, and has provided the basis for many new drug
discovery companies. An essential aspect of screening
large libraries of compounds is the ability to identify the
active components on the basis of their strong binding to
the selected target.
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Initial studies demonstrating our approach for the identifi-
cation of species from combinatorial libraries have been Fieure 2. Prelimi Howi ve bindi N
conducted in collaboration with Professor George e Lt ey quding [affinities

N X . with BCA for the components of the 289-component combinatorial
Whitesides (Harvard University), who has developed library of inhibitors obtained from a single BACMS experiment.
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We have shown that individual species selected from a
library can then be analyzed by collisional dissociation
methods so that the selected component can be identified.
In a broader context, the advanced capabilities we are
currently developing have potential applications in the next
phase of the Human Genome program, where the
interactions and functions of the 100,000 or so proteins
coded and potentially expressed, by the human genome
are explored to understand the basis of specific disease
states.
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Development of Laser-Diode Based |
Sensors for Trace Isotope Assays

Bret D. Cannon and James F. Kelly (Chemical Sciences)

Project Description

This project demonstrated the feasibility of portable
isotopic assay instruments based on laser-diode light
sources combined with graphite-furnace atomic absorption
that are capable of quantifying subnanogram amounts of
particular isotopes of metallic elements. Individual
isotopes can be optically resolved and measured using
Doppler-free saturated absorption with laser-diodes
developed for communications, consumer electronics, and
other mass markets. Portable saturated absorption
systems can be designed that require limited technical
expertise to operate using laser-diodes. Such instruments
will be particularly suitable for detecting proliferation
effluents and could be used in the field to support onsite
inspections for treaty verification. A much broader
application for such isotopic assay instruments is use of
isotope dilution to provide absolute quantification for
graphite-furnace atomic absorption without the exacting
work of preparing calibration standards that are exactly
matched to the samples to be measured.

Technical Accomplishments

Organizations monitoring proliferation or waste
remediation would benefit from portable assay equipment
that gives accurate elemental and isotopic abundance
information in the field. Such instruments need to provide
subnanogram sensitivity, good isotopic selectivity, simple
sample preparation, and for many applications, reliabie
measurement of absolute concentrations. Conventional
atomic absorption in a graphite furnace or other
atomization sources has the needed sensitivity but lacks
isotopic selectivity and requires extensive sample
preparation and calibration to make accurate absolute
concentration measurements. Replacing conventional
atomic absorption with Doppler-free saturated absorption
using laser-diodes provides isotopic selectivity, which in
turn allows easy and accurate determination of absolute
concentrations by isotope dilution.

We investigated Doppler-free saturated atomic absorption
with radio-frequency modulated laser-diodes and
heterodyne detection to ascertain if this approach can
provide the isotopic selectivity and sensitivity for such
instruments. Heterodyne detection of radio-frequency
modulated laser light improves the minimum detectible
absorption by factors of 100 to 10,000 over conventional
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absorption techniques and shot noise limited absorption
measurements have been achieved by many researchers
using this technique. Laser-diodes are small, rugged, and
reliable light sources that are suitable for atomic
absorption measurements with many elements including
U, Ba, Cs, Rb, Li, K, Pu, and many lanthanides. The
recent commercial introduction of a laser-diode-based
source emitting near 430 nm adds Ca, Tc, and Cr to this
list of elements. Either frequency doubling other
commercially available laser-diodes or additional progress
in developing blue and blue-green laser-diodes would
permit micro-assays of most other metals.

In FY 1994, setting up and characterizing the apparatus
was accomplished. A vacuum system containing a
commercial graphite furnace and windows to allow laser
beams to pass though the center of the furnace was

“assembled and tested. Radio-frequency modulation of a

single frequency laser-diode was characterized using both
an external electrooptic modulator direct modulation of
the current through the laser-diode. While both
modulation techniques have significant limitations, direct
modulation demonstrated the potential for minimum
detectable absorbances of 107,

In FY 1995, based on the characterization done the
previous year, we revised the laser-diode electronics and
obtained laser line widths comparable to the lifetime
broadening of strong atomic transitions (less than

10 MHz), which is more than five times narrower than in
FY 1994 and greatly improves the selectivity. In
addition, less than 1 mW of radio-frequency power in
now required to use any modulation frequency between

10 MHz and 500 MHz rather than being restricted to a
single narrow resonance at 140 MHz as in FY 1994,
Optimal choice of modulation frequency increases the
magnitude of the Doppler-free signal and suppresses the
Doppler background signal thus improving sensitivity and
selectivity. With these improved laser-diode electronics,
we characterized Doppler-free saturated absorption of an
atomic uranium transition at 860.795 nm with a
radio-frequency modulated laser-diode. We established
that operating pressures must be below 2 mbar of argon as
collisions broaden and strongly suppress the Doppler-free
signal. At 1.3 mbar (1 torr) of argon and with 5 mW of
laser light entering the cell (light intensity of

80 mW/cm?), the Doppler-free line width is 10 to 20 MHz
and its amplitude is about 10 percent of the amplitude of
the Doppler-broadened absorption. Using radio-frequency




modulation and heterodyne detection for these conditions
makes the Doppler-free signal amplitude comparable to
that of the Doppler-broadened signal and improves the
minimum measurable absorbance to between 10 to 10°5;
an improvement by a factor of between 107 and 103 over
conventional atomic absorption.

The laser-diodes used for this work are totally unsuited for
routine analytical use because the lasing wavelength is not

reproducible from day to day or morning to afternoon and

only the high accuracy wavelength measuring instrument

in our laboratory made this work possible. We have
found some laser-diode models from other manufacturers
to be more reproducible in their lasing wavelength but
finding laser-diodes that can be reproducibly tuned to a
desired transition wavelength is the biggest problem is
using laser-diodes for spectroscopy. Several different
approaches to this problem exist but they all involve a
combination of increased cost, decreased ruggedness, and
increased size.
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Evaluation of Cellular Response to Insult

Charles G. Edmonds (Macromolecular Structure and Dynamics)

Project Description

Methods for the evaluation of cellular response to physical
and/or chemical insult were developed and applied to
questions of adverse effects of environmental
contamination. The co-regulation of gene expression
resulting in the modulation of chromatin structure,
perturbation of cell cycle, repair of DNA damage, and the
control of programmed cell death were evaluated by state-
of-the-art methods based on two-dimensional gel
electrophoresis (2D-PAGE), in combination with
advanced mass spectrometric techniques.

The molecular details of the outcome of environmentally
induced cellular damage revealed sensitive and specific
markers of these events. These details also provide
important insight into the underlying scientific questions
bearing on health effects of energy production which
include individual variations in susceptibility and risk to
workers and the population at large arising from the
remediation and restoration of the Hanford Site.

Technical Accomplishments

Our focus during FY 1995 was the foundation of the
infrastructure for the 2D-PAGE experiment in our
laboratory. In addition, we demonstrated the
methodological capability for the recognition of previously
sequenced proteins from two-dimensional gels using
matrix assisted laser desorption ionization (MALDI) mass
spectrometry. In initial experiments, protein was detected
on micro-preparative two-dimensional gels by Coomassie
Blue staining. Following excision of the protein spot from
the gel, protein was digested in situ and peptides were .
subsequently eluted. MALDI mass spectrometry analysis
was done via the thin film technique using alpha-cyano-
sinnapinic acid as ultraviolet absorbing matrix. Peptide
masses observed were presented to the reformatted PIR
sequence database using “PeptideSearch” software
developed by Mann and coworkers at EMBL.

In additional experiments, four protein spots of “archival”
origin (gel plugs stored for more than 5 years at -70°C)
were examined. Three of these yielded MALDI spectra
which were useful for subsequent correct identification in
the database. In two cases, useful spectra were obtained
from manipulation of a single gel plug. The ability to
concentrate protein from multiple two-dimensional gels
into a single spot/band has been demonstrated. . Using this
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technique, nine proteins tested and six yielded a single
band on the concentration gel. The three unsuccessful
experiments showed multiple bands of lower M, of
degradation of these “archival” samples. Subsequent
MALDI spectra of digests have been obtained for two of
the proteins. Early results revealed the presence of
peptide masses 71 amu greater than expected; suggestive
of acrylamine monomer adduction during the
concentration gel electrophoresis. Suitable adjustment of
electrophoretic conditions has eliminated this artifactual
adduction.

Our tactic in the initial phase of this project has been to
proceed to applied questions as soon as methodological
tools are available. To this end, we have proceeded with
the use of silver-staining to visualize on two-dimensional
gels newly synthesized polypeptides having induced
expression in response to x-ray exposure of Ul1-Mel cells
(the positive control for subsequent radon exposure
studies). The choice of silver staining simplifies our
initial effort since this detects polypeptide “steady-state”
levels and is a simpler and more practical alternative to
metabolic labeling with *S-methionine to detect induced
de novo synthesis. Prior studies with human lymphoid
cells (J.R. Strahler, personal communication) have shown
that >90 percent of the polypeptides detected with
35S-methionine labeling corresponded to silver-stained
spots detected on the same two-dimensional gel. We have
proceeded in the confidence that we could detect the x-ray
inducible proteins (XIPs) described by Boothman by
silver-staining and have observed three high M,

(> 150 kDa) polypeptides whose expression is increased
in response to x-irradiation. The expression changes were
observable on silver-stained gels of total cell Iysates 4 to
6 hours after irradiation. From the position on the two-
dimensional gels (pl and apparent M,), these polypeptides
may correspond to some of the x-ray inducible proteins
observed by Boothman using **S-methionine labeling.
Additionally, several lower mass polypeptides were
observed with altered expression levels. In particular,
some instances of down regulation were observed. It is
reasonable that early signal transduction events such as
phosphorylation of existing proteins may occur in
response to ionizing radiation. Several of the changes
observed in our x-ray exposure experiments involve Panel
A proteins having a pl more or less acidic than a nearby
protein of similar M, and spot morphology (color, shape,
resolution). This suggests that the new spot represents a
phosphorylation or dephosphorylation of the nearby
protein. We will extend our studies of x-ray inducible




changes to include incorporation of *2P into protein to
confirm whether “charge shift” spots are in fact
phosphoproteins in altered levels of modification. Our
first radon exposure experiment has been performed.
Analysis of radon treated (50 cGy) and control U1-Mel
cells revealed three proteins as candidates for having
increased expression with irradiations. Relocation of the
radon treatment to the 331 Building will allow the
repetition of these crucial preliminary experiments using
Ul-Mel cells.

U1-Mel (suspension)
28.cGy
Silver staining

42 kDa

Panel A candidate inducible proteins

Figure 1. Altered protein expression in human melanoma cells
following exposure to radon (28 cGy). Panel A shows the 2D-PAGE
separation of melanoma cellular proteins with known proteins actin
and human chaparonen (HuCha) indicated and candidate radon
inducible proteins marked by open arrows.

In preparation for looking for protein expression changes
between BI6 and A/J mice in response to urethane
treatment, we have observed three instances of genetic
variation between these two strains in both untreated lung
and liver. The differences are seen as isoelectric variants
on two-dimensional gels, indicating homozygosity for one
of two alleles at the three loci. Additionally, at least six
other proteins are expressed at different levels in the two
strains, most notable at reduced levels in Bl6 compared to
A/J. With the limited results thus far, it is uncertain
whether these differences in level of expression are under
genetic control or represent individual physiological
variation.

MALDI-MS
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tryptic digest of actin in gel plug

Mass (m/z)

Panel B

Panel B shows the MALDI mass spectrum actin prepared in the gel
plug by trypsin digestion.
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Improved Analytical Ion Trapping Methods

Steven A. Hofstadler, Michael G. Sherman, and Richard D. Smith (Chemical Sciences)

Project Description

This research was directed at methods aimed at increasing
the utility and range of applications of ion trapping
methods for analytical mass spectrometry for use in a
broad range of applications at Pacific Northwest National
Laboratory and Hanford. The research has emphasized
use of computational and experimental studies to define
improved trapped ion cell geometries for mass
spectrometry, methods for more efficient trapping of
externally generated ions, and the use of new
electromagnetic field combinations to enhance
performance. A new approach for large molecule, small
particle, and possibly single cell characterization has been
developed and is being explored for possible application to
virus identification, the study of nanoparticle reactions,
and potentially as a broadly useful method for “real-time”
detection or characterization of larger submicron and
micron size particles. On a broader level, this effort will
provide an initial step toward a program aimed at
implementing advanced mass spectrometric methods in
support of DOE environmental, waste, remediation, and
health effects research.

Technical Accomplishments

The need for improved analytical and characterization
capabilities at Hanford is enormous, including in situ tank
characterization, groundwater monitoring, atmospheric
sampling, in situ remediation support, bioremediation
studies, broad laboratory-based analysis capabilities, the
monitoring of waste processing, transport and disposal, as
well as health effects research. It has been demonstrated
that improved analysis/characterization methods, and their
increased utilization, can substantially decrease the cost of
cleanup activities. However, current support in
development of advanced methods is fragmented, and is
primarily driven by near-term demands.

In one phase of this effort we determined appropriate
conditions, based upon computer modeling studies, for
effective trapping and measurement of individual
particles. This provided the basis for a greatly improved
analytical methodology for characterization of a broad
range of “particles,” spanning the spectrum from those of
biological interest (i.e., individual cells, chromosomes,
viruses, etc.) to those relevant to the development of new
materials. As a demonstration of this approach we
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initially observed, over the course of numerous
remeasurements, shifts to higher m/z for individual (i.e.,
single) poly[ethylene glycol] (PEG) ions reacting with
added neutrals (crown ethers) or residual background gas
constituents. We also observed multiple reaction steps for
single ion charge transfer during the transient decay from
a single time-domain FTICR transient. This stimulated
the development of a novel approach for examining such
data that we refer to as “time resolved ion correlation”
(TRIC). The TRIC technique was developed to more

" effectively examine the time dependence individual ion

signals and to establish a time-resolved link between
reactant and product ion. The TRIC technique relies on
the production of individual time-domain signals to follow
reaction processes for each ion observed.

Comparison of several individual ion time-domain signals
extracted from a single transient generally allows a '
correlation between the appearance and disappearance of
individual ions to be constructed. This is possible even
when numerous ions are simultaneously present due to
differences in m/z (since large ion transitions are
generally restricted to a relatively small m/z region of the
spectrum) and the temporal signature provided by the
TRIC analysis. By transforming discrete portions of the
transient, it is apparent that each species is observed at
different times during the transient and, most importantly,
the disappearance of one species coincides exactly with
the appearance of another species. The step-wise shifts
allow the charge to be determined. Thus, we can observe
the step-wise reaction of the ion, and in separate
experiments have been able to observe the reactions of
individual trapped ions for periods in excess of several
hours. Single ions of bovine albumin having as few as 30
charges have been detected with signal-to-noise levels of
=2. Such measurements could also be substantially
speeded by the ability to measure a number of individual
ions simultaneously by observing the time resolved
reaction steps in the course of a single transient.

In an alternative, yet complementary scheme, we have
employed a direct charge measurement method suitable
for very large (> >1 MDa) ions. Preliminary direct
charge measurements obtained from individual ions from
a (nominat) 1.1 x 108 Da Coliphage T4 DNA sample
derived from Escherichia coli B host strain ATCC, are in
the molecular weight range expected, indicating that the
ions are substantially intact. The masses determined for
the largest peaks were all determined to be in the range of




~100 MDa. These preliminary results show that even
extremely large ions can be effectively transferred to the
gas phase and be studied by the ESI-FTICR process.

The analysis of very large ions by FTICR affords unique
opportunities to study fundamental interactions of charged
particles in the trapped ion cell, as well as ion molecule
and ion-ion interactions. For example, under pressure-
limited conditions, the transient from a highly charged
individual ion will be longer than from an ensemble of
smaller ions since loss of phase coherence is not possible
for an individual ion. Signal from Coliphage T4 DNA
individual ions at a pressure of < 1.0 x 10 torr has been
detected >90 minutes after initial excitation. These
results also suggest that the dephasing effect (loss of
-coherency) is of greater importance than damping of
cyclotron motion in signal decay of an ion cloud for larger
molecules. Because larger ions produce such long-lived
time domain signals, their reactions with other species
(background neutrals, reactive gases, etc.) can be closely
monitored during a single transient by using the TRIC
techniques. While the physical size of these ions is
uncertain, the extensive charging (and relatively low m/z)
~ suggests that they undergo Coulombic extension during the
electrospray process, and may have lengths on the order
of 100 um! The large number of charges carried by each
of these ions also creates a unique situation for the study
of ion-ion interactions and Coulombic effects.

Other potential applications of individual ion analysis
methods include the characterization of synthetic
polymers, large structural proteins, and DNA restriction
fragments, for which mass determinations should be at
least 10? more precise than by electrophoresis. DNA
sequencing may be possible if a method can be developed
to induce the stepwise degradation of a trapped
oligonucleotide ion. It should also be possible to
investigate selective noncovalent associations of small
molecules with large molecules in solution by trapping
such complexes and inducing their dissociation in the
FTICR cell. The upper MASS range is uncertain, but the
initial electrospray droplet charging ( ~ 10°) and the m/z
range available by FTICR (>200,000) suggest molecules
" in excess of 10° Da may be amenable to study.
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Size Measurement, Sorting and Chemical Analysis of
Nanometer Sized Particles Using an Ion Trap

Michael L. Alexander (Automation and Measurement Sciences)

Praject Description

The objective of this project was to develop a device for
measurement of the size and number of particles in a (dry)
sample with diameters of 10 to 1000 nm. The apparatus
under development traps particles according to their mass-
to-charge ratio (m/z) and uses laser light scattering to
independently measure the size of the trapped particles. -
Ions with a specific m/z can then be ejected, counted, and
transported to other instrumentation for chemical analysis.
The device will provide complete on-line characterization
of nanometer sized particles currently unavailable.

Technical_Accomplishments

The first task in this project was to evaluate several
possible ion trap designs for adaptation to particle
trapping, counting, and size measurement. These
included the bi-hyperboloidal (Paul type) ion trap, flat
plates, and parallel ring electrodes. Computer simulations
were used to determine the stable regimes for the various
trap designs when used to hold charged particles.
Parameters for stable trapping and selective excitation of
particles with a given m/z were determined from these

- simulations. These parameters include radio-frequency
trapping frequency, amplitude, and resonant excitation
frequency, amplitude and duration. Although the Paut
trap exhibits a somewhat larger stability region in this
parameter space, the dual ring design was chosen because
of the easy access for laser light scattering measurements
to determine the size and number of particles in the trap.
The parameters for the particles of interest were found

to be: trapping frequency = 50 to 1000 Hz at 50 to

500 volts and excitation frequency = 5 to 100 Hz at 20
to 250 volts.

The second task was the design and construction of the
device using the ring electrodes. A schematic diagram is
shown in Figure 1. The rings had to be custom machined
and mounted to high tolerance. Particles are introduced to
the trap through a hypodermic needle floated at a high
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potential. This ensures that the particles have the uniform
charge necessary for trapping according to size. The
particles are held in an AC field generated by the trapping
power supply. Only those particles with the correct m/z
are modulated at the excitation frequency. This frequency
is used as the reference signal into a lock-in amplifier that
is also monitoring the scattered laser light. The resulting
signal has greatly reduced signal-to-noise. Initial
measurements using uniform 0.5 micron latex spheres
showed at least a two orders of magnitude improvement
using the lock-in detection over conventional light
scattering techniques. Work in the next year will include
extension of this technique to smaller particles (<20 nm).
Signal-to-noise improvements using a higher power laser
at a shorter wavelength will make this detection size limit
possible based on the results from this first year.
Additionally, experiments will be carried out using the ion
trap to sort particles according to their size for chemical
analysis.

Resonant
Exclitation
Supply
3-100Hz
gy Bgov
HeNe Laser Trapping
————- i
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. s 50-1000Hz
50-500 v
Scattered Laser Light
Detector
Sigral
- Lock-In Detector
Signal Out

Figure 1. Schematic Diagram of Particle Sizing Apparatus
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Adaptive Life Simulator

Lars J. Kangas (Information Technologies)

Project Description

The objective of this project was to explore a novel
approach to modeling and diagnosing the cardiovascular
system. The models used exhibited subsets of the dynam-
ics of the cardiovascular behavior of an individual or a
group of individuals and were incorporated into a
compared cardiovascular diagnostic system. The
diagnostic system compared modeled physiological
variables with the current variables of an individual and
diagnosed medical conditions from any deviations that
existed between the two sets of variables.

This approach is unique in that each cardiovascular model
is developed from physiological measurements of an
individual. Any differences between the modeled
variables and the variables of an individual at a given time
are used for diagnosis. This approach also exploits sensor
fusion to optimize the use of biomedical sensors. The
advantage of sensor fusion has been demonstrated in
applications including control and diagnostics of
mechanical and chemical processes.

Technical Accomplishments

A novel approach to modeling and diagnosing the
cardiovascular system was developed. The models exhibit
subsets of the dynamics of the cardiovascular behavior of
an individual or a group of individuals. These models are
incorporated into cardiovascular diagnostic systems. A
diagnostic system compares modeled physiological
variables with the current variables of an individual and
diagnoses medical conditions from any deviations that
exist between the two sets of variables.

One approach to cardiovascular modeling is to build a
model representative of a group of individuals with similar
characteristics (i.e., sex, age, physical condition, medical
condition, etc.). However, cardiovascular behavior is
unique to each individual, thus a generic cardiovascular
model used in a medical diagnostic system would not be
as sensitive as a system based on a model that is adapted
to the patient being diagnosed.

The described approach incorporates models based on
groups of individuals, such as women and men in different
age groups, and models specific to each individual. The
latter models are possible if the individuals have
previously been evaluated in a clinical test, such as graded

exercise test or cardiovascular stress test, from which a
model can be developed. These models, besides age and
sex, are also using parameters describing the heights and
weights of the individuals to further simulate them to the
individuals.

The artificial neural network (ANN) technology was
selected for the cardiovascular modeling because of its
many capabilities including sensor fusion, which is the
combining of values from several different sensors.
Sensor fusion enables the artificial neural networks to
learn complex relationships among the individual sensor
values, which would otherwise be lost if the values were
individually analyzed. In medical modeling and

~ diagnosis, this implies that even though each sensor in a

set may be sensitive only to a specific physiological
variable, artificial neural networks are capable of
detecting complex medical conditions by fusing the data
from the individual biomedical sensors.

Recurrent feed-forward artificial neural networks were
selected for the cardiovascular modeling to capture the
temporal information in physiological variables. These
variables are time-series data from which both the
absolute values and the rates of change need to be
modeled. Recurrent artificial neural networks recycle a
small portion of information from time t-1 at time t.
Indirectly, decreasing portions of information from time
t-2, t-3, t-4, etc., are also captured, thus enabling
recurrent ANNSs to model the temporal dynamics in data.

The development of a model takes one or more sequences
of physiological variables collected with biomedical
sensors during graded exercise tests and learns the
temporal dynamics of these variables to produce artificial
neural network-based cardiovascular models. An example
of such a model for a male individual is developed from
all available healthy male exercise test data.

The modeling artificial neural network system has five
inputs to take the workload, age, weight, height, and sex
as input. These artificial neural networks has seven
outputs, corresponding to heart rate, breathing rate,
systolic blood pressure, diastolic blood pressure,
metabolic oxygen requirement, oxygen uptake, and
oxygen saturation, were clamped to the “actual” values
during the training phase. After training, the model can
generate the appropriate physiological responses for
simulations of varying values of workload, age, height,
weight, and sex. :
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The cardiovascular modeling system was developed to be
used in a diagnostic system to identify several medical
conditions such as those listed in Table 1. These models
will also increase the sensitivity of detecting or excluding
several other conditions that cannot be uniquely diagnosed
in an exercise test alone such as those listed in Table 2.
Additional medical conditions can be added to the system
as example data becomes available and when additional
physiological variables are recorded that enable
identification of other conditions.

Table 1. Conditions Detectable with Exercise Testing
Myocardial Ischemia
Peripheral Vascular Disease
Exercise-Induced Asthma
Vasoregulatory Asthenia
Unfitness
Vasoregulatory Asthenia
Psychogenic Dyspnea
Muscle Phosphorylase Deficiency

Table 2. Conditions Not Directly Detectable with Exercise
Testing Alone

Chronic Bronchitis

Pulmonary Emphysema

Pulmonary Infiltration, Alveolitis, and Fibrosis
Pulmonary Thromboelism and Hypertension
Congenital Cardiac Abnormalities

Cardiac Valvular Obstruction or Incompetence
Primary Myocardial Disease

Generalized Neuromuscular Disorders
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Advances in Desktop Atmospheric Dispersion Modeling

Jerome D. Fast and K. Jerry Allwine (Atmospheric Sciences)

Project Description

A demonstrable capability of applying coarse-grained
parallel computer technology to desktop atmospheric
dispersion modeling has been accomplished. Parallel
computer technology was applied to PGEMS, an
atmospheric dispersion model, to address the critical
issues facing future requirements of this class of
dispersion models. This research forms a basis for future
work with DOE addressing emergency response
requirements of site cleanup and production operations,
and routine air quality assessments and analysis to meet
regulatory and safety requirements. Existing coarse-
grained parallel computers can reduce the execution time
required by desktop atmospheric dispersion models
without a significant increase in hardware cost. This
reduction in execution time will permit improvements to
be made in the scientific foundations of these applied
models, in the form of more advanced diffusion schemes
and better representation of the wind and turbulence fields
(both historical and forecast). This is especially attractive
for emergency response applications where speed and
accuracy are of utmost importance. Since desktop
atmospheric dispersion models must also be robust, well
documented, have minimal and well controlled user
inputs, and have clear outputs, the development of a
graphical user interface for PGEMS was also initiated.

Technical Accomplishments

Over the past decade, staff at the Laboratory have
developed desktop dispersion models for several clients
(e.g., Nuclear Regulatory Commission, Environmental
Protection Agency, DOE, U.S. Forest Service, and
Pacific Gas and Electric Co.). One model, PGEMS,
was initially developed several years ago for PG&E.

It is based on the MELSAR model (developed for EPA),
and the MESOI model (developed for NRC). PGEMS

is highly modular and the basic scientific components of
the model can be ported to a wide range of computers.
However, the original user interface and input and output
modules were designed for a VAX computer with a
Tektronix 4107 terminal, which, given the current
advances in desktop computers, rendered these interface
modules sorely outdated. Revisions were made to the
meteorological processing and transport modules of
PGEMS for installation on a DOS-based desktop computer
as the emergency response model at PG&E’s Diablo
Canyon nuclear power plant. These improvements, in

addition to the general-use features of PGEMS, made it
the preferred candidate model for implementation on a
parallel processing computer as part of this research.

The PGEMS code was adapted to and benchmarked on
several computer systems, including a Gateway 486/66,
a Power Macintosh, a Macintosh Quadra 700, a Sun
Sparc 5, an IBM RISC 6000 model 590, and an IBM
RISC 6000 model 41T.

Various vendors were contacted in FY 1993 about
upgrading their desktop computers to coarse-grained
parallel machines. After these discussions, it was decided
in FY 1994 that the IBM PowerPC was the best candidate
for testing coarse-grained parallel codes. IBM appeared
to be the only vendor with definite plans to release a
desktop symmetric multiprocessing (SMP) computer; they
announced the release of a two- to four-processor
symmetric multiprocessing computer in December 1995.
Two single-processor IBM RISC 6000 model 41T
computers, the predecessor to the IBM symmetric
multiprocessing computer, were purchased (one in

FY 1994 and one in FY 1995) and PGEMS was tested
within the UNIX operating system. The IBM 41T
computers are currently networked with several IBM
RISC 6000 model 590 computers capable of running the
Parallel Virtual Machine (PVM) software for parallel
processing. A parallel-processing version of PGEMS has
been successfully tested on this network using Parallel
Virtual Machine. It was anticipated that Parallel Virtual
Machine would also be used on the new symmetric
multiprocessing computer, thus minimizing revisions to
the parallel-processing version of PGEMS for installation
and operation on the symmetric multiprocessing
computer. It became apparent in FY 1995 that IBM
would not release their symmetric multiprocessing
machine as planned so this objective could not be
achieved; therefore, the parallel version of PGEMS was
evaluated on the existing cluster of IBM computers so that
it would be ready when symmetric multiprocessing -
computers eventually do become available.

While models such as PGEMS can be run on existing
networks of computers, the total computational time will
also be highly dependent upon the time required to
exchange data among the computers. A symmetric
multiprocessing machine would not have this limitation.
It can be shown that to optimize the total run time t,,,
one can obtain a relationship between the total
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computational time on n processors and the total
computational time for one processor given by

t 1 t
tal
a4 ,wherer=_c
n

I
t, \/; t

Ratio=

o,

tom = total runtime =t, +t,

n = number of processors

t. = total CPU time for 1 chip to run whole model

ty = data exchange time

t; = total CPU time among multiprocessors = t, /n
t, = data exchange time among multiprocessors =

nt,

In Figure 1, this ratio has been determined as a function
of data exchange rate. The total computational time will
be reduced when more processors are used on a network
of computers only if r is large (time required to exchange
data is relatively small).
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Figure 1. Total Computational Time as a Function of Number of
Processors and Data Exchange Time

Also in FY 1994, a new diffusion module was developed
based on a simple puff diffusion scheme and a more
physically realistic particle diffusion parameterization.
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Parallel computer technology makes this treatment of
diffusion feasible for real-time emergency response
applications.

The specific accomplishments of this project include

+ completed the transfer and testing of PGEMS on a
wide range of desktop computers (IBM PC compatible,
Macintosh, UNIX workstations)

» developed and tested a new diffusion module for
PGEMS that is a combination of a simple puff
diffusion scheme and a more physically realistic
particle diffusion parameterization

¢ tested successfully an advanced parallel computational
technology (Parallel Virtual Machine) that allows
networks of homogeneous and heterogeneous
computers/processors to be used as a single large
parallel computer

* determined performance characteristics of the parallel-
processing version of PGEMS and compared these
performance characteristics with the single-processor
version of PGEMS

» solved the parallel computational problems of PGEMS
using Parallel Virtual Machine to harness the aggregate
power of homogeneous and heterogeneous networks.

The result of work completed through FY 1995 is a
version of PGEMS with an advanced particle diffusion
scheme operating on a coarse-grained parallel computer
that is available for demonstrations. In addition, the
development of a new graphical user interface, based on
Visual Basic, for running PGEMS on Microsoft Windows
has been initiated. Since PGEMS itself has been ported to
a variety of computer platforms, the final version of the
graphical user interface should be designed for a variety
of computer platforms as well.
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Automated Document and Text Processing

Kelly A. Pennock (Information Technelogies)

Project Description

This project is an attempt to extend the state of the art in
information retrieval technology and tune its use
specifically to information discovery through visualization
and advanced information displays. Information retrieval
is defined by the basic operations of text information
storage and access. Advances in communication and
networking have encouraged rapid growth in the volume
of available information, making more information
available than can be used. The vast majority of this
information (95 percent by National Institute of Standards
and Technology estimates) is in the form of written
natural language. Written natural language is flexible,
.descriptive, and comprehensive; it is also complex,
difficult to structure, and time-consuming to process. To
bridge the gulf between usable information in textual form
and used information, significant advances in information
retrieval systems are required.

The next generation of text processing systems must
support extensive user interaction, exploration, and
analysis of extremely large databases. Among the
features that will be included in future systems are topic
extraction, content-based retrieval, enhanced querying
including natural language queries and query-by-example,
automated summarization, and information visualization.
The goal of this project is the identification and
implementation of a basic set of algorithms and techniques
that will support these text processing system
enhancements. A variety of processing approaches
ranging from statistical to natural language was studied,
abstracted, combined, and enriched.

Technical Accomplishments

The primary contribution of the Document Understanding
Project was the conception, construction, and
experimental use of a prototype information retrieval with
a number of superior characteristics. The System for
Information Discovery (SID) includes a variety of features
which separate it from current academic and industrial
systems. The following describes the major components

and capacities of the system, which considered
individually and as a whole, reflect the major
accomplishments of the project.

Topic Identification

A method of statistically identifying topics from within
natural-language-based documents was successfully
implemented. The method, relying on serial clustering
algorithms and adapted from basic work on text
compression, provides a database-specific, non-heuristic
based method for identifying the appropriate topic of each
word. This measure allows the important ideas of a
document to be identified quickly and without prior
knowledge. This information can be used for indexing,
categorization, or a number of other uses.

Text Compression

A unique method for text compression was identified,
extrapolating from the work on topic measures.
Basically, word lists are filtered first by frequency and
then by topic value (as described). The amount of
compression for the test data sets run was typically

90 percent, which indicates that only 10 percent of the
vocabulary for a given data set was necessary to '
characterize and retrieve documents. This reduction
in the magnitude of the requisite vocabulary for
characterization offers the opportunity to enhance the
speed of the system and the magnitude of the document
collections that can be processed.

Topic/Document Representation

A novel method for representing topics was also derived
during FY 1995. The method relies on describing each
topic in a distributed fashion, so that topics are described
in terms of their relationships to other topics. The method
used to represent topics was also be used to represent
documents, so that documents are also defined in terms of
their relationship to topics. The signature representation
provides a flexible method for representation and
somewhat of an automated summary of the document.
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Document Hlustration

Presentation of specific document contents was explored
and a strategy for adjusting the retrieval system for topic
identification and topic and subdocument representation for
an individual document (as opposed to the entire document
collection) was developed. Adjusting the retrieval system
to multiple levels of scale is an important feature for
information presentation.
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Information Threads

One of the most interesting ideas generated in this
project was a concept entitled “information threads.”
Information threads offer a unique method for navigating
through information by selecting a major topic, keyword,
or combination of keywords and then following different
information paths identified by the system. Information
threads will expand the traditional query method of user
interaction with information systems.




Collaborative Environment Prototype for Molecular Science

Richard T. Kouzes and James D. Myers (Computing and Information Sciences)

Project Description

In this LDRD project, we are developing a Collaboratory
Prototype Environment for Molecular Research as the
means to share molecular science data and its processing
with external collaborators, and to enable more effective
science to be carried out with advanced instrumentation.
We work with researchers in nuclear magnetic resonance
(NMR) spectroscopy and molecular beam reaction
dynamics (MBRD) to identify their needs and will design
the collaboratory environment to support them.

The major objectives of this work were to

» design and integrate a prototype collaboratory software
‘environment (CSE) '

» develop a dynamic cross platform shared screen viewer
application for the collaboratory software environment

e implement a system for desktop video conferencing
within the Laboratory and with external collaborators

+ develop the mechanisms to move data directly from
acquisition programs in the Laboratory to an analysis
program on a remote collaborator’s desktop via a
World Wide Web based “electronic notebook”

¢ demonstrate the utility of such collaborative tools for
molecular science researchers

» evaluate the technical and social issues of the
collaborative environment

» plan future research based on this evaluation.

Technical Accomplishments

During the first full fiscal year of this project, the
following were completed: an initial prototype,
development of a cross platform screen sharing tool,
deployment of the environment and several tools to
internal and external groups, and the design and partial
implementation of second generation tools based on user
feedback. In addition, the project has taken the lead in
developing a Laboratory-wide capability for low-cost
desktop videoconferencing.

The initial collaboratory software environment prototype
developed in FY 1994 was improved and modified to
work with the televiewer developed in early FY 1995.
The televiewer software allows dynamic sharing of the
contents of a rectangle, window, or entire screen between
UNIX and Microsoft Windows machines. Based on the
use of the initial televiewer implementation, a second
version providing compression and individual data streams
to workstations of varying capabilities has been designed
and is being implemented.

The project staff gained considerable experience with
electronic notebooks through the use of the Virtual

Notebook System (VNS) from The Forefront Group.

Experimentalists and theorists in three different groups at
the University of Utah and the Laboratory have been
connected over the Internet and can now make use of the
Virtual Notebook System to exchange and store text,
graphics, and other information on UNIX, PC, and
Macintosh computer platforms. The theorists on the
project at the Laboratory can store images of molecular
structures and diagrams of vibrational motions they have
calculated to be used by the experimentalists at the
University of Utah in their modeling efforts of
collisionally induced dissociation reactions. We have
worked closely with this group to learn the strengths and
weaknesses of the notebook system. We have and
continue to work closely with The Forefront Group to
propose improvements to the product, participating in two
revision beta tests and testing a gateway tool that allows
browsing the notebook from the World Wide Web
(WWW). We have recently been invited to join a Virtual
Notebook System consortium to guide it toward use as a
scientific laboratory notebook.

CU-SeeMe, a video conferencing application for the
Macintosh and PC (from Cornell University), and the
UNIX-based Multicast Backbone (MBONE) tools were
brought in and evaluated. The collaboratory project has
performed tests to provide external videoconferencing
across the Laboratory firewall, and supports a pilot
system to provide CU-SeeMe capabilities internally and,
via a reflector bridge, between Laboratory molecular
science researchers and their external collaborators.
Connection to UNIX Multicast tools will also be
provided, allowing true cross platform videoconferencing
between Macintosh, PC, and UNIX workstations.
Security and administrative plans have been developed to
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minimize the impact of video traffic on other network
communications. During the next year, software to
manage connections, conference scheduling, and
bandwidth limits via the World Wide Web will be created
and integrated with the collaboratory environment.

Modules for handling network communication and the
interactive display of graphical scientific data have been
built and may be “dropped in” to future applications.
Using these tools, a program has been developed for the
simulation of the results from a molecular beam
experiment. A collaborator running this program on
his/her desktop machine may enter the relevant
parameters for the computationally intensive calculation
and run it from anywhere on the Internet using a machine
at Pacific Northwest National Laboratory. Once the
calculation is finished, the results are sent back and
displayed on a resizable, zoomable graph on the user’s
desktop. When the program is running, all of the network
communication is taking place in the background,
- essentially invisible to the user, and the results appear
within seconds rather than the many minutes that would be
. required if the calculation were taking place locally. A
World Wide Web interface was created for this program
to further simplify use by external collaborators.

The collaboratory project also participated in several beta
tests and evaluations of collaborative software and
collaborative development environments, including IBM’s
Person to Person and Lotus Notes. Based on feedback on
the collaboratory software environment and associated

_ tools, and an assessment of new technologies, the
collaboratory project designed a second generation
environment around World Wide Web capabilities, adding
the ability to manage an array of interactive collaborative
tools. Through the use of Common Gateway Interface
(CGI) processes and specialized MIME file types, we can
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use the World Wide Web to launch our collaborative
processes on both the server machine and client
computers. Our existing socket based messaging
communications will be integrated with the new code
giving us bi-directional communications (not possible
through the World Wide Web alone). Combining the
technologies developed for the first collaboratory software
environment prototype and the capabilities of the World
Wide Web will enable the development of a simpler,
more user friendly interface to the collaborative tools in
the environment, while decreasing the development effort
required. Technical feasibility has been demonstrated and
implementation will occur in FY 1996.

We have also given numerous talks and a short course on
the collaboratory concept at chemistry, physics, and
information technology conferences. Four presentations
were made in sessions at the August 1995 American
Chemical Society National Meeting in Chicago. The
project has also received recognition in several magazines
and on the local television news.

Presentations

R.T. Kouzes and J.D. Myers. 1995. “Collaboratories:
Scientists Working Together Apart.” DOE Office
Information Technology Workshop, July 18-20, Augusta,
Georgia.

R.T. Kouzes and J.D. Myers. 1995. “Electronic
Collaborative Tools Workshop.” 1995 IEEE Conference
on Real-Time Computer Applications in Nuclear Particle
and Plasma Physics, May 24-28, Michigan State
University National Superconducting Cyclotron
Laboratory, East Lansing, Michigan.




Development of Intuitive User Interfaces

James A, Wise (Information Technologies)

Project Description

The objective of this project was to perform the necessary
background research and technology development to
create a software, hardware, and physical environment for
an analyst’s workstation that demonstrates the potential of
advanced interaction techniques and uses a next generation
metaphor in human-computer communications. The
metaphor is “an information space you walk into,” and
provides the user with the capability of interacting with
information much in the way one interacts with the
physical world. The intuitive user interface is both an
environmental setting with large screen displays and
directional sound, as well as the means to interact with
these informational representations in ways that are
analogous to interacting with spatial objects in the natural
world.

Technical Accomplishments

During FY 1995, work concentrated on research in the
following areas that needed to be reviewed, assessed, and
combined to bring the elements of advanced human
computer interface design to the state of the art:

s cognitive schema underlying information visualizations

¢ sonification of the intuitive user interface as an adjunct
to information visualization

¢ spatio-temporal representation in an intuitive user
interface through development of an animated query

language

o touch and gesture as input and control means to an
intuitive user interface

o design of physical environment for intuitive user
interface.

Cognitive Schema

Review of research located publications that substantiated
the spatial metaphors underlying formation and use of
language. Spatial primitives were extracted from this
research and used to form requirements for intuitive user
interface perceptualizations of information. This research

provided the basis for requirements definitions in the
specific ways that an interface is to be made more
intuitive through the different sensory and control
strategies that are employed.

* Sonification

The sonification research created a proof-of-principle
demonstration of the usefulness of a sonic display
component in the intuitive user interface. Both symbolic
and analogic uses of sonification were demonstrated.
These included alerting to data change and conveying
qualitative information about the data. It was discovered
through this demonstration of sonification that verbal
terms can be located and recognized by a human user
faster through sonification than through visualization, and
that the audification in an analogic way assists and
encourages “gisting” of a visual display, wherein the user
gains a rapid understanding of data content or meaning
without having to attentively inspect the data. These
demonstrations will enable the inclusion of sonification
into the SPIRE visualization system during FY 1996.

Animated Query Language Development

An Animated Query Language (AQL) is a means to make
spatio-temporal information more accessible to the user
and analyst. Animation is time made visible, and an
animated query language enables a user to rapidly and
easily browse continuous numerical data, test results from
dynamic systems models, find rhythms or cycles in data,
and improve the current generation of link analysis
displays. Current animation methods are very slow and
cumbersome to set up and use, and do not lend themselves
to ad hoc queries and data exploration.

The intuitive user interface research created a new

query language and tested it in a proof-of-principle
demonstration with an environmental data file. The
grammar of the animated query language allows
animations to be constructed as easily as users currently
make Boolean queries on text retrieval systems. With this
animated query language, a user can type in a sentence in
an English type structure and receive an animation in
reply. The animated query language will be used to
provide the basis for animation of Themescapes, a SPIRE
visualization, in FY 1996.
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Touch and Gesture Control of an Intuitive User Interface

This research investigated the state of the art of gestural

interfaces and touch exploration of visualizations as a

means of getting away from the traditional keyboard and

mouse controls of current WIMP interfaces. The results

" showed that currently available hardware do not
adequately utilize the differential touch mechanisms

" available to people for exploration, and that there is
significant potential here for combining visualizations with
touch as a means of inquiry.

Dataglove technology is just becoming sensitive enough to
recognize the finger movements inherent in the eight basic
touch movements, but wearing a glove has inherent
limitations. Glove technology is most feasible in terms of
functionality and cost for exploration of gestural control of
interfaces.

There is also a continuing need for text inputs to an
interface that is distinctive from function inputs. The best
current alternative to a QWERTY keyboard for text input
is a “chord” keypad, but this requires specialized training.
Chord keypads, however, offer portability if one wishes to
be able to walk around in an extensible information space
and still make text inputs without returning to a fixed
keyboard. .

Conclusions from this research were to investigate the use
of a chord keypad as the intuitive user interface is built
next year and wait for better glove technology in the first
quarter of FY 1996 to better assess its usefulness as a
gestural input means.
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Design of a Physical Environment for an Intuitive User
Interface

This component of the intuitive user interface task sought
the means to construct a working prototype intuitive user
interface for technology integration and demonstrations in
FY 1996. Steelcase Inc. has agreed to provide new office
furnishings components it is developing that incorporate
visual projection and sound technology which could be
used to build the intuitive user interface. FY 1996 work
will combine the Laboratory’s SW visualizations with
Steelcase furnishings in creating a prototype.

Conclusion

This year’s work on the intuitive user interface has
completed background research that provided a theoretical
basis and justification for the intuitive user interface,
along with necessary technology investigation to include
sonification, animation, and gestural interaction with
large-scale information visualizations. These are all
means to increasing an analyst’s productivity in an
advanced information technology environment. A
conceptual design of the physical characteristics of the
intuitive user interface was completed, and a furnishings
system to support the displays and interaction devices will
be supplied.

Presentation

R. Bruce. 1995. “Animated Query Language for Spatio
Temporal Information Systems.” Presented at the
NCGIA National Summer Study Institute, July 24-29,
Woods Hole, Maine.




Direct Numerical Simulation of Turbulence®

Jon R. Phillips (Fluid Dynamics)

Project Description

The flow between parallel plates that are at different
temperatures is a problem that has received the attention
of many investigators. There are still aspects that have
not been considered. The three-dimensional laminar
transitional and low Grashof number turbulent flow states
of the unstratified vertical slot flow geometry—the double-
pane window flow have been computed. This geometry
occurs in very large aspect ratio insulating windows such
as those found on commercial buildings. The spectral
computational methods used in this project emphasized
accuracy and speed on the Intel Delta architecture so that
large problems are effectively and efficiently simulated.

Much is known about the linear stability of the unstratified
double pane window flow. One-dimensional laminar
unicellular flow persists in the window until a Grashof
number of about 1005 is reached at the Prandtl number of
air. At that point the flow becomes susceptible to small
disturbances such that multiple stationary transverse
vortices form. The Grashof number is a dimensionless
ratio of the buoyancy and viscous forces while the Prandtl
number is the dimensionless ratio of viscous and thermal
diffusivities. Beyond the Grashof number of the initial
instability there are a large variety of laminar two and
three-dimensional convection states until aperiodic
turbulent motion begins.

Direct turbulence simulations with 2.4 and 14 million
degrees of freedom were computed on up to 128
processors. Tens of thousands of time steps are required
for a simulation to “spin-up” so that stationary statistics of
the turbulent flow can be tallied. Larger simulations
require up to 100 machine hours to compute stationary
statistics.

The code computes the instantaneous temperature and
velocity vector fields and the important temporal statistical
correlations such as the Reynolds stresses. Through these
numerical “experiments” time-averaged turbulence
quantities that are difficult to measure can be computed.

In particular, it is difficult to measure the velocity
temperature correlation that is necessary to model the
turbulent heat transport through the double-pane window.

Since these simulations involve no turbulence models, it is
required that all physical motions of the fluid at the
continuum scale be adequately modeled to determine the
statistical affects of the motions on the averaged flow
variables. The complexity of the flow solution and the
required resolution of the simulation increases rapidly as
the Grashof number increases. This rapid increase in the
number of flow “scales” makes this a problem that
requires the very large computational resources of
massively parallel computers such as the Intel Delta.

Technical Accomplishments

Technical accomplishments during FY 1995 include the
following: '

¢ many transitional laminar flow states have been
computed

¢ turbulent calculations with Grashof numbers of 8,100
and 22,500 are complete

¢ high-performance graphics hardware and software
were used as a tool to interpret data fields often using
stereographic imaging.

Examples of statistical data for two different Grashof
numbers are shown in Figures 1 and 2. Figure 1 shows
the time averaged velocity that is a function of the
distance across the slot between the heated and cooled
planes. Figure 2 shows the time averaged temperature
distribution. On average, the heated fluid rises and the
cooled fluid falls although turbulent unsteady motions of
the fluid cause heat and momentum to transfer more
readily across the slot as is evidenced by the flattening of
the profiles near the center of the slot.

(a) Project was a task under the project formerly entitled, “Computational Modeling of Complex Physical SyStems.”
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Figure 1. Time-averaged velocity profiles: dashed, Gr = 8,100;
solid, Gr = 22,500.

Publication

J.R. Phillips. “Direct simulations of turbulent unstratified
natural convection in a vertical slot for Pr = 0.71.”
International Journal of Heat and Mass Transfer (in
press).
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Figure 2. Time-averaged temperature profiles: dashed, Gr =
8,100; solid, Gr = 22,500.




Fourier Transform Ion Cyclotron Resonance Mass
Spectroscopy Data Acquisition and Modeling

Richard T. Kouzes and Michael Gorshkov (Computing and Information Sciences)

Project Description

The objective of this project was to develop advanced
computerized analysis techniques for Fourier transform
ion cyclotron resonance mass spectrometry (FTICR-MS).
Instruments are under development that are capable of
making measurements on selected ions at a level of
precision an order of magnitude better than given in the
atomic mass table, as well as high-resolution
measurements of mass spectra from heavy biologically
important ions followed by their structure identification.
Development of new methods of data acquisition, and ion
manipulation in FTICR were carried out to increase
performance of these instruments. The target goals of the
project were to increase the mass-spectral characteristics
of the FTICR instruments such as mass resolution, signal-
‘to-noise ratio, efficiency of ion trapping, and dynamic
range.

Technical Accomplishments

Ion cyclotron resonance mass spectrometry (ICR-MS) has
been exploited for many years to perform precision mass
measurements and ion structure analysis. Most recent
efforts in the area of FTICR-MS have concentrated on
developments for measuring organic compounds or
specific masses. Improvements in magnet and computer
technology have allowed these broad range instruments to
obtain resolutions in selected cases to better than 10 ppb
(one part per billion). The objective of this research is to
develop computer and electronic methods that allow
FTICR-MS instruments to perform measurements at
highest achievable mass resolution and mass determination
accuracy.

We have previously carried out a number of studies of
FTICR ion traps devices using computer models of the ion
motion, in order to look at the effects of magnetic field
inhomogeneities and non-ideal electric fields on the ion
motion, pursuing Monte Carlo techniques and integration
of the particle motion. Also, the development has been
carried out to provide very long FTICR transients
acquired at high frequency. In order to improve vacuum
quality and ion transmission into the FTICR trap from
external ion sources a novel shutter design was invented
and implemented in the Laboratory’s FTICR-MS
instruments.

During FY 1995, we concentrated on design of new
electronic schemes to improve trapping efficiency of an
FTICR ion trap, as well as development of new computer
algorithms for FTICR signal processing to increase mass
resolution and signal-to-noise ratio in acquired FTICR
mass spectra. Another aspect of the project was to
develop, through intensive computer modeling, a new
approach to designing FTICR-MS systems. Computer
modeling of the ion cyclotron resonance system is a
crucial aspect of this work in order to fully understand
parameters to modify for improved performance. Such
modeling included numerical simulations of ion motion in
magnetic and electric fields in an ion cyclotron resonance
ion trap, calculation of the three-dimensional magnetic
field created to radially confine the ions in the FTICR
trap, and FTICR signal simulations to find the optimal
processing procedure of obtaining spectral information.

The resolution of an FTICR-MS instrument is limited by
the time that the transient is observed. This time applies a
fundamental restriction on the obtainable peak width in
Fourier transform mass spectra. We developed a new
method of pre-Fourier transform signal processing which
is based upon the data-filling of the recorded time-domain
spectra by means of data reflection at zero time (Data
Reflection Algorithm). This method gives improved
resolution of FTICR mass spectra by a factor 1.7, and
increases the signal-to-noise ratio by a factor of 2
compared with conventional techniques. The algorithm
has been successfully tested for FTICR spectra obtained
from electrospray ionization (ESI) of biological molecules
(bovine insulin) on a 7-tesla FTICR instrument and
nuclear magnetic resonance spectra from Cd-111.

A new ion cooling technique has been developed in order
to effectively cool the multiply-charged ions obtained
from electrospray ionization of heavy biological
molecules. The conventional methods are based upon the
ion cooling via their collisions with neutral buffer gas
molecules, that requires additional time in getting FTICR
mass spectra because of the necessity to pump the trap
down before acquiring the time-domain spectrum.
Moreover, collisional cooling becomes ineffective when
the masses of ions increases as in the case of electrospray
ionization of biomolecules. We developed and built new
electronics in which the crucial element is a circuit tuned
into the resonance with the ions being trapped and cooled
in the FTICR trap. Computer simulations show that ions
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of practical interest can be cooled effectively for a time an
order of magnitude less than that of collisional cooling.
This scheme will be evaluated for implementation in other
Laboratory FTICR-MS instruments.

The resolution and sensitivity of the FTICR-MS
instrument depends on the radius of ion cyclotron rotation
and cyclotron frequency (measured in FTICR-MS).
Because of non-ideal electric and magnetic fields in the
FTICR ion trap, relativistic mass increases effects of the
trap’s wall and presence of space charges, the ion’s
cyclotron frequency depends upon the radius. This
presents a problem for ion excitation and detection in
FTICR-MS with strong magnetic fields, especially when
the masses of physically important light atomic ion are to
be measured. A new technique based upon the use of a
multielectrode FTICR trap configuration providing ion
feedback excitation and multifrequency detection was
invented. The novel concept of ion excitation involves the
use of a feedback electronic loop to capture the
instantaneous ion cyclotron frequency followed by return
of this frequency back into the excitation circuit.

Publications
M.V. Gorshkov and R.T. Kouzes. 1995. “Possible
Applications of an External Resonant Circuit in Fourier

~Transform Ion Cyclotron Resonance.” Rapid
Communications in Mass Spectrometry, v.9, 317-321.
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M.V. Gorshkov and R.T. Kouzes. 1995. “Data
Reflection Algorithm for Spectral Enhancement in Fourier
Transform ICR and NMR Spectroscopies.” Analytical
Chemistry, v.67, 3412-3420.

A.J. Peurrung and R.T. Kouzes. 1995. “Analysis of
Space-Charge Effects in Cyclotron Resonance Mass
Spectrometry as Coupled Gyrator Phenomena.”
International Journal of Mass Spectrometry and Ion
‘Processes, v.145, 139-153.

M.V. Gorshkov and R.T. Kouzes. 1995. “A Scheme for
Feedback Excitation in FTICR-MS based on
multielectrode trap.” Presented at and In Proceedings of
the 43rd ASMS Conference on Mass Spectrometry and

. Allied Topics, May 21-26, Atlanta, Georgia, p.1096.

M.V. Gorshkov and R.T. Kouzes. 1995. “Possible Use
of Time Domain Signal Inverse Algorithm in FTICR-
MS.” Presented at and In Proceedings of the 43rd ASMS
Conference on Mass Spectrometry and Allied Topics,

May 21-26, Atlanta, Georgia, p.720. '

Presentation

M.V. Gorshkov and R.T. Kouzes. 1995. “Possible
Applications of External Resonant Circuit for Cooling the
Multiply Charged Heavy Ions in FTICR-MS With
Electrospray lonization.” Presented at the 7th Sanibel
Conference on Mass Spectrometry, January 21-24,
Sanibel Island.




Heterogeneous Information Systems

James C. Brown (Information Technologies)

Project Description

Technology today requires a tedious manual process for
the development and capture of a data integration scheme
that is domain specific. This process identifies what can
be linked by manually specifying the semantic
relationship. Automation of this process has not been
addressed. To be more widely used, automated methods
for discovering, building, and maintaining these
relationships must be developed. Additional research in
the optimal method for computer representation and
storage of these rules is also required.

Technical Accomplishmentsv

Specific objectives outlined for this research effort
included the following:

s investigation into the current state of the practice and
the state of the research in the area of meta-data
management.

¢+ define and develop intelligent agent processes to assist
with the meta-data process. These agents will be
classified in three categories 1) those that gather (or
seek out) the meta-data from multiple distributed
heterogeneous information sources; 2) agents to
analyze, classify, and cluster contents of the meta-data;
and 3) agents to populate the meta-data repository.

To date, we have succeeded in meeting these objectives in
varying degrees. The following is a breakdown of the
technical accomplishments by category along with the
projected efforts still required to fully prove the concepts
and viability of this work. :

Investigation of Current Practice

There are few formal groups working on meta-data in the

same context that we are discussing it. Most of the work

being done by others falls into two categories: 1) physical
meta-data, and 2) data pedigree and quality.

The first category, physical meta-data, is an overlap with
the physical aspects that we are concerned with. The
focus of others has been on what is the minimal set of
information required to define a data object. This has
primarily been for the purpose of providing a mechanism

for accessing the information at a later time by some
application. We, also, are interested in this type of meta-
data. By reviewing what has been done in this area, and
combining that work with our own specific needs, we
have been able to create an initial definition for a meta-
data repository structure to store and manage meta-data.

One of the most prestigious groups paying attention to the
issues of meta-data is the IEEE. They are organizing a
conference on meta-data to be co-sponsored by the IEEE
Mass Storage Systems and Technology Technical
Committee (IEEE MSS&TC) and the National Oceanic
and Atmospheric Administration (NOAA). The issues to
be addressed in this conference forum include:

1. What is meta-data
1.1 Meta-data and semantics

2. Meta-data modeling: techniques and representation
2.1 Application-specific meta-data models
2.2 Multimedia representation

3. Meta-data management
3.1 Creation
3.2 Updating
3.3 Maintaining/Consistency
3.4 Policies

4. Meta-data generation/extraction
4.1 Automatic techniques
4.2 Data Mining
4.3 Extraction from multimedia databases
4.4 -Meta-data repositories

5. Meta-data usage
5.1 Query
5.2 Application development
5.3 Search
5.4 Information system integration

6. Standards
6.1 What exists
6.2 What’s needed

As a result of the Pacific Northwest National Laboratory
LDRD effort, we will be participating as part of the
program committee for this conference. The conference
is tentatively scheduled to take place in April 1996.
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Intelligent Agent Processes

We also investigated the work being done in intelligent
agent definition and development. We found that the term
“intelligent agents” means different things to different
groups. On one hand, these agents may simply be
processes that run in the background to search and collect
information. To another group, they may be self-
modifying modules of code that can execute on and
migrate from/to multiple systems. In this case, the agents
take on an almost “living” nature.

We also found several search and collection ‘systems’ that
have been created as an intermediary filtering mechanism
for finding and searching for information. Included in this
category are systems like Harvest, Web Crawler, and
Glimpse. Rather than replicate work that has already
been done, we elected to adopt some of this work and to
customize the environment to fit our specific needs.

There are six primary categories of information agents
-identified for this research effort. Each of the agents are
fundamental to the success of this effort. They include the
following: '

s Search - To be able to cruise through information
cyber-space to locate potential items of interest based
on high-level user input words/phrases. There are
several agents in this category that will be developed.

s Collect - To gather meta-data from potential items of

interest and to bring it back to the meta-data repository
system.
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e Extract - To gather meta-data from structured
databases.

» Populate - To insert the collected and extracted meta-
data into the meta-data repository for subsequent
analysis and browsing by users and other agents.
Several agents of this category will be developed based
on the different collection and extraction agents
required.

* Analyze - To determine both physical and semantic
linkages among information sources that have been
registered in the meta-data repository entries. There
will be several analysis agents developed.

¢ Maintain - To periodically scan meta-data repository
entries to review and verify/restore existence/accuracy
of the sources for the meta-data. Several agents of this
category will be developed based on the variety of
information sources and types that are registered in the
meta-data repository.

Presentation

We are participating in the upcoming IEEE Metadata
Conference sponsored by the IEEE Mass Storage Systems
and Technology Technical Committee. This conference
will be held on 16 - 18 April 1996 at the NOAA
Auditorium in Silver Spring, Maryland. We are
submitting a paper on our research to date to this
conference and already have one staff member on the
program committee.




Human Factors Evaluation of Immersive
Virtual Environments Technology

Richard A. May (Information Technologies)

John 8. Risch (International Environmental and Technology Assessments)

Daniel T. Donoheo (Medical Technologies)

Project Description

This project was initiated to study the potential of
emerging immersive virtual environments (also known as
virtual reality) technology for improving the understanding
of multidimensional scientific data. The goals of this
effort were threefold:

1. A critical analysis of the value-added of individual
components of immersive virtual environments systems
(e.g., six degree-of-freedom input devices and wide
field-of-view stereoscopic displays) for facilitating a
number of common data visualization, processing, and
analysis tasks.

2. The identification of areas of applicability of immersive
virtual environments technology for scientific data
analysis.

3. The development of human factors guidelines for
creating effective immersive interfaces for scientific
applications.

Technical Accomplishments
Technology Evaluation

This research represented the first project by the Pacific
Northwest National Laboratory immersive virtual
environments lab. The first priority was to integrate and
understand the immersive hardware to be used for this
project. This included the six-degree-of-freedom trackers,
input devices, and head-coupled visual displays. It
became obvious early on that the six-degree-of-freedom
input device supplied by the vendor would not meet our
needs. An input device was created using some off-the-
shelf technology, and staff augmented the device. This
new input device was then incorporated with the rest of
the equipment.

Because this was the first immersive project at the
Laboratory, significant effort was spent on consideration
of navigation, orientation, and interaction paradigms.
Initial investigations showed a severe weakness in existing
head tracking methodologies. Head tracking is the
mapping of head motion (position and orientation) into the

virtual environment. The simple approach used by most
immersive virtual environments researchers was not
satisfactory. Our solution was the development of a head
tracking model. This model has proved very effective and
is now incorporated in many of the other immersive
virtual environments projects under development in the
Laboratory.

Both the stratigraphic editor and earth visualization system
required importing geographic data from several sources.
Some of the more common data formats were selected for
use and data loaders were created. Different cartographic
projections were used by the various data formats. A
public domain cartographic projection software package
from USGS was used to convert the projects. Once the
data was loaded, routines were developed for registration
of the data. Both the earth visualization system and the
stratigraphic editor are meant as tools for scientific
research. This required us to retain a high degree of
accuracy. Care was taken to develop algorithms that
would ensure proper geographic referencing between the
topological and raster data.

For the stratigraphic editor, a non-uniform rational
b-splines (NURBS) library from the University of
Manchester was used. This provided the ability to
mathematically manipulate the NURBS equations used to
represent the strata. Our main task was the development
of methods to provide an immersive interface to the
NURBS library. Routines were developed to allow the
user to select, edit, and manipulate the NURBS surface.
To support usability tests of different interface paradigms,
several input and interaction modalities were created. A
significant amount of effort was spent on developing well
controlled and repeatable experiments for immersive
environment usability tests.

The earth visualization system was a more complex
problem. The shear volume of data required for this
system eliminated any possibility of using a brut force
approach. The first step was to reduce the amount of data
being processed. Simple subsampling of the terrain data
was not acceptable because it would not preserve '
geographic structures. To get around this limitation we
implemented existing algorithms that would preserve
geographic structures. We chose an algorithm that
focused on eliminating low frequency data. This method
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proved to be quite effective at reducing the volume of
data. Still this was not sufficient to maintain sufficient
frame rates.

Level-of-detail management was implemented to reduce
the number of polygons having to be rendered. Level of
detail is a technique for selecting areas of the display to
show at much lower detail. For a system such as this,
distant terrain was represented with much fewer polygons
than data near the user’s point of view. This, combined
with efficient data management schemes, helped to keep
system response time at an acceptable level.

Application of Immersive Vistual Environments to
Scientific Data Analysis

A number of tests were conducted in collaboration with
Pacific Northwest National Laboratory geoscientists to
develop effective techniques for interactively manipulating
surface models. Based upon these studies, it was
concluded that an editing approach utilizing NURBS for
surface modeling held.the most promise.

Subsequent work concentrated on the development and
evaluation of a rudimentary NURBS-based geologic
surface editing tool. The prototype software is capable of
loading surface models generated using commercial
geostatistical software, editing them by direct
manipulation, and writing out the modified models in their
original file format for subsequent processing. Editing of
models is accomplished by selecting subregions of the
model for modification, then interpolating a NURBS
surface through the data points within the selected region.
The NURBS surfaces can then be modified by
interactively repositioning the NURBS control points in
three-dimension using a six degree-of-freedom mouse.

On completion of editing, the height of the original
surface data postings in the region of interest is replaced
with the height of the NURBS surface at those locations.

The NURBS-based surface editor was evaluated by
EESC structural modeling experts using a number of
representative geologic data sets. Feedback from

the participating geoscientists led to a pumber of
modifications and enhancements to the original system.

Human Factors Analysis

In collaboration with Drs. Chris Wickens and Polly Baker
of the University of Illinois, a summary of the human
factors research literature as it relates to scientific
visualization in virtual environments was prepared. This
work built upon a review completed for the National
Science Foundation and provided preliminary guidance for
the development of the prototype applications for our own
empirical work. As was expected from our prior search
of this literature, there has not been sufficient research to
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develop a comprehensive set of guidelines to develop

-effective user interfaces in these environments. The

current research base does, however, provide suggestions
for the value of some of the salient features of virtual
environments. Among the more important conclusions
that can be drawn from the summary of the literature are

» stercographic display is only effective where there is a
paucity of other depth data

« integrative decisions are enhanced by three-dimensional
data display

* egocentric viewpoints lead to more accurate data
comparisons

¢ exocentric viewpoints generally result in better global
data interpretation and improved data search

e direct manipulation for data exploration is supported

» system responsiveness significantly affects user
performance; six to ten frames per second are
recommended at a minimum

* tools in virtual environments should be self-disclosing,
provide implicit control, and limit the number of
choices.

An unfortunate result of the current research base is that
it offers little specific guidance for the developer of
immersive virtual environmental applications.

To augment the available data and acquire human
performance data that were more directly applicable to
the scientific data analysis, several usability tests were
designed and conducted. These studies were designed
specifically to provide data to guide the development of
the prototype geological surface editor that was developed
in this research. Three experiments or usability tests
were conducted: two at Pacific Northwest National
Laboratory and one at the University of Illinois:

University of Illinois researchers conduced an experiment
to investigate the features of frame of reference, display
dimensionality, and stereopsis on user performance in a
scientific visualization task. The effects of immersion or
nonimmersion, the presence or absence of stereopsis in
the data display, and two- or three-dimensional data
presentation on selected scientific visualization tasks were
evaluated. Performance was measured across separate
scientific visualization tasks: search, travel, local
judgment support, and global judgment support.

The results of the experiment demonstrated several
tradeoffs related to the user’s frame of reference. The
first is that immersion disrupts a search for objects or data




in a three-dimensional environment. The data further
suggested that this search decrement is due to a key-hole
phenomena resulting from an inability to view the entire
data set. Travel in the environment, however, benefits
from immersion. This is partially due to a
correspondence between the axis of control and the
viewpoint leading to an ecological compatibility and
partially to salient motion cues in the environment. Lastly
it was found that local judgments are slightly faster when
the user was immersed in the environment, but recall of
the overall data configuration is much worse. These data
indicate that immersive virtual environments applications
require both immersive and nonimmersive views
dependent on the scientific visualization task that is being
performed.

" The most prominent effect in the experiment was found
in the dimensionality variable. The three-dimensional
representation of the data always leads to superior task
performance. This is an especially important result in
that it shows that immersive virtual environments has
the potential to reduce the cognitive burden involved

in integrating data observed in traditional display
environments and can lead to more effective searches
of scientific data.

Finally, the inclusion of stereopsis in the data display
resulted in only marginal improvement in task
performance. This result suggests that added
computational costs of stereographic display may

not be warranted in many situations.

The usability tests conducted in the Laboratory’s
immersive virtual environments lab focused on the basic
user interaction tasks that are required for a geoscientist to
effectively navigate and manipulate the data expected in a
geological surface editor. These human factors studies
investigated the input/output characteristics of the six-
degree-of-freedom input device used in our immersive
virtual environments laboratory, methods of interacting
with control points that can be used to interactively
manipulate three-dimensional surfaces, and the value of
providing stereopsis for the surface editing task.

Results of the first usability test assisted in optimizing the
input device used in the immersive virtual environments
lab and suggested the value of utilizing more dynamic
transfer functions for input devices in future applications.

The second usability test employed a synthetic surface
editing environment that was prototyped to test differences
in user performance in three-dimensional surface editing.
The test varied three different surface selection techniques
and two different display modes: monographic and
stereographic. In this test, these aspects of immersive
virtual environments were manipulated to understand their
effect on a user’s ability to directly manipulate a three-

dimensional data surface. Performance was measured in
terms of the task completion time and accuracy in
changing the shape of a test surface to match a reference
surface. This task was chosen because of its direct
applicability to the geosciences applications.

Results of this usability test demonstrated the value of
stereographic display to the three-dimensional surface
editing task. Surface matching performance was both
more accurate and faster with stereo when compared to
the monographic display. Additionally, proximity
methods of grasping objects in the environment resulted in
faster, but no less accurate surface manipulation when
compared to contact methods of object acquisition.

Conclusions
Technology Evaluation

There is significant promise for using immersive
technologies to analyze three-dimensional geological data.
Our initial efforts at a stratigraphic editor has drawn
interest from several geologists. NURBS proved to be an
effective prototyping tool for a stratigraphic editor but
lacks for overall usability in three-dimensional geological
structure editing. The forces at work in nature are not
properly represented by NURBS equations. The creation
of a mathematical model for representing the forces that
shape the earth’s crust need to be researched.

Usability testing is an important tool for understanding
immersive interfaces. The development of immersive
interfaces is a new research area and is complicated by
the fact that it attempts to make interactions with the
computer more “natural.” What may be natural to one
person may be not be natural to another. Usability testing
allows the developer to understand how a general
representation of users will interact with the system.
However, the creation of robust usability tests for
immersive interfaces can be difficult and time-consuming.
Sufficient time and resources must be allocated to the
task.

Application to Immersive Vistual Environments

Investigation of the application of immersive vistual
environments to scientific data analysis provided the -
following conclusions

s Increasing interactivity through the use of head-coupled
display systems and six degree-of-freedom hand
controllers, “mice” significantly improves
understanding of the forms of, and spatial
interrelationships among, the elements of three-
dimension geologic structural models.
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Stereopsis (stereo viewing) alone provided limited
value-added for improving understanding of
multidimensional phenomena, however, the use of
stereoscopic displays significantly improved the
performance of multidimensional manipulation tasks.

While the NURBS approach to geologic structural
model editing proved considerably more efficient than
existing techniques, it was less effective than expected.
A simpler approach involving direct manipulation of
model vertices via virtual “sculpting” tools is expected
to prove more efficient.

Immersive vistual environments systems are currently
far from a “plug and play” technology; considerable
work needs to be done before immersive vistual
environments technology can be used on a routine basis
for scientific applications. ‘

Laboratory Directed Research and Development - FY 1995

s The expense of immersive vistual environments
systems ($300K +) is currently only marginally
justified by their utility. System prices are expected to
decline by an order of magnitude within the next year,
however, enabling widespread application of the
technology in the near future.

Human Factors Analysis

The human factors research performed in this study
demonstrated that the manner in which the user interface
is developed can have a major impact on the effectiveness
and acceptability of applications developed using
immersive virtual environments. The research has
provided us with an understanding of the complexitities in
developing immersive virtual environment applications,
methods for testing design alternatives, and some initial
guidance for the developer of immersive virtual
environments. .




Information Systems Meta Data Investigation

James C. Brown (Information Technologies)

Project Description

During FY 1995, we developed a computerized meta-data
model that would adequately store and manage the meta-
data information necessary to provide the ability to store
the knowledge about information objects and to
automatically analyze, classify, and cluster contents of
multiple distributed heterogeneous information sources.
This research effort also defined the requirements for an
automated agent that would be able to examine data within
the source database tables and information files, as well as
the meta-data stored in the information system catalogs to
discover potential linkages. Data with similar domains
were also considered likely candidates for linkage and
integration. The agent’s discoveries were stored in the
meta-data storage mechanism for other computer
applications to access. Alternative structures of this meta-
data design were evaluated through a series of prototypes.

Technical Accomplishments

The specific objective outlined for this research effort
included the following: define a meta-data storage/
repository (MDR) structure to actively manage meta-data
associated with distributed heterogeneous databases and
information sources.

Most of the work being done by others falls into two
categories: 1) physical meta-data, and 2) data pedigree
and quality. The first category, physical meta-data, is an

~ overlap with the physical aspects that we are concerned
with. The focus of others has been on what is the
minimal set of information required to define a data
object. The primary purpose for this is to provide a
mechanism for accessing the information at a later time by

some application. We, also, are interested in this type of
meta-data. By reviewing what has been done in this area,
and combining that work with our own specific needs, we
have been able to create an initial definition for a meta-
data repository structure to store and manage meta-data.

We were able to locate few significant (or more mature)
efforts being done in the realm of semantic meta-data
management. Most of what has been done comes out of
the Microelectronics and Computer Technology
Corporation (MCC) Cyc efforts. The approach taken
there has been to feed information “facts” into the Cyc
system and to have it categorize and associate these facts
with others that have been previously ingested. The Cyc
effort has been a multiyear multimillion dollar effort that
has resulted in the definition of information categories and
methodologies for associating information facts amongst
themselves.

In our efforts, we are interested in using large structured
and unstructured information objects as the inputs for
developing semantic (content-based) linkages. Our
objective is to associate the information sources to each
other based on physical and semantic meta-data. This is
to enable users to search and retrieve more information
than what appears to be available when searching with
more limited capability tools. We do not intend for the
meta-data repository to be able to fill in gaps in
information or to infer additional information based

its “knowledge” of what is available.

In the work performed in FY 1995, we prototyped a
version of the meta-data object model. We populated the
model prototype with representative data to be able to test
its viability as a functioning component of a muiti-tiered
information architecture.
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Meta-Data User Shell

Information
Tools

' Meta-Data Browser
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Figure 1. The initial MDR design and process interconnectivity. In the work performed during -
FY 1995, we were able to prototype and demonstrate the viability of the meta-data user shell, meta-

data browser, meta-data repository, information gateway, and hand-off of information to another tool.
‘We were also able to develop search, collect, extract, and populate agent processes.
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Medical Imaging Three-Dimensional
Reconstruction and Visualization

Richard A. May (Information Technologies)
Randy W. Heiland (Computer and Information Sciences)

Project Description

The objective of this project was to develop proof-of-
concept techniques and algorithms for real-time,
immersive visualization and interaction with volumetric
data. Goals for this project include

¢ develop new capability in medical data visualization

¢ build on Pacific Northwest National Laboratory’s core
capability of scientific visualization

¢ create more intuitive interfaces for medical data
analysis.

Technical Accomplishments

The original approach was to develop editing techniques
for both polygonal data and volumetric data. These
-techniques would be developed in a three-dimensional
immersive environment to investigate the usability and
effectiveness of immersive technologies for this
application. An SGI Onyx computer was used for the
research but we wanted to focus on developing a system
that could run on a desktop system.

An initial investigation into data segmentation and
registration showed that incorporating polygonal data was
beyond the scope of this project. Furthermore,
discussions with medical professionals brought into
question the usefulness of this approach. Our focus then
turned to solving the problem of developing a real-time
editing system for volumetric data only. We identified

. two potential public domain volume renderers, Volren
from Silicon Graphics Inc. and the VolPack library from
Stanford University. Volren was significantly faster but
suffered from two serious drawbacks: 1) it is an end user
application and extracting the volume rendering-specific
code would have been an involved task; and 2) more
importantly, the Volren algorithms are dependent on the
SGI Reality Engine II hardware. Porting a system
generated from the Volren routines would be quite
difficult. The VolPack library, on the other hand, does
not suffer from either of these problems. It is a more
general-purpose volume rendering software library and,
with minor modifications, was well-suited for our project.

The final key aspect of our approach was researching
innovative immersive interfaces. The problem of real-
time three-dimensional volumetric editing is inherently
complex. Immersive technologies hold the potential to
provide a more intuitive and natural interface.

There were several accomplishments made during the
development of these techniques and algorithms.

Volumetric data was collected from several sources for
testing. Dr. Chris Macedonia, an OB/GYN at Madigan
Army Medical Center, provided us with fetal ultrasound
datasets. Ultrasonic data from a breast phantom was
obtained from a Battelle project. CT and magnetic
resonance imaging data were obtained from the Visible
Human project, a high-resolution digital dataset of the
entire human body, available on the Internet through the
National Institutes of Health National Library of
Medicine.

The initial immersive interface design incorporates head
tracking to control data orientation and uses a three-
dimensional mouse for data selection. This interface
represents the first effort at the Laboratory to design an
effective immersive interface for a specific application.
With the end goal of using these techniques on a desktop
system, cost of the immersive technology was an
important issue. We used low-cost displays and input
devices for development where possible.

Due to the complexity of volumetric medical data, it was
important to incorporate stereoscopic imaging. The
proof-of-concept system uses the Virtual I/O I-glasses! as
the display device. The I-glasses! support stereoscopic
imaging by taking advantage of NTSC interlacing. We
utilize this capability by generating a stereo pair, inter-
lacing the images, and sending this combined image to the
display. This represents a new visualization technique.

Deletion of user selected subvolumes of the volumetric
data set was implemented. This initial functionality
demonstrates the ability to interactively edit volumetric
data in an immersive environment. Interactive editing of
volumetric data is a new area of research. As general
computer processor power increases, volumetric
rendering will play a much more prominent role in
scientific visualization. This research is allowing us to
gain expertise in this emerging field.
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Molecular Visualization on Parallel Computers

Randy W. Heiland (Computer and Information Sciences)

Project Description

Scientific visualization plays a key discovery and analysis
role in many scientific application domains. This work
targets those applications that require visualization
performance beyond the capabilities of standard tools.

For example, for a computer simulation, one might want
to visually verify that an iterative calculation of a

" particular three-dimensional scalar field is progressing
normally. Often, one may need such visualizations to be
quickly computed so that interactive viewing is possible.

The objective of this project was to develop parallel
visualization software, i.c., software that will run
concurrently on multiple processors, for the display of a
range of three-dimensional molecular datasets. The
primary reason for writing such software is to speed up
computationally intensive rendering (display) algorithms.

Technical Accomplishments

There are two classes of rendering algorithms associated
with three-dimensional scalar data: surface-rendering and
volume-rendering. A common example of a surface-
rendering algorithm is one that displays an isosurface,
i.e., a surface of constant value, within the three-
dimensional data. This technique generates (potentially)
hundreds of thousands of polygonal facets that need to be
rendered as two-dimensional pixels onto the computer
screen. A parallel algorithm using the Global Arrays
toolkit was implemented-in 1994 to display such a
polygonal dataset.
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The focus of this project during FY 1995 was on volume-
rendering a three-dimensional dataset. A volume-
renderer, unlike a surface-renderer, attempts to display
the entire three-dimensional field. It does this by
generating a translucent image that combines certain user-
specified structure(s) within the data as opaque and
surrounding structure(s) as semitransparent. Such an
algorithm is computationally intensive and, thus, a good
candidate for parallelization.

The primary progress made this year is summarized as
follows:

¢ developed project direction with colleagues in parallel
rendering :

s obtained prototype parallel volume-rendering software

¢ developed advanced prototype using an emerging
“standard” parallel message-passing language (MPI)

o defined and developed molecular orbital visualization
application.

Publication

R.J. Littlefield, R.W. Heiland, and C. Macedonia.

“Virtual Reality Volumetric Display Techniques for
Three-Dimensional Medical Ultrasound.” This paper

* (published on the World Wide Web) demonstrates the use

of volume rendering for three-dimensional medical
datasets.




Neural Network Data Processing for Sensor Applications

Richard T. Kouzes and Paul E. Keller (Computing and Information Sciences)

Project Description

The objective of this project was to demonstrate the
potential data processing capabilities of artificial neural
networks in sensing applications. This effort concentrated
on the problem of identifying objects (e.g., contaminants)
in the environment from their sensor signatures. This
work involved the development of neural network
techniques for automated sensing applications and an
evaluation of whether the neural network approach is
beneficial to these applications.

Technical Accomplishments

The Laboratory is actively engaged in chemical sensing
technology (sensors, spectrometers, etc.). The quantity
and complexity of the data collected by these sensing
systems can make conventional analysis of the data
difficult. Artificial neural network (ANN) techniques can
be used to automate analysis and to analyze data in real-
time, significantly reducing the amount of human
intervention required with many sensor and spectroscopic
analysis methods. Improving sensor and spectroscopic
analysis techniques could benefit several programs at the
Laboratory. In addition, development of artificial neural
network techniques for sensing systems complements our
current work in environmental sensing technology.

While most areas in sensing technology are mature, the
application of artificial neural network technology to real-
world problems is relatively new. An artificial neural
network is a computing architecture derived from a
rudimentary model of the brain. It is basically an
information processing paradigm composed of a large
number of highly interconnected processing elements
(neurons) working in unison to solve specific problems
and can be implemented in either hardware or software.
Artificial neural networks are generally used in pattern
recognition, prediction, modeling, decision making, and
optimization. One application of this technology is the
recognition and identification of the chemical composition
of a vapor. Sensor arrays coupled with artificial neural
networks that perform automated chemical classification
are often referred to as artificial or electronic noses.
Several applications of this kind include food quality
control, environmental monitoring, and medical diagnostic
aides. The artificial neural network models we have used

in this project include the backpropagation algorithm,
fuzzy ARTMAP, optimal linear associative memory, and
linear perceptron.

Evaluation of these techniques consists of collecting data
from sensor systems presented with known analytes
(i.e., chemical vapors, chemical dyes, isotopes) and
mixtures of analytes, training the artificial neural
networks to identify these analytes, and then testing the
artificial neural networks on additional data sets of
analytes and mixtures with known compositions.

During FY 1994, we designed and built a prototype
electronic nose from an array of 10 tin-oxide sensors, data
acquisition system, computer, and artificial neural
network software. This prototype was trained for
chemical vapor recognition and was tested on eight
common household and office supply chemicals. Also,
the application of artificial neural network techniques to
radioactive isotope identification was explored. In this
application, the artificial neural network was trained to
identify the isotopic composition of radiological
contaminants. We implemented the optimal linear
associative memory artificial neural network in software
and trained it with gamma-ray spectral data provided by
Westinghouse Hanford Company. The artificial neural
network was successfully tested with gamma-ray spectra
of eight radioactive isotopes along with mixtures of these
isotopes.

In FY 1995, we concentrated on the development

of artificial neural network techniques for analyzing
chemical sensor data. Techniques were developed

for simultaneously identifying multiple analytes with

the prototype electronic nose by using both the
backpropagation artificial neural network algorithm

and the fuzzy ARTMAP ANN algorithm. As part of this
effort, we developed a tool for building and testing fuzzy
ARTMAP ANNs. Both artificial neural network
techniques were used with the electronic nose and were
tested on mixtures of chemical vapors with very similar
results. In most cases, both artificial neural network
techniques were able to correctly identify the components
in the mixture. When applying artificial neural networks
to sensor analysis, one must stress that artificial neural
networks produce a qualitative result. In the case of
mixture identification, the artificial neural networks were
trained to identify the presence or absence of known
analytes, not their concentrations.
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In early FY 1995, we extended our FY 1994 work on the
application of artificial neural networks in nuclear
spectroscopy. We implemented the linear perceptron
artificial neural network and compared it to the FY 1994
work with the optimal linear associative memory
(OLAM). We concluded that the OLAM approach was
superior over the linear perceptron for this application.

One of the objectives of this project was to identify and
evaluate applications of artificial neural network
technology to DOE missions. As part of this effort, we
hosted the Workshop on Environmental and Energy
Applications of Neural Networks at the Laboratory on
March 29-31, 1995, which was cosponsored by this
LDRD project. Approximately 75 participants from DOE
national labs (Pacific Northwest National Laboratory,
Idaho National Engineering Laboratory, Sandia National
Laboratory), DOE Hanford Site contractors, universities
involved with DOE projects and laboratories, industry
involved in DOE related mission areas, and other Battelle
facilities (Columbus, Ft. Lewis) attended and discussed
applications of artificial neural networks to environmental,
energy, and medical technology.

As part of our effort to develop collaborative efforts with
the outside world and to provide an informal level of peer
review, we continued to maintain a World Wide Web
(WWW) server on the field of artificial neural networks.
This server contains descriptions of our work, associated
papers, tutorial information about artificial neural network
technology, and hypertext links to other groups perform-
ing similar research around the world. This site can be
viewed by any individual on the internet through a World
Wide Web client such as Netscape, Mosaic, or Lynx and
has been visited by 400 to 600 people a week. It appears
to be the most comprehensive World Wide Web site on
the field of neural networks. From this World Wide Web
site, we have established many contacts and have had
several interactions with the people browsing our site.

Publications

P.E. Keller, L.J. Kangas, G.L. Troyer, R.T. Kouzes, and
S. Hashem. 1995. “Nuclear Spectral Analysis via
Artificial Neural Networks for Waste Handling
Applications.” IEEE Transactions on Nuclear Science 42,
709-715. "
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P.E. Keller, R.T. Kouzes, L.J. Kangas, and S. Hashem.
1995. “Transmission of Olfactory Information for
Telemedicine.” Interactive Technology and the New
Paradigm for Healthcare, K. Morgan, R.M. Satava,
H.B. Sieburg, R. Matteus, and J.P. Christensen (Eds),
10S Press and Ohmsha, Amsterdam, chapter 27,

pp. 168-172.

Presentations

'P.E. Keller, R.T. Kouzes, L.J. Kangas, and S. Hashem.

1995. “Electronic Noses for TeleMedicine.” Advanced
Technology Applications to Combat Casualty Care
Workshop, May 17-18, Silver Spring, Maryland.

S. Hashem, P.E. Keller, R.T. Kouzes, and L.J. Kangas.
1995. “Neural Network Based Data Analysis for
Chemica! Sensor Analysis.” SPIE AeroSense ‘95
Conference, April 17-21, Orlando, Florida.

P.E. Keller, L.J. Kangas, G.L. Troyer, S. Hashem, and
R.T. Kouzes. 1995. “Neural Networks for Nuclear
Spectroscopy.” Workshop on Environmental and Energy
Applications of Neural Networks, March 30-31, Richland,
Washington.

S. Hashem, P.E. Keller, R.T. Kouzes, and L.J. Kangas.
1995. “Electronic Noses and Their Applications in
Environmental Monitoring.” Workshop on
Environmental and Energy Applications of Neural
Networks, March 30-31, Richland, Washington.

P.E. Keller, R.T. Kouzes, L.J. Kangas, and S. Hashem.
1995. “Transmission of Olfactory Information for
Telemedicine.” Medicine Meets Virtual Reality III,
January 19-22, San Diego, California.

P.E. Keller and R.T. Kouzes. 1994. “Gamma Spectral
Analysis via Neural Networks.” IEEE Nuclear Science
Symposium (NSS’94), October 30 - November 5,
Norfolk, Virginia.




Parallel TEMPEST®

Donald S. Trent (Information Technologies)

Project Description

The objective of this project was to produce a usable
parallel version of the TEMPEST code. We debugged,
documented, optimized, and verified the parallel version
of TEMPEST using a number of three-dimensional test
problems. A parallel TEMPEST code would improve the
accuracy of the computational models by allowing the user
to increase the resolution of the simulations, as well as
decrease the time needed to solve problems by allowing
more processors to work on different parts of the problem
simultaneously.

Technical Accomplishments

Numerical predictions of complex three-dimensional
thermal-hydraulics processes are now a standard tool for
mechanical and process design engineers. Although
computational simulations are far less expensive than
full-scale testing, the costs remain substantial to develop
fast and robust numerical solutions methods. With the
appearance of commercially available and affordable
massively parallel computers, network of workstations and
modest size symmetric multiprocessors, there is a need to
develop scalable parallel algorithms to simulate large and
complex problems and to take advantage of parallel
processors with non-uniform memory access patterns and
relatively large communication latencies.

Parallel TEMPEST was developed in 1993-1995 using the
message passing model of parallel programming.
Communication packages TCGMSG or MPI are used for
interprocessor communication. A non-symmetric iterative
linear equation solver, BiCGStab, and a hybrid iterative
Krylov solver were implemented to speed up the solution
of the pressure equation and the heat equation on problems
using more than one processor. . Using one processor, the
original TEMPEST solution algorithm was more than

50 percent faster than the new algorithm. The new
algorithm is more scalable. Using Argonne National
Laboratory’s 128 processor SP-1, we were able to achieve
a speedup of more than 68 using the new algorithm on a
three-dimensional thermal convection problem with
702,000 grid points.
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Figure 1. Speedup for thermal convection simulation of a horizontal
cylindrical tank using 200,000, 500,000 and 702,000 grid points.

In real terms this means that we can solve this probiem
38 times faster than is currently possible using the fastest
serial version on an IBM RS6000/370 workstation. On
the Laboratory’s eight-processor SGI Power Challenge,
we were able to achieve a speedup of 3.8 over the fastest
serial version on that machine.

Problems using less than 50,000 grid points cannot
achieve the same rate of performance because the latency
of interprocessor communication quickly diminishes any
advantage of performing arithmetic in parallel. More
work is required to improve this situation.

Publication
G. Fann and D.S. Trent. “Performance of a Parallel

CFD Code TEMPEST.” Accepted for Proceedings of
High Performance Computing 1996.

(a) This project was a task under the project formerly entitled, “Coniputational Modeling of Complex Physical Systems.”
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Subsurface Transport in Heterogeneous Materials®

Steven B. Yabusaki (Hydrology)

Project Description

The objective of this project was to use the large memory
and high performance of massively parallel processing
computers to investigate new theories defining the
relationship between spatial heterogeneity of physical
properties and solute transport. High performance
computational tools and advanced visualization techniques
were developed to model ultrahigh resolution fluid
behavior in saturated, heterogeneous porous media.
Efficient parallel algorithms for fluid flow and transport
were developed to perform numerical experiments on a
realistically complex synthesized geologic data set from
the Aquifer Heterogeneity Identification project. This
numerical testbed allowed us to evaluate a variety of
upscaling techniques and determine the conditions for
useful application.

This project consisted of the following activities:

o Algorithms were developed for a massively parallel
processing computer to simulate flow and advective
transport through saturated, heterogeneous (discontinu-
ous and anisotropic), three-dimensional, porous media.
These algorithms accounted for the specification of
unique, fully three-dimensional, second rank tensors
for the conductivity at each grid cell; and advective
transport of particles released into the system.

o These algorithms were applied to ultrahigh resolution
(millions of grid cells) synthetic data sets.

¢ Visualization techniques were developed to resolve the

fine details of the flow through complex, high-contrast
material properties in three-dimensions.

Technical Accomplishments

Scientific Results

¢ Identified permeability scaling behavior in geologically
complex groundwater systems

¢ identified shortcomings of standard modeling
approaches

¢ identified the sensitivity of scaling index to the
particular metric being observed (i.e., flow, velocity,
travel time, transport, early and late arrivals).

¢ the flow and transport algorithms were incorporated
into an evaluation of a stochastic convective reactive
transport method.

Codes

¢ Massively parallel flow model uses 16,777,216 grid
cells of resolution

¢ semianalytical particle advection code accurately tracks
massless particles.

Publications

S.B. Yabusaki. 1995. First Pacific Northwest National
Laboratory technical article placed on a public web server
(http://etd.pnl.gov:2080), World Wide Web.

S.B. Yabusaki. “Scaling of Flow and Transport Behavior
in Groundwater Systems.” Research results compiled for
publication in a special visualization edition of the journal,
Advances in Water Resources.

S.B. Yabusaki. “Multidimensional, Multicomponent,
Subsurface Reactive Transport in Nonuniform Velocity
Fields: Code Verification Using an Advective Reactive
Streamtube Approach,” Water Resources Research
(submitted). .

Presentations

S.B. Yabusaki, C.I. Steefel, and B.D. Wood. 1995.
“Assessing the Accuracy of Multicomponent Reactive
Transport Models in Nonuniform Flow Fields with an
Advective Reactive Streamtube Approach.” Geological
Society of America Annual Meeting, November 6-9, New
Orleans, Louisiana.

S.B. Yabusaki, C.I. Steefel, and B.D. Wood. 1995.
“Multicomponent Geochemical Transport in Complex
Groundwater Systems: Verification using Stochastic-
Convective Reactive Transport.” 3rd SIAM Conference
on Mathematical and Computational Issues in the
Geosciences on February 8-10, San Antonio, Texas.

() Project was a task under the project formerly entitled, “Computational Modeling of Complex Physical Systems.”
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Industrial Modeling Expert

Joseph M. Roop (Technology Systems and Analysis)

Project Description

The objective of this project was to acquire, refine, and
calibrate an energy demand/environmental emissions
model of the U.S. industrial sector. We proposed to
acquire the Canadian Industrial Model (the Industrial
Sector Technology Use Model [ISTUM-I]) from
researchers at Simon Fraser University in British
Columbia, who have been working with the model for a
decade. The refinements proposed were modest: to
organize the industries along U.S. industry lines and to
make such improvements as necessary to reflect the
current status of domestic industry. We renamed the
model the Industrial Technology and Energy Modeling
System (ITEMS), to differentiate this model from several
variations of ISTUM. :

Technical Accomplishments

This project was organized to provide the Pacific
Northwest National Laboratory with an operational energy
end-use model of the industrial sector. Having such a
mode! would allow the Laboratory to perform the
technology analysis that would employ an operational
model that allows for the investigation of alternative
technological substitutions. Moreover, this tool will come
at modest expense because it borrows from substantial
work already done.

Over the past several years, the need for a model, such as
ITEMS, has become apparent to those working in the area
of industrial energy. Efforts to reinvent government
suggest that metrics of performance be defined for work
ongoing at the Department of Energy and other federal
agencies. These efforts require tools to analyze how
industry may adopt more efficient technologies developed
by joint efforts of government and industry. Especially
important was the need for a tool to investigate how firms
purchase more energy-efficient equipment or retrofit to
make energy more productive. And, there is also a need
for a tool that can explore these implications for their
policy consequences.

With these needs in mind, work on the six steps of the
project began in October 1994, with a visit to Simon
Fraser University in Burnaby, British Columbia. For
nearly a week, John Nyboer trained three Laboratory staff
members and a temporary staff member from the
University of Washington.

The model was organized into 11 modules, one for each
of the following eight industries: food processing; wood
products; pulp and paper; chemicals; petroleum refining;
stone, clay and glass; iron and steel; and other primary
metals; and three modules that combined industries;
fabricated metals and equipment (SICs 34-37), other
manufacturing, and nonmanufacturing industry. ITEMS
modules were constructed for food processing and the
three combined industries. The other seven modules were
modified (quite extensively) from Canadian modules.
Then each of these modules was calibrated to Model
Energy Code data.

The technology demonstration cases were selected based
on conversations with staff working to provide technical
information about projects under way at DOE’s Office of
Industrial Technologies. Three technologies were selected
that are currently under development for the pulp and
paper industry. AQ pulping catalysts, black liquor
gasification, and impulse drying of paper. The character-
ization of these technologies was used to embed them into
the pulp and paper module of ITEMS. Then the model
was simulated to determine the penetration of these
technologies and what effect their adoption might have on
energy use. Of these three cases, the model suggested
that one technology would penetrate rapidly; one would
capture a share of the market under very favorable pay-
back assumptions, but much higher operations and
maintenance costs precluded it dominating the market.
The third technology, based on the limited character-
ization, could not overcome much higher capital costs
unless very long payback periods were assumed.

Presentations

J.M. Roop. 1995. “ITEMS: Introduction and
Overview.” Presented to OIT and Invited Guests, May,
Washington, D.C.

S.L. Freeman. 1995. “ITEMS: Industrial Technology
and Energy Modeling System.” Presented as a Poster
Session, ACEEE Summer Study on Industrial Energy
Efficiency, August, Grand Island, New York.

J.M. Roop. 1995. “ITEMS: Industrial Technology and

Energy Modeling System.” Seminar presentation at the
Surrey Energy Economics Centre, October, Gilford, U.K.
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Microscale Freeform Fabrication Using Electron-Beam Curing

Brian K. Paul (Technology, Planning and Analysis)

Project Description

Current competitive trends in the manufacturing industry
point to future requirements for rapid product
development. Manufacturing rapid prototyping
technology is positioned as an enabling technology for
rapid product development involving the physical
fabrication of prototypes (first built models) directly from
computer-aided design files. The most revolutionary of
these technologies are solid freeform fabrication
technologies which are additive processes that build up
mechanical part prototypes one thin layer at a time.

The goal of this project was to develop a capability in
solid freeform fabrication research and development to
meet needs for rapid, highly flexible manufacturing
technologies. The low-cost, no setup time, one of a kind,
ability of solid freeform fabrication to generate parts
directly from CAD/CALS files with no tooling is
transformational technology. Present solid freeform
fabrication techniques are based in simple laser scan
polymertization techniques. Research was developed to
extend the concept to more practical engineering materials
and more precise technologies.

This technology base is the next generation of what the
defense industrial base and industry have been trying to
develop for low volume weapons systems, spares, and

maintenance. The ability to take a CALS file and produce

a part to order rapidly can have tremendous cost savings
impacts in the defense industrial and logistics
infrastructure where low volume, long lead spare parts
and tooling are a problem.

One of the greatest impacts on cycle time in most
production operations in discrete manufacturing is the
creation of tooling for short runs of limited life cycle
products, especially those based on high technology and/or
rapidly evolving technologies. If the materials usable for
the solid freeform fabrication technique are extendable to
metals, ceramics, and other materials capable of being
used as forming, molding, or casting tooling, solid
freeform fabrication could become a national competitive
advantage for the next century.
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Technical Accomplishments

Results from a survey of solid freeform fabrication
literature revealed that solid freeform fabrication
industrial applications are flourishing. Combined,
revenues generated by the industries currently served by
solid freeform fabrication technology exceed a trillion
dollars per year. And, the future looks even brighter.
Current wisdom sees solid freeform fabrication
applications evolving from rapid prototyping to rapid
fabrication in part due to the rapid progression of virtual
reality-based product development technology.
Applications such as rapid fabrication of stamping,
forming, and molding dies; rapid development and market
testing of new products; and microfabrication of three-
dimensional parts each have the potential to transform
industry and society.

While the future of solid freeform fabrication technology
looks promising, fewer than 70 outlets exist in the United
States for accessing this technology and only one exists in
the Pacific Northwest. A survey of over 20 solid
freeform fabrication technologies shows that the
technology is currently capital intensive lacking the
dimensional accuracy, build speed, surface finish, and
mechanical properties to satisfy these future expectations.
As a result, technology development is needed to
overcome these limitations and speed the proliferation of
solid freeform fabrication applications in industry.

In this project, efforts were first made to study current
solid freeform fabrication processes in order to determine
the causes of current limitations. Several new process
concepts were identified each with large market

potentials. In particular, process development was
initiated for developing the freeform fabrication of
high-density ceramic parts. This technology was based on
a drop-gelation method of binding ceramic powder for
sintering and densification. Continued effort has sought to
verify the existence of new markets, develop this concept,
and facilitate the deployment of new rapid prototyping
process concepts. )
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B.K. Paul and C.O. Ruud. 1995. “Rapid Prototyping
and Freeform Fabrication.” in (Ed.) B. Wang, Integrated
Product, Process and Enterprise Design, Chapman

& Hall.

L.O. Levine and B.K. Paul. 1995. “Implementing
Technology to Enhance Your Agility.” in (Eds.)

L.O. Levine and J. Montgomery, Transition to Agile
Manufacturing: A Handbook for Small to Medium-Sized
Manufacturing Firms, American Society for Quality
‘Control.

B.K. Paul and S. Baskaran. “A Review of Particulate
Materials Processing in Additive Freeform Fabrication.
Reviews in Particulate Materials. (in process).
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Presentation

B.K. Paul and S. Baskara. “A Review of Additive
Freeform Fabrication Techniques for the Production of
Metal and Ceramic Tooling.” Twelfth International
Conference on Computer-Aided Production Engineering,
August 5-7, 1995, Cookeville, Tennessee.
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Solid Freeform Fabrication of Ceramic Membranes

Suresh Baskaran and Gordon L. Graff (Materials Sciences)

Project Description

Solid freeform fabrication is the machine capability to

* convert virtual objects, such as in a computer-aided design
file, to solid objects without part-specific tooling. In solid
freeform fabrication, a computer-aided design model is
electronically sectioned into layers and the data
transmitted to a solid freeform fabrication machine which
then builds the component using a sequential, layered, or
lithographic approach. Solid freeform fabrication
technology is currently used for rapid prototyping, for
short-run production, for mold/die making, and has the
potential to significantly impact manufacturing. Some
solid freeform fabrication technologies can also be used to
create unique single-component designs, such as parts
with internal holes or unmachineable slots.

Introduction

There are many solid freeform fabrication processes, but
only a few are suitable for fabricating dense structural
ceramics. From an assessment of ceramic solid freeform
fabrication processes in September 1994, the following
needs were identified. A new or improved solid freeform
fabrication process 1) must be able to fabricate
components with important structural ceramic materials
including alumina, zireonia, and silicon nitride (silicon
nitride, in particular, is commercially important and
strategically significant); 2) requires no secondary
pressing or lamination operation which limits shape
complexity; 3) must have the capability to form
inaccessible holes/unmachineable slots; and 4) should be
environmentally benign without any binder handling and
removal issues.

Based on these needs, Pacific Northwest National
Laboratory initiated this project to investigate the use of
chemical drop-gelation on slurry layers to fabricate
ceramic components.

Ceramic powder slurries containing polysaccharide
alginate binders were gelled by interaction with
multivalent cations, particularly calcium. Ceramic
slurries were then prepared with high solids (powder)
loading. In a manner similar to three-dimensional ink jet
printing of binder droplets on a dry powder bed, localized
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gelation in selected areas of a slurry layer was caused by -
impact of droplets of a salt solution. Samples were
fabricated by repeatedly applying and gelling layers of the
slurry. The gelled part was finally removed from the
slurry, washed to remove impurity ions, dried, and
sintered.

Technical ‘Accomplishments

The aqueous chemistry of alumina suspensions has been
well studied, so the slurry-gelation approach was
investigated with the alumina system. After initial
alumina slurry development, the process approach was
demonstrated using simple equipment. The slurry was
leveled with a metal straight-edge to form thin layers, and
calcium salt solution sprayed from an airbrush through a
square stencil. Layer-to-layer bonding, and coalescence
of gelled regions in the horizontal plane were
demonstrated. High density alumina slabs were fabricated
by sintering. Sintered layer thicknesses down to 80 xm
(=0.003 inch) were formed. In sections up to 8 mm
thickness, no impurity contamination from the gelling
process was detectible by the SEM/EDS analytical
technique. The ability to form an unmachinable slot in a
dense ceramic was also shown. A sintered three-walled
alumina structure with an inaccessible hole in the center
wall was fabricated using three different stencils.

The results indicate that, with appropriate shurry
development, the process could be extended to zirconia,
silicon nitride, and other ceramic powders. The wet
strength of gelled slurries appears to be adequate, with
further improvements possible by optimizing the binder
molecular weight and amount and concentration of gelling
agent. With advanced machine development, this solid
freeform fabrication method can potentially be used to
fabricate useful engineering ceramic components with the
necessary dimensional control, surface finish, and
mechanical properties.

Experiments were also conducted to investigate extrusion
freeform fabrication of ceramics using a thermally gelling
polysaccharide (agar) binder. Dense alumina was
demonstrated by thermal drop-gelation of concentrated
alumina slurries containing agar.
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Ecological,Modelihg of Regional Responses to Global Change

Edward J. Rykiel, Jr. (Global Environmental Change)

Project Description

The objective of this project was to develop a strategy for
building a unifying perspective at Pacific Northwest
National Laboratory for understanding biogeophysical
processes governing earth systems. Such an
understanding is essential for evaluating questions of
ecosystem vulnerability to land use and climate changes,
and of sustainability of ecosystem stability, productivity,
and diversity. The principal motivation is the need to link
ecological, hydrological, and climate change research
because 1) ecological processes determine the biosphere
response to and interaction with the hydrologic and
atmospheric systems; 2) current models do not simulate
responses to global change that involve ecological state
changes such as shifts from grassland to desert (i.e.,
ecological phase transition models), nor do they simulate
the dynamics of change from one ecosystem type to
another; 3) new species mixes are likely to come into
existence as a consequence of both alien species
introductions and climate change; 4) in current models, no
feedbacks occur among the atmospheric, hydrologic, and
ecosystem components (€.g., changes in ecosystem type
do not affect streamflow or climate); and 5) national
energy policies will inevitably create the need for
evaluations at the ecosystem, regional, national, and
global scales.

The project has three basic components

1. Research into new theoretical approaches for
understanding and predicting ecological responses to
global change.

2. Development of one or more process-level models that
integrate ecological, hydrological, atmospheric, and
human systems to simulate regional responses to global

- change.

3. Development of reduced-form models and their
application to hypothetical policy decision making
related to ecosystem vulnerability and sustainability.

The model integration research will be conducted in the
context of developing a prototype global change
workstation (information system) to visualize simulation
of local, regional, and global dynamics. It is expected
that this work will result in the development of ecological
process modules and integration within the set of earth

systems models being developed and linked for global
change studies at the Laboratory; a strategy to deal with
spatial and temporal linkages to other modules in the earth
systems model set for scaling up or down; and obtaining
or accessing the necessary databases for model
parameterization. Our focus areas were the Pacific
Northwest region and the Yakima River watershed.

Technical Accomplishments

Initial work focused on linking the Pacific Northwest
National Laboratory regional climate model to the
Laboratory’s watershed model. This linkage was
successfully accomplished, but revealed several areas
where compatibilities between the two models could be
improved. These areas included inconsistencies in
vegetation parameterizations between the two models and
lack of a subgrid parameterization for vegetation with
respect to elevation in the climate model.

The problem of simulating earth system behavior at
multiple spatial and temporal scales remains intractable
because of computational constraints. Consequently, we
have focused on developing a strategy for integrating
models at scales appropriate to a particular problem
domain. The computational system must, therefore,
contain a model base as well as a database. The difficulty
with this approach is that model inputs and outputs must
be matched with a minimum of user intervention. We are
examining automated systems to facilitate this
development.

The problem of multiple spatial and temporal scales in
global change research has been recognized as a
significant stumbling block in forecasting ecosystem
responses. We set out to develop a visualization system
with the capability of displaying data and simulation
results at any spatial scale from global to local. This
work has focused on a terrain modeling scheme which is
now operational and ready to accept geographic data.
Although the visualization system is still in a prototype
development stage, the U.S. Army has funded additional
development work on a specific application to port the
terrain modeling software to specially equipped personal
computers to assist in field training activities. This
application is an unanticipated spin-off of the terrain
modeling activity and demonstrates that the uses of basic
research are often impossible to predict. .
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Although sophisticated simulation models are useful tools
for assessing the implications of global climate change,
theoretical advances may also provide significant insights
into ecosystem behavior. We are examining the theory of
ecological phase transitions to determine if it can provide
clues to ecosystem responses to land use and climate
changes. We have developed examples of ecosystem
behavior that can be characterized as phase transitions,
and we are examining the relationship of phase transitions
to ecosystem vulnerability to change and the resulting
implications for ecosystem sustainability and management.

Publications

E.J. Rykiel Jr. “Testing Ecological Models: The
Meaning of Validation.” Ecological Modelling (in press).

M.S. Wigmosta, L.R. Leung, and E.J. Rykiel. “Regional

Modeling of Climate-Terrestrial Ecosystem Interactions.”
J. Biogeography (in press).
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Function of Latitude and Day of Year.” Ecological
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J.S. Risch and E.J. Rykiel. 1995. “Multiresolution
Terrain Modelling for Coupled Simulation, Data
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Geosphere-Biosphere Program, September 25-29,
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Optimal Decision-Making for Water Resource Management

Lance W. Vail (Hydrolngy)

Project Description

The objective of this project was to develop and demon-
strate an integrated framework for management of water
resources. The framework was to provide a mechanism
whereby a set of existing numerical models could be

linked in a manner to provide a thorough understanding of

the tradeoffs involved in managing water resource systems
for multiple objectives. Such objectives might include
improving fish habitat, increasing hydropower production,
increasing the likelihood that irrigation demands are
satisfied, and reducing the likelihood of flooding. The
output from such a framework was to provide both
decision makers and stakeholders with adequate
information for making informed decisions regarding
managing water resources.

Technical Accomplishments

Reservoir operating rules define the magnitude and
schedule of reservoir releases under a variety of different
conditions (e.g., a high-water year versus a low-water
year; full reservoirs versus empty reservoirs). Water
resource managers attempt to define reservoir operating
rules that balance the conflicting objectives of the water
system. Additionally, the lack of reliable long-term
weather predictions requires the water resource manager
must select operating rules that are likely to perform
satisfactorily under a variety of climate conditions.

During FY 1995, we developed a framework that can be

- used to define the noninferior (optimal in a multiple
objective sense) set of tradeoffs between multiple
objectives and the reservoir operating rules that are
associated with specific tradeoff decisions. A numerical
search procedure based on the mechanics of natural

- selection and natural genetics called ‘genetic algorithms’

. was extended from considering only a single objective to a
‘Pareto genetic algorithm’ that can consider multiple
objectives simultaneously. A Pareto genetic algorithm can
further capitalize on the parallel nature of genetic
algorithms for improved computational efficiency.

Within this new integrated framework, the Pareto genetic
algorithm defines the reservoir operating rules and a
system response module composed of a variety of
numerical models of physical and biological systems and
evaluates the performance of the selected operating rules
for an extended record of unregulated inflows. This
extended inflow record provides a long enough period
(often hundreds of years) to develop an adequate sample
on which to estimate statistical performance measures for
each of the objectives. The extended inflow record is
developed by synthetically extending historical records
employing time-series analysis methods frequently used in
hydrologic sciences. The extended inflow records are
translated via the reservoir operating rules into reservoir
elevations and stream flows. The reservoir elevations and
stream flows provide the input required to drive the
models of the physical and biological systems.

To demonstrate this framework, the Shasta-Trinity system
in the Central Valley of California was considered.
Hydropower production, stream temperature, and flood
control were the three objectives considered. Cooler
water from the Trinity River is transferred into the
Sacramento River through a series of tunnels. This cooler
water improves the habitat for endangered anadromous
fish species in the Sacramento River. Water diverted
from the Trinity also represents considerably greater
power generation per acre-foot than the generally warmer
water released from Shasta Dam on the upper Sacramento
River. Conflicting with these objectives that tend to favor
increased Trinity River diversions is the need to ensure
adequate flows in the Trinity River to protect endangered
fish species in that river. Flood control is also an
important objective of the reservoir operation.

This demonstration successfully illustrated the ability to
define resource management tradeoffs for multiple
conflicting objectives. The Pareto genetic algorithm’s
computational efficiency for such reservoir management
problems can be further increased by capitalizing on the
parallel nature of the algorithm. This framework is also
adaptable to a variety of other resource management
problems that require assessing the tradeoffs between
multiple objectives.
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Phytomechanics: USing Plants as Physiological Transducers

Raymond J. Shippell (Environmental Technologies)

Project Description

The objective of this study was to identify some of the
missing components that currently exist in development

of sensor arrays that are useful in monitoring plant
transpiration, strain, health, and growth as influenced by
external factors of temperature, light, humidity, irrigation,
pollution, toxins, and chemicals such as insecticides and
fertilizers. Ultimately, these sensor arrays may be
beneficial to environmental monitoring and cleanup/
restoration, and useful in national security applications.

Technical Accomplishments

A plant responds to its environment in several ways. One
is through alteration in the rate of transfer of water
through the stems of the plant as it transpires. These
changes induce extremely small variations in internal
water stress and, therefore, in the size of the capillaries
through which the water moves. The overall effect is
minute changes in the diameter of the stems. By
monitoring these changes, it is possible to observe an
immediate response of a plant to its environment. The
change in diameter will be related to stem-sap flow, soil
water conditions, root anoxia, and oxidant stress. Utility
of the long-term sap stem flow, stem strain measurements,
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and soil water availability information needs to be
correlated by means of time series analyses or data
dependant systems (DDS) methodology.

During FY 1994, a 2-day workshop was held that brought
together staff from Michigan Technological University
and Pacific Northwest National Laboratory to discuss the
application of plants as physiological transducers. It
provided an opportunity for technical staff with common
backgrounds and interests to introduce themselves and
discuss mutual organizational capabilities and experiences
and to identify the next step(s) in pursuing joint research.

The first steps in developing the time series analysis or
data dependant systems capability were taken during

FY 1995 with focus on using and analyzing existing
Pacific Northwest National Laboratory collection data.
Five-year data provided by the Laboratory was analyzed
for growth trends and plant dynamics using a daily
average for the 5-year period, annual averaged data for
individual years, monthly averages, and an hourly
decomposition that related growth changes with
temperature and time. The analysis indicated that the data
obtained under field conditions and analyzed with data
dependant systems, illustrated the same trends as those
generated under controlled laboratory conditions.




Prototype Map-Based Information Management System

Katherine B. Miller, Charles W. Purcell, and Cynthia W. Abrams (Systems and Risk Management)

Project Description

The objective of this research was to develop a platform-
independent, modified GAP analysis template that can be
successfully used to identify resources and ecosystems on
federal lands without requiring extensive and expensive
surveys. If successful, this could result in significant
savings to DOE and other federal agencies in the conduct
of analyses to determine whether ecosystems will be
impacted by remedial activities. The tangible results of
this project will be a proof-of-concept Geographical
Information System that contains natural resource and
ecosystem information for the DOE Savannah River site.

Technical Accomplishments
Accomplishments during FY 1995 included the following:

e extensive research into the modification and application
of the GAP analysis concept

* identification and acquisition of geographical
information sofiware (IDRISI)

e identification and acquisition of data for the Savannah
River Site which is of sufficient content to test the
theory and provide some initial “ground-proofing” of
the accuracy of the data. '

This approach will allow DOE and other federal agencies
to comply with the requirements of the national
Contingency Plan, the Clean Water Act, and other
regulations which require management of natural
resources on an ecosystem basis. The template could also
be used for facilitie<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>