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ABSTRACT 

A Gamma Spectroscopy Logging System (GSLS) has been developed to study 
sub-surface radionuclide contamination. Absolute efficiency calibration of the 
GSLS was performed using simple cylindrical borehole geometry. The calibration 
source incorporated naturally occurring radioactive material (NORM) that emitted 
photons ranging from 186-keV to 2,614-keV. More complex borehole geometries 
were modeled using commercially available shielding software. A linear 
relationship was found between increasing source thiclmess and relative photon 
fluence rates at the detector. Examination of varying porosity and moisture content 
showed that as porosity increases, relative photon fluence rates increase linearly for 
all energies. Attenuation effects due to iron, water, PVC, and concrete cylindrical 
shields were found to agree with previous studies. Regression analyses produced 
energy-dependant equations for efficiency corrections applicable to spectral gamma- 
ray well logs collected under non-standard borehole conditions. 

This report was prepared as an account of work sponsored by an agency of the United States 
Government. Neither the United States Government nor any agency thereof, nor any of their 
employees, makes any warranty, express or implied, or assumes any legal liability or responsi- 
bility for the accuracy, completeness, or usefulness of any information, apparatus, product, or 
process disclosed, or represents that its use would not infringe privately owned rights. Refer- 
ence herein to any specific commercial product, process, or service by trade name, trademark, 
manufacturer, or otherwise does not necessarily constitute or imply its endorsement, r m m -  
mendation, or favoring by the United States Government or any agency thereof. The views 
and opinions of authors expressed herein do not necessarily state or reflect those of the 
United States Government or any agency thereof. 





The Efficiency Calibration and Development of 
Environmental Correction Factors for an In-situ 

High-resolution Gamma Spectroscopy Well 
Logging System 

INTRODUCTION 

Photon detectors were used for uranium ore exploration as early as the 1950's (Hyman et al. 1955; 
Fertl 1979; Lauber et al. 1972). The first gamma-ray logging tools used sodium-iodide [NaI(Tl)] scintillation 
detectors. While the NaI(T1) detectors allowed for relatively fast logging of the boreholes, the energy 
resolution was adequate only for total-count and potassium, uranium, and thorium well logs. It has been 
shown that estimation of uranium concentration using NaI(T1) detectors can produce uncertainties as large as 
a factor of 10 due to the poor resolution of the NaI(T1) detection system (Zhao et al. 1990). Although 
NaI(T1) detectors are used for lithology logging, their utility as a tool for radionuclide quantification in the 
subsurface has diminished. 

Semiconductor diode detectors became commercially available in the 1960's. Included in this category 
of detectors were the lithium-drifted germanium detectors, or Ge(Li) detectors. By the mid-1980's Ge(Li) 
detectors had been replaced by high-purity germanium detectors (HPGe) which are in widespread use today 
(Knoll 1989). 

High-purity Ge detectors have been used in a number of scientific fields such as nuclear physics, health 
physics, and geophysics. Perhaps the most innovative application of HPGe detectors has been in 
environmental monitoring and geophysics where they have been used for the quantification of naturally- 
occurring and man-made radionuclides. 

A team of French scientists developed and successfully used a borehole probe containing a planar 
Ge(Li) detector in 1970. Shortly thereafter, scientists in the United States constructed and tested coaxial 
Ge(Li) detectors for borehole geophysics applications (Lauber et al. 1972). As soon as HPGe detectors 
became available commercially, they replaced the Ge(Li) detectors in the geophysics industry. 

Down-hole gamma detectors are not only important in geophysics and geology. Their usefulness can 
also be extended to environmental restoration activities such as site characterization, routine environmental 
monitoring (Koizumi et al. 1994; Killeen et al. 1993), and as a verification tool for pump-and-treat 
applications (Giles 1995). With a properly calibrated system, source terms can be determined through the 
logging of selected wells at a site. Additionally, routine in-situ monitoring of both the vadose and saturated 
zones can be achieved using existing wells. The usefulness of high-resolution gamma spectroscopy logging 
systems as a verification tool is still under development, but the concept is quite simple: the extraction well 
can be characterized prior to pumping, then at any point during andor after the pump-and-treat process, the 
well can be characterized again. The change in radionuclide concentration(s) (considering decay and counting 
uncertainties) would demonstrate the effectiveness of the application. It should be noted that this process can 
be used in conjunction with conventional water sampling and analysis and can be used to determine sorption 
ratios and partitioning coefficients for specific radionuclides. Additionally, in-situ monitoring can provide 
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real-time analysis. These activities require accurate quantitative and qualitative measurements of gamma- 
emitting radionuclides that can only be achieved through a very detailed calibration process. 

The calibration process is generally performed in a set of calibration sources constructed of a 
homogenous radioactive source matrix with an access hole penetrating the model center to accommodate 
logging tools. Calibration sources are composed of dry, uncased holes surrounded by an enriched, naturally 
radioactive, source matrix (Leino 1994). This calibration environment is simple compared to the 
environments surrounding boreholes encountered during logging operations (Koizumi et al. 1993). Typical 
monitoring wells are generally constructed in a manner such that the detector-source geometry varies greatly 
from that af the calibration standards throughout the depth of the well. Geometry departures result from well 
casing material, annd.ar fill, and water-filled wells. 

Schedule 40 iron and PVC casings are the most common materials; however, stainless steel is used in 
special cases. The annular space between the borehole wall and the casing is commonly filled with cement 
grout. These well construction materials will attenuate photons emitted in the formation before they reach the 
detector. When logging below the water table, water inside the well will further attenuate photons. Unless 
accounted for, well construction materials and water-filled Wells may result in estimations of radionuclide 
concentrations that are much lower than the true values. This inaccuracy may be resolved by applying 
appropriate correction factors. 

In addition to the well completion characteristics, variations in the physical parameters of the 
subsurface environment must be considered (Rhodes et al. 1966; Wilson et al. 1981). These parameters 
include formation porosity, relative moisture content, vertical extent of lithologic layers, chemical 
composition of the formation matrix, and particle and bulk densities. All of these factors influence the 
transport of photons from the source-bearing formation matrix to the HPGe detector positioned in the well 
bore and they must be accounted for prior to quantification of naturally occurring or man-made, gamma- 
emitting radionuclides (Koizumi et al. 1993). 

The borehole environments that may be encountered in the field are almost infinite, and simulation with 
physical calibration sources for all conditions would be impractical. Fortunately, computer models can be 
designed to simulate photon fluence rates from a source of gamma rays in the complex environment 
surrounding a borehole. 

The goal of this calibration and subsequent study of photon transport was to produce a methodology for 
q u a n w g  radionuclides in the subsurface. This was attempted through the following objectives: 

e 

Perform an efficiency calibfation of the Gamma Spectroscopy Logging System (GSLS) at the 
field calibration facilities in Grand Junction, Colorado 

Study the well characteristics which were thought to m o w  the detected photon fluence rates, and 
develop and test hypotheses about these characteristics 

Model the photon fluence rates ranging in ene:gy from 186 keV to 2,614 keV at the detector 
position using the MicroShieldO computer code 
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Develop curves for correction factors based on the modeling efforts, applicable to conditions 
encountered in the field. 

The modeled field conditions include infinik cylindrical annular sources in wells cased with different 
thicknesses of iron and PVC, and in various diameter uncased wells filled with water. Relative photon 
fluence rates from thin beds and formations with porosities ranging from zero to 60 percent, and moisture 
contents ranging from zero to 100 percent were also evaluated. 

Correction factors determined fiom relative photon fluence rates can be used in logging operations to 
obtain more accurate estimates of radionuclide concentrations collected under various field conditions. This 
thesis describes the methods, materials, and philosophy used to calibrate the GSLS, model the various field 
conditions, and develop well logging environment correction factors. 



LITERATURE REVIEW 

History of Well Logging 

Gamma-ray well logging has been used for hydrocarbon exploration in the subsurface for nearly 
50 years (Gadeken et al. 1988; Fertll979). Gamma-ray well logging has also been used to locate mineral 
and uranium deposits ( M A  1976). Initially, sodium-iodide (NaI(T1)) scintillation crystals were used for 
borehole explorations, and in some cases they are still used today. However, as the demand for uranium ore 
decreased, the necessity for spectrometric measurements also declined. Consequently, borehole gamma-ray 
measurements have been used to aid in lithology studies. 

Early application of in-situ gamma-ray spectroscopy data assisted in both the qualitative and 
quantitative estimation of subsurface lithology (Fertll979). The spectrometric measurements made with 
NaI(T1) scintillators usually separated the naturally occurring radioactive elements into three energy ranges 
called "windows." A typical window arrangement would be as follows: 40K at 1.46-MeV with a window 
from 1.24 to 1.7O-MeVY uTJ-series radionuclides at 1.76-MeV with a window from 1.52 to 2.04-MeV, and 
u2Th-series radionuclides at 2.61-MeV with a window from 2.22 to 3.08-MeV (Mathews et al. 1986). Due 
to spectral degradation from multiple Compton interactions in the formation and the low penetration 
capability of low energy gamma-rays, lower energy gamma-rays were not used. Fuhher, poor energy 
resolution of NaI(T1) logging tools (-10%) does not allow for accurate radionuclide concentration 
calculations for many of the naturally occurring radionuclides (Zhao et al. 1991; Wilson et al. 1981). These 
short-comings limited the usefulness of NaI(T1) detectors in quantitative borehole logging operations. 

Lithium-drifted germanium (Ge(Li)) detectors became commercially available in the 1960's. Lithium- 
drifted germanium detectors and cryostat assemblies were being developed for well logging applications in 
the early 1970's. The detector and associated electronics are housed in some type of cylindrical casing and 
referred to as the "logging tool'' or "logging sonde.'' Initially, planar Ge(Li) detectors were developed and 
used by a team of French scientists, while scientists in the United States were constructing and testing coaxial 
Ge(Li) borehole tools (Lauber et al. 1972; Dumesnil et al. 1970; Tanner et al. 1971). Recently, the Institute 
of Atomic Energy, Beijing, China has reported development of borehole logging tools using Ge(Li) and 
HPGe germanium detectors (Zhao et al. 199 1). 

Even though logging tools equipped with Ge(Li) detectors provided excellent resolution and accurate 
concentration measurements for multiple radionuclides, the requirement of keeping the Ge(Li) detectors cool 
on a continuous basis posed a large problem and inconvenience. Ultra-pure germanium detectors developed 
in the early 1980's alleviated the cooling problem associated with Ge(Li) detectors; the requirement to 
continuously maintain the detector in a cryogenic state is no longer applicable as long as high-voltage (Hv> is 
not applied to the detector if it is at greater than cryogenic temperature. 

Another application of high-resolution detectors is that logging tools containing HPGe detectors can be 
fitted with either pulsed neutron generators or sealed neutron sources and used for neutron activation analysis. 
This borehole logging technique was originally developed for mineral and petroleum exploration; however, a 
new application is being developed for site characterization activities in the identification of hazardous 
organic compounds. 



The utility of HPGe detectors has allowed for their application in the geophysics and petroleum industry 
and, more recently, in environmental restoration projects at Department of Energy (DOE) and commercial 
sites. 

Photon Interactions in the Borehole Environment 

Detailed investigations have been conducted to veri@ the predominant mode(s) of photon interactions 
(NSRDS-NBS 1969). Photons interact via three primary mechanisms: photoelectric absorption, Compton 
scattering, and pair-production (Knoll 1989; Quittner 1972). Photoelectric absorption occurs when a photon 
interacts with an atom and disappears. The excess energy added to the atom is transferred to an orbital 
electron, usually in the K-shell. In turn, the photoelectron is ejected from the orbit of the atom, and an ion 
pair is created. The energy of the photoelectron, Ee-, is equal to the kinetic energy, E,, of the photo-absorbed 
photon minus the binding energy, Eo, of the electron: 

E,- = Ey - 5 . 

Photoelectric absorption is the primary interaction mechanism for low energy photons (E,<lOO keV). 
Compton scattering occurs when an incident photon collides with an electron (considered to be at rest), 
transferring kinetic energy to that electron. The quantity of energy transferred is a hc t ion  of both the 
incident photon's initial kinetic energy, E,, and the angle 0 at which the photon is scattered. Equation 2 
shows the angular dependence of the scattered photon's kinetic energy, where q c 2  is the rest-mass energy of 
the electron (0.5 1 1-MeV): 

Ey' = EY 
E 

m,c 
1 +Y. (1 -cQS0) 

Due to the nature of this phenomenon, the scattered photon may be deflected at any angle from 0.O to 180" 
resulting in recoil electrons with a wide range of kinetic energies. Compton interactions dominate the energy 
region from approximately 100-keV to 3-MeV (Gadeken 1988; Bertozzi et al. 1981). The third major 
mechanism of photon interaction is pair production. This is the predominant mode of interaction for photons 
with energies of several MeV. During pair production, an incident photon penetrates the coulomb field of a 
charged particle and disappears. In its place an electrodpositron pair is created, each with equivalent kinetic 
energies. Conservation of mass and energy set a threshold on the minimum photon energy required for pair 
production to occur at 1.022-MeV; twice the rest mass of an electron (Cember 1989; Knoll 1989; Turner 
1986; IAEA 1976; NSRDS-NBS 1969). Any given photon may interact via the above mentioned modes, 
provided the photon energy is at least 1.022-MeV for pair production; however, the probability of the photon 
undergoing a specific interaction is dependent upon the energy of the incident photon and the density of the 
absorber. 

The probability of interaction of a photon in any media is not only a function of the photon energy, but 
also of the target material 2. The total interaction probability can be approximated by summing the three 
primary interaction probabilities; specifically, zp + oc + K,, , where zpe, oc, and K, are the probabilities of 
interaction for photoelectric absorption, Compton scattering, and pair production, respectively, in units of 
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barns per atom (b/atom). The probability of photoelectric absorption can be approximated with the following 
(Iboll1989; Gadeken et al. 1988): 

where 

zpe = the probability of photoelectric absorption (b/atom) 

K 

Z 

n 

= aconstant 

= the atomic number 

= exponent with a value between 4 and 5 

E, = photon energy (MeV). 

Compton interactions are dependent upon the number of electrons present in the absorber or target material; 
therefore, the probability increases linearly with Z and inversely to E (Knoll 1989; Wilson et al. 1981; 
NSRDS-NBS 29; Glasstone et al. 198 1): 

The probability of pair production, like photoelectric absorption, cannot be well defined by a single 
expression; however, it can be approximated by (Knoll 1989; Wilson et al. 1981; Glasstone et al. 1981): 

K,, 0: z2 (E-1.02) . 

Table 1 summarizes the energy and Z dependence of the various photon interactions. As can be seen fiom 
Table 1, the predominant mode of interaction for photons rangigg in energy fiom 200 to 2,600 keV is 
Compton scattering (Gadeken 1988; Bertozzi et al. 1981). 

The average distance a photon travels before interacting is the mean-fiee-path (mfp) and is defined by: 
1 mfp = -, where p is the linear attenuation coefficient (Shleien 1992). This distance is proportional to 

photon egergy and inversely proportional to absorber density; therefore, a photon in air will have a mfp 
several orders of magnitude greater than the mfp for the same photon in concrete ( M A  1979). 

Geologic Considerations 

Geometry and other physical conditions encountered in the field usually differ from those of the 
calibration geometry and conditions. Stratification, elemental composition, density, porosity, and moisture 
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Table I. Photon interaction modes and their dependence upon photon energy, E,, and atomic number, 2." 

Energy at which 

are by this type 
=I 112 of interactions . 

Mode of interaction Enerpv dependence Z Dependence (Z=13) 

Z" 0.046 MeV 
n=4 at 0.1 MeV 
n=4.6 at 3 MeV 

1 Photoelectric absorption - 
E3 

Compton scattering 

1 1 + 3E 
2E (1 + 2E)' 

+ -h(l + 2E) - - 

Pair production Threshold at 1.022-MeV and 
weakly increasing with increasing E 

z 

z2 

O.lsE,<lO MeV 

15 MeV 

a. Taken fiom Wilson et al. 1981. 

content are the more prominent and important geological and hydrogeological aspects of the surrounding 
formation that influence the transport of photons through the subsurface materials to the logging tool 
location. 

Stratification and Thin Beds 

It is conceivable and practical to expect stratification of sediments, rock, and minerals in the subsurface. 
This is an important factor for both natural gamma logging, and contamination assessment. When 
considering natural gamma radiation, different strata in the subsurface can contain varying quantities of the 
naturally occurring radionuclides. Radionuclide concentrations at or near transition zones between adjacent 
strata can have uncertainties associated with them due to the different compositions of adjacent layers 
(Wilson et al. 1979; Wilson et al. 1981). Similar variances in man-made radionuclide concentrations may be 
observed between adjacent strata due to geochemical parameters of the individual strata and radionuclides 
including sorption ratios and partitioning coefficients. Measured spectra in thin beds do not seem to follow 
mathematical predictions. However, empirical evidence demonstrates that detector size and shape seem to 
play a very important role in the detector response to thin bed formations. As a result, there can be a large 
amount of variation associated with the actual and measured concentrations of man-made radionuclides in 
adjacent strata and thin beds (Wilson et al. 1979). 
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Elemental Composition 

The chemical (elemental) composition of soils, rock, and unconsolidated sediments in the subsurface 
vary within and among geologic regions. Adjacent strata in the subsurface can be composed of materials with 
different grain densities and/or different effective atomic numbers. These differences can affect the 
attenuation of photons in the subsurface. 

The effective 2 of a material becomes extremely important when there is a substantial amount of high 2 
material such as uranium (2=92) present. It has been demonstrated that in uranium grades of 0.6% by 
weight, the flux ratio (photon flux in the presence of uranium divided by the photon flux without uranium) is 
decreased to less than 95% for photon energies less than 0.3 MeV. Increasing the uranium grade above 0.6% 
causes a further decrease in the flux ratio for all photon energies; in fact, the flux ratio for 6.0% uranium 
grade never reaches a constant value for photon energies above 0.3 MeV, suggesting that photoelectric 
absorption and pair production interactions become increasingly important in high-2 material. It was 
consequently predicted that a logging tool calibrated in a formations with low concentrations of high-2 
materials will systematically predict lower concentrations of radionuclides in formations with several percent 
by weight, high-2 materials (Wilson et al. 1979; Wilson et al. 1981). 

Although it would be a very formidable task to generate chemical composition tables for all known 
soils, rocks, and sediments, it is perhaps more practical to develop an average chemical composition of the 
Earth's crust, giving an estimate for the average 2 of earth materials. The average atomic number for most 
Earth materials encountered during logging activities ranges fiom 13 to 20 (Koinuni et al. 1991; Wilson et al. 
1979; Paton 1978). Table 2 lists the eight most common constituents of Earth materials and their associated 
abundances, and compares them with the composition of NBS concrete. This comparison is necessary to 
show that the calibration sources in Grand Junction is valid in terms of effective 2 of the material, since it is 
this property that is most important to the mechanisms of photon energy loss for photon energies ranging 
fiom 100 keV to 2,600 keV. 

A closer look at how average 2 and effective 2 are computed is necessary to understand why the 
effective 2 is the more important of the two. The average 2 of a material is given by the following (Worku et 
al. 1992,1993): 

where 

Ni = the number of elements with atomic number Zi 

Zi = the atomic number of the i* element. 
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Table 2. Comparison of average composition and atomic numbers for common Earth material and NBS 
concrete. 

Weight percent 

Earth material” NBS concreteb 

Average 2 = 10.5 Average Z = 14.0 
Element Effective Z = 11.9 Effective Z = 11.6 

Oxygen 46.60 49.83 

Silicon 

Aluminum 
Iron 

Magnesium 

Calcium 

Sodium 
Potassium 
Hydrogen 
Sulfh 

27.72 

8.13 

5.00 

2.09 

3.63 

2.83 

2.59 

N/A 
N/A 

31.58 

4.56 

1.22 

0.24 

8.26 

1.71 

1.92 

0.56 

0.12 

a. Taken from T. R. Paton, 1979. Similar values for Earth materials are given in Bohn et al. 1985 and Sposito 1989. 

b. Taken from MicroShielda Version 4.10. 

The effective 2 (&) of a material differs from the average Z by including the ratio of atomic density (dJ of 
each element to the effective atomic weight (EAWJ (Worku et al. 1992,1993): 

where 

4 

EAWi 

zi 

= 

= the effective atomic weight 

= 

the atomic density of the i* element (atoms/cm’> 

the effective atomic number of the i* element. 
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As can be seen fiom Equation 4, calculation of the average Z is a weighted average 2 for the material. 
Calculation of Z, in Equation 5 is also a weighted average; however, it substitutes the ratio of atomic 
density to effective atomic weight for the number of individual atoms. This gives more credence to 
constituents with higher atomic numbers. 

To further demonstrate the similarities of photon transport through Earth material and concrete, 
Figure 1 displays total attenuation curves for the two materials for photon energies fiom 0.01 MeV to 
100 MeV. Figure 1 demonstrates that the attenuation coefficients for the two materials are identical. This 
demonstrates that small differences in the effective 2 of materials does not significantly affect the transport of 
photons. 

Material Bulk Density 

The density of a material is simply the mass of the material divided by its volume. When dealing with 
geologic media, the density of a material may be broken into different components; namely particle density, 
dry bulk density, and material density. Particle density is the mass of a sample after oven-drying divided by 
the volume of the solid, mineral matter in the sample. Bulk density is the mass of the sample after dryins 

Figure 1. Total attenuation for Earth materials and NBS concrete. 
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divided by the original volume of the sample, including all pore spaces (Fetter 1994). It is quite obvious that 
the particle density of any given sample will be greater than the dry bulk density; however, for any given 
sample, the ratio of the particle density to dry bulk density will approach unity as the porosity of the material 
approaches zero. 

The particle density of most earth materials averages about 2.65-g/cm3, whereas the particle density of 
the concrete calibration sources averages 2.58-g/cm3. To demonstrate how the bulk density of a material can 
vary with porosity, consider the following example: a sample of rock with average grain density and zero 
porosity has a bulk density of 2.65-g/cm3. As the porosity is kcreased, the bulk density, p, decreases 
proportionally following Equation 6 (Fetter 1994): 

pi -5 2 . 6 5 g  (1  - i) 
cm3 100 

where i is the index for the sample porosity varying fiom 0 to 60 in increments of 5. Table 3 displays the 
results fiom the evaluation of Equation 6, in addition to comparing the results of substituting the value of 
2.58 g/cm3 into Equation 6. Because bulk density differences between concrete and Earth material are small 
and the effective 2 of concrete and Earth materials do not vary greatly, it is appropriate to use concrete as the 
mineral containing material for both the calibration sources and computer modeling of an Earth-like source 
matrix. 

Table 3. Sample bulk density comparison between common Earth material and concrete. 

Sample bulk density 
( dcm3) Difference, Sample porosity 

(percent) Earth material Concrete (A) 
0 2.65 2.58 0.07 

5 

10 

15 

20 

2.52 

2.39 

2.25 

2.12 

2.45 

2.32 

2.19 

2.06 

0.07 

0.07 

0.06 

0.06 

25 1.99 1.94 0.05 

30 1.86 1.81 0.05 

35 

40 

45 

50 

1.72 

1.59 

1.46 

1.33 

1.68 

1.55 

1.42 

1.29 

0.04 

0.04 

0.04 

0.04 

55 1.19 1.16 0.03 
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Material Porosity and Moisture Content 

The amount of water in a sample is described as the saturation ratio. The saturation ratio is a 
dimensionless number given by the volume of water in a sample divided by the total volume of void space 
(Fetter 1994). The partial densities of air and/or water are calculated by multiplying the density of air or 
water by the percent total volume occupied by the air or water. In conjunction with the particle density of the 
sample, the partial densities of the air and/or water contribute to the overall effective density of the sample. It 
is the overall effective density and effective 2 of the material that will govern the transport and interactions of 
photons through the medium (Wilson et al. 1981; Wilson et al. 1979). 

The pore spaces of a given sample are usually filled by air and/or water. In this study, it is assumed 
that the concrete, air, water mixture appears as a homogeneously distributed source matrix. This assumption 
is necessary for input parameters into the modeling sohare.  

Computer Modeling of Photon Fluence 

Computer models provide convenient and practical methods for conducting experiments and predicting 
outcomes. Several attempts have been made to model various borehole conditions and theoretical tool 
responses using a variety of computer codes. 

The initial studies by Koizumi (Koizumi 1988) and Wilson and Evans (Wilson et al. 1979A), were 
performed to determine the effects of borehole fluid and casing material and thickness on photon intensity 
inside the borehole at the detector. Koizumi used four different computer codes: DINT, ANISN, GAMRES, 
and ENFOLD, to model the response of CsI(T1) detectors in both cased and uncased boreholes containing 
various mud types. DINT compiled photon cross section data for user-defined materials using the Klein- 
Nishina formula. ANISN used discrete ordinates method on the one-dimensional Boltzmann transport 
equation to calculate gamma-ray intensities at selected points. GAMRES is a Monte Carlo code used to 
determine detector response functions and to assimilate a pulse height distribution in a multichannel analyzer. 
ENFOLD was used to compile the information from ANISN and GAMRES to construct pulse height spectra. 
Energy and souce dependent spectral correction factors were determined through computer modeling that 
could not have been determined othewise (Koizumi 1988). The study conducted by Wilson and Evans also 
involved the determination of environmental correction factors for scintillation detectors. Wilson performed 
experiments with different casing materials and different diameter, water-filled boreholes while Evans and a 
team of scientists fiom Los Alamos Scientific Laboratory (L,ASL) performed the same experiments using a 
discrete ordinates transport code ONETRAN. The results of the two separate experiments were then 
compared to each other and compiled into one report. The gamma-ray transport calculations in this study 
were consistently lower than the experimental values; however, the detector response was not included in the 
calculations (Wilson et al. 1979B). In addition, Wilson (Wilson et al. 1979A) conducted a study on the 
formation effects on photon transport. Included in this portion of the study was an investigation of the effects 
of thin beds containing homogeneously distributed sources of uranium, and the effects of formation 2 on the 
transport of photons. They obtained data which supported the hypothesis that photon fluence scales as the 
inverse of the formation bulk density (Wilson et al. 1979A). Recent studies have been conducted to help with 
the identification of man-made radionuclides and to determine the effects of potassium bearing mud-cake on 
borehole walls (Wilson et al. 1993) and plate-out of radon decay products on casing (IGlleen et al. 1993). 
Conaway conducted a study involving the fabrication of natural background spectra, typical of the geologic 
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environment around the Nevada Test Site (NTS). These background spectra of 40K, natural uranium and 
thorium were then used to strip actual spectra collected in boreholes at NTS. Once the natural background 
was subtracted, only peaks fiom man-made radionuclides remained (Conaway 1991). Another study 
performed by Wilson (Wilson et al. 1993) utilized a Monte Carlo code, MCNP, to model spectra produced by 
gamma-ray sources in the form of thin layers on the borehole wall. The Monte Carlo technique was used 
because discrete ordinate calculations for this geometry suffered fiom convergence problems. Gadeken 
(Gadeken et al. 199 1) confirmed that very good agreement can be obtained between laboratory and 
computational experiments determining spectroscopy logging tool sensitivities for various energy gamma 
rays emitted in the borehole environment. 

Often it is physically and monetarily prohibitive to conduct field experiments to obtain information 
about photon fluence rates and detector response. Computer modeling techniques can be used as a viable 
substitute for field data. However, useful modeling requires both careful code selection and careful input 
parameter selection. The software must be adequate to perform all necessary tasks without any difficulties in 
precision or accuracy errors (Wilson et al. 1993). In addition, the input parameters used must accurately 
represent field conditions. 

This study is based on computer models generated using the MicroShield' computer code by Grove 
Engineering. MicroShield' uses numerical integration to predict photon fluence rates for a variety of 
source/shield configurations. 
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METHODS AND MATERIALS 

Overview 

High-resolution gamma spectroscopy well-logging involves not only data acquisition, but data 
correction due to inconsistencies of the logging environment compared to the system calibration conditions. 
Several items must be considered when performing quantitative in-situ measurements of natural or man- 
made radionuclides. These include well completion properties such as casing, annular u, and the effects of 
water within the boreholes, and formation properties such as density, effective 2, porosity and moisture 
content. One effective method of accounting for these various conditions is through the aid of computer 
modeling. The following is a description of a high-resolution logging system, system calibration, and 
computer modeling efforts to account for deviations from the calibration standards. 

Description of Gamma Spectroscopy Logging System 

The INEL Gamma Spectroscopy Logging System (GSLS) consists of hardware and software designed 
to record the distribution of gamma emitting radionuclides present in the subsurface. The GSLS utilizes a 
HPGe crystal which provides high resolution spectra for gamma radiation measurements in the subsurface. 
The system consists of a logging tool, nuclear signal monitoring equipment, hydraulic winch and boom. All 
of the equipment is contained in a one-ton, 4-wheel drive van. Greenspan, Inc. of Houston, Texas designed 
and manufactured the GSLS. Figure 2 is a picture of the GSLS with the logging tool hanging from the boom. 

The data acquisition system is comprised of EG&G ORTEC electronics; namely, an 18% GEM Plus 
PopTopTM, bulletized, p-type, coaxial HPGe detector, a Model 232 transistor reset preamplifier, a Model 973 
High-Rate Spectroscopy Amplifier, a Model 92 1 Spectrum Master multi-channel analyzer (MCA), and a 

Figure 2. Gamma Spectroscopy Logging System with logging tool. 
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high-voltage (Hv) power supply. The 973 amplifier and 921 MCA are housed in a Model 4001C NIM 
(nuclear instrumentation module) bin. Bin power is provided by an EG&G ORTEC BLACK M A F M  300 
Watt power supply with six output voltages: *6V, =t12V, h24V DC. The HV maintains a positive 3,500-V 
potential across the detector contacts. The Model 973 amplifier is a gated integrator with a pulse shaping 
time set at 5-ps. The signal from the 973 is sent to the 921 MCA which is set up to collect pulses in 8,192 
channels. The spectroscopy software selected to run the NIM electronics is based on EG&G ORTEC 
MaestroTM II MCA Emulation Software and is incorporated into the GSLS System software package titled 
CASASIIO, written by Greenspan, Inc. 

The logging tool contains the HPGe detector, high-voltage power supply, and pre-amplifier. This 
equipment along with a liquid nitrogen dewar are housed in a water-tight, stainless steel casing. This tool has 
an outer-diameter (OD) of 3.6541. and can be used in any cased well or borehole with an inner-diameter (ID) 
of 4.0-in. or larger. The detector requires a 6-hr. cooling period, after which the detector can remain in a 
borehole for approximately 12-hrs. before the LN, dewar needs refilling. 

The system is equipped with a sufficient length of cable to log to a depth of 760-fi. The cable consists 
of the electronic wiring required to send the detector pulses, a vent hose for the nitrogen, and two concentric 
kevlar braids to support the weight of the logging tool. 

The entire system is computer controlled using a Texas Micro personal computer. CASASIIO logging 
software controls the movement of the tool and operation of spectroscopy electronics. The s o h a r e  and 
hardware are configured to allow almost coniplete system automation. Additionally, there are manual 
controls that allow the user to override computer controlled tool movement and data acquisition in the event 
of computer malfunction. The safety shutdown features include a smoke detector, and a load-cell that senses 
the amount of weight on the end of the boom. If the tool becomes lodged in the well as indicated by the load- 
cell, the hoist shuts down so the cable is not disconnected from the tool. 

The system is self-contained, and does not require external power. Power requirements for the system 
are produced using a Ford 7.3-liter diesel engine. A power-take-off (PTO) connected to the vehicle 
transmission operates a hydraulic pump which provides the hydraulic pressures needed to operate the cable 
hoisting system. A 120-V AC generator operates in place of the engine alternator and provides the power for 
the computer, NIM bin, and other electronics. The generator also provides power to a DC generatorhegulator 
system that supplies the DC current required for the top mounted crane, and the rest of the vehicle. 

Efficiency Calibration 

Justification for Efficiency Calibration 

"To provide consistent quantitative radiometric field measurements which achieve adequate precision 
and accuracy it is necessary that steps be taken to establish and document ... primary radiometric counting 
standards and calibration of analytical instruments." (IAEA 1976) 

The detection efficiency of any photon counting system is strongly dependant upon detector type, size 
and shape, source/detector geometry, and energies of the photons incident upon the detector. Consequently, 
measurement of absolute emission rates of gamma rays from an unknown source strength requires an 
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efficiency function that is accurate, precise, and consistent with industry reporting standards (Knoll 1989; 
M A  1976). Calibration is normally accomplished through the use of radiometric counting standards that 
are, ideally, identical to field conditions. The calibration sources used in this study were the Department of 
Energy (DOE) borehole calibration sources in Grand Junction, Colorado. 

Description of Grand Junction Calibration Sources 

The DOE maintains a field instrument calibration facility in Grand Junction, Colorado at the Grand 
Junction Projects Office Technical Measurements Center. Located at this facility are calibration sources 
designed specifically for the calibration of in-situ gamma-ray monitoring equipment. Originally, the field 
calibration facilities were designed and developed for the exploration of uranium resources (Leino et al. 1994; 
Heistand et al. 1984). These facilities are now used for the calibration of geophysical tools used in lithology 
logging and high-resolution gamma spectroscopy logging systems such as the GSLS. 

Three primary sources are used for the calibration of high-resolution gamma spectroscopy logging 
systems; designated K, U, and T (Leino et al. 1994; Randall 1994; Koizumi et al. 1994; Koizumi et al. 1993; 
Koizumi et al. 1991). The letter designations of the physical sources are representative of the naturally 
occuning radioactive material (NORM) present in elevated quantities: "K"- potassium-40, "U"- 
uranium-238 in secular equilibrium with its daughters, and "T"- thorium-232 in secular equilibrium with its 
daughters. (Although the chemical symbol for thorium is Th, "T" is the convention used by the Technical 
Measurements Center for the thorium source designation.) The borehole sources were constructed using 
12 1.9-cm (44.)  ID galvanized culvert filled with concrete enriched in NORM. Figure 3 shows the 
construction of the K, U, and T sources. Through the center of each source is a 11.4-cm (4.5-in.) diameter 
access hole. The enriched zone of each source is composed of concrete to which uranium ore, monazite sand, 
and/or orthoclase sand has been added to increase the relative quantities of uranium, thorium, and potassium, 
respectively. Table 4 lists the measured concentrations for the enriched zones in the K, U, and T sources 
(Leino et al. 1994). 

A full suite of gamma-ray energies are represented by the photons emitted by the naturally occurring 
radioactive material in the calibration sources. The more prominent gamma-rays, parent nuclide, and 
absolute intensities are presented in Tables 5a through 5c. As can be seen in Tables 5a-cy a continuum of 
photon energies is well represented from 186-keV to 2,614-keV. This energy continuum is suited for 
performing well-logging system calibrations because most of the man-made, gamma-emitting contaminants 

Table 4. Assigned concentrations for calibration of spectral gamma-ray logging systems." 

Concentration, Cb, pCi/g 
Source designation T J  =*Th 40K 

52.24 f 1.67 K 0.92 f 0.09 0.28 f 0.03 
U 162.9 f 5.34 0.73 f 0.06 10.21 f 0.84 
T 8.47 f 0.47 53.03 f 1.49 10.38 f 1.17 

a. Taken fiom Leino and others (1 994). 

b. Uncertainties are reported at the 95 percent confidence level. 
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Figure 3. Typical cross section of K, U, and T calibration sources.a 

a. Taken from Leino et al. 1994. 
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Table 5a. Potassium-40 gamma-ray and absolute peak intensity." 

Gamma-ray energy Peak intensity 
Nuclide &eV) ( y Wdecay) 
40K 1,460.83 0.1067 

a. Gamma-ray energy and absolute peak intensity values taken from EG&G ORTEC Gammavision@ software. 

Table 5b. Uranium-238 series gamma-rays and absolute oeak intensities." (Secular equilibrium assumed.) 

Gamma-ray energy Peak intensity 
Nuclide &eV) (y 'sldecay) 

186.10 0.035 2 2 6 b  

24 1.98 

295.21 

609.3 1 

2 1 4 ~ i  1,120.29 

214~i 1,509.23 

21 4 ~ i  2,118.55 

214~i 

0.075 

0.185 

0.4479 

0.148 

0.0212 

0.01 14 

a. Gamma-ray enerw and absolute peak intensity values taken from EG&G ORTEC Gammavision@ software. 

Table 5c. Thorium-232 series gamma-rays and absolute peak intensities." (Secular equilibrium assumed.) 

Gamma-ray energy Peak intensity 
Nuclide (keV) (y's/decay) 

228A~ 338.32 0.1125 

usAc 

='Ac 

463.01 

794.95 

0.0444 

0,0434 

usAc 911.21 0.266 

208T1 2,614.53 0.3593b 

a. Gamma-ray energy and absolute peak intensity values taken from EG&G ORTEC GammaVisiona software unless 
otherwise noted. 

b. Absolute peak intensity for the 2,614-keV gamma-ray from '08T1 taken from The Health Physics and Radiological 
Health Handbook (1992). 
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of concern such as T o ,  ' 9 b ,  l3'CsY '52Eu, Is4Eu, ='Np (via "3Pa), "'Pu, 240Pu, and 241Am, emit gamma-rays 
within this 2,400-keV calibration range (Koizumi et al. 1994). 

Spectra Collection 

Spectra for the efficiency calibration of the INEL GSLS were collected in Grand Junction, Colorado at 
the Department of Energy's Grand Junction Projects Office Technical Measurements Center during the week 
of November 14,1994. 

Ten spectra were collected in each calibration source; K, U, and T. The center of the detector was 
positioned (vertically) in the center of the enriched zone, 167.6-cm (5.5-ft.) below the top of the sources. 
(Refer to Figure 3.) After the detector was properly positioned, ten consecutive spectra were collected with a 
live time of 1000-seconds. The spectra were saved to the hard disk of the GSLS computer and backed-up on 
3.5-in. high-density floppy diskettes for analyses. 

Spectra Analysis 

Analysis of the calibration spectra files was performed with commercially available software produced 
by EG&G ORTEC called Gammavision@. The calibration files consisted of three sets of ten spectra from 
the K, U, and T somces. 

The first step in analyzing the spectra included an energy calibration to ensure proper peak 
identification. After each spectrum was calibrated, a peak search was performed, and a report file generated. 
Each report file is formatted in ASCII text and contains information on the corresponding spectrum file such 
as filename, system live-time, depth of measurement, and peak search results. Included in the peak 
information are gross and net peak area (in terms of total counts), 1 CI peak area uncertainty, peak centroid 
(kev), and peak/nuclide identification. Peak identification is accomplished through the use of an extensive 
nuclide library data base. EG&G ORTEC distributes a Master Library with its spectroscopy s o h a r e  that 
contains a detailed listing of radionuclides, their gamma-rays, and associated absolute photon intensities. 
Information in the ORTEC library comes fiom several sources including the Table of Radioactive Isotopes 
(Browne et al. 1986), the Health Physics and Radiological Health Handbook (Schleien 1992), Die Gamma- 
Linien der Radionuklide (Erdtmann et al. 1979), and the Evaluated Nuclear Structure Data File (National 
Nuclear Data Center 1989). The peak information in the report files was used to develop the efficiency 
function of the GSLS. Special considerations had to be addressed during development of these efficiency 
functions including: 1) tabulation of reported absolute gamma-ray emission intensities, and 2) resolution of 
multiplets (Randall 1994). 

Special Considerations 

Absolute gamma-ray emission intensities for radioactive nuclides are tabulated and reported in a variety 
of references. Some of the more usefid are listed above. There is some discrepancy in the tabulated values of 
absolute intensities among different references. Table 6 is a compilation of the absolute gamma-ray 
intensities fiom the references cited for the peaks used in the GSLS eficiency calibration. The largest 
discrepancy is for the 2,614-keV photon fiom '08T1. The photon intensities listed in the references are given 
as the number of photons emitted per 100 decays of the nuclide. These values are correct as photon yields; 
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Table 6. Comparison of selected absolute gamma-ray intensities for gamma-rays emitted by naturally 
occurring radionuclides. 

Absolute gamma-ray intensitv 
Gamma-ray energy" EG&G Erdtmann Rad. Health Brown & 

ORTEC & Soyka Handbook Fires tone Nuclide @eV 
%a 186.10 0.035 0.032 0.0328 0.0328 

0.0746 214Pb 241.98 0.075 0.074 0.0749 

214Pb 

U 8 A ~  

u8Ac 
21 4 ~ i  

U8Ac 

228Ac 
214Bi 

40K 
2 1 4 ~ i  

295.21 

338.32 

463.01 

609.3 1 

794.95 

911.21 

1,120.29 

1,460.83 

13 09.23 

2 1 4 ~ i  2,118.55 

"'Tl 2,614.53 

0.185 

0.1125 

0.0444 

0.4479 

0.0434 

0.266 

0.148 

0.1067 

0.0212 

0.01 14 

0.9916 

0.192 

0.12 

0.046 

0.46 

0.048 

0.29 

0.15 

0.107 

0.03 

0.012 

1 

0.192 

0.114 

NLb 

0.46 1 

NLb 

0.277 

0.15 

NLb 

NLb 

NLb 

0.3593 

0.192 

0.124 

0.046 

0.46 1 

0.046 

0.29 

0.15 

0.1067 

0.0219 

0.0121 

0.9979 

a. Gamma-Ray energies taken from EG&G ORTEC Gammavision NATURAL.LIB file. 

b. Absolute gamma-ray intensities for these energies not listed. 

however, when considering absolute gamma-ray intensities from multiple nuclides in secular equilibrium, the 
decay scheme of the parent must be considered. In the case of 208T1, its parent is 212Bi. Bismuth-212 decays 
by a and Q emission, followed by isomeric transition. Although a 2,614-keV gamma-ray is emitted each 
time 208T1 decays, 208T1 is created only 36% of the time by the a-decay of 212Bi. Therefore, with a u2Th 
source in secular equilibrium with its progeny, the percentage of time a gamma-ray is emitted by 208T1 relative 
to the decay rate of the series is directly dependent upon the production rate of 208T1. Comparing the expected 
gamma-ray intensities in the 232Th decay scheme versus the individual yields accounts for the major 
discrepancy noted above. Other minor discrepancies in the absolute gamma-ray intensities are attributed to 
random and systematic errors in the methods used by the various authors to determine the intensities. 

In addition to the tabulated values for absolute gamma-ray intensities, interference from two or more 
gamma-rays with identical, or nearly identical, energies, originating fiom different nuclei can occur. This 
occurs frequently when using a mixed source such as the calibration sources in Grand Junction. These 
sources contain more than two dozen radionuclides with over 100 different gamma-rays being emitted in their 
decay. Table 7 lists the multiplets used in the GSLS efficiency calibration. The total full-energy 
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Table 7. Listing of complex photopeaks used in the GSLS efficiency calibration. 

Primary peak Interference peaks 

Gamma-ray energy Gamma-ray energy Absolute gamma-ray 
0 intensity" Nuclide @VI Nuclide 

0.5750 226Ra 186.10 "W 185.72 

214Pb 241.98 U7Th 235.97 0.1105 
2'2Pb 238.63 0.43 55 

240.99 0.0397 

'I4Pb 295.21 231Pa 300.02 0.0239 
212Pb 300.09 0.0334 
"'Pa 302.65 0.016 

2 2 4 b  

40K 1,460.83 228Ac 1,459.19 0.0104 

a. Absolute gamma-ray intensities listed only for the interference photopeaks. The reader is referred to Tables Sa-c for 
the intensities of the primary peaks. 

peak intensity resulting from the superposition of two or more gamma-rays is given by the following 
equation: 

A, = Ai 
i 

where 

k, = the total net counts per second at an average energy, EA=, and 

Ai = the individual contributions to the €dl energy peak (counts/s). 

Prior to determining system efficiency, absolute peak intensities of complex peaks must be considered. 

Determination of Efficiency Function 

The efficiency for single photopeaks is represented by Equation 8: 

AE €(E) = - 
C N' 

where 

AE = observed peak intensity (cts/s) at energy E 

C = activity (decayds) of the sample 

(7) 



N = gamma-ray yield (y Wdecay) of the radionuclide at energy, E. 

In the case of complex, superimposed peaks, Equation 8 becomes 

where 

A, = 

Ci = activity (decay&) of the ih radionuclide 

Ni = 

observed peak intensity (cts/s) at an average energy, EAvE 

gamma-ray yield (y 'ddecay) of the ih radionuclide at energy, E. 

The efficiency of a detection system for any given energy can be determined by using Equations 8 and 
9. However, for spectrometric measurements made in a geologic environment, it is necessary to modi@ the 
simple absolute efficiency function using constants with the proper units. Spectrometric measurements in 
geologic media are made in order to obtain information on the distribution of NORM and man-made 
radionuclides in the subsurface, and the units should have the following attributes (IAEA 1976): 

0 

0 

Relate as directly as possible to radioelement concentration 

Provide identical results in a direct comparison of radiometric with chemically determined values, 
under specified conditions 

Eliminate confusion with other units. 

Because the concentrations of the standard calibration sources are given in terms of pico-Curies per gram 
(pCi/g), the efficiency of the detection system must be folded into a dimensionally correct equation (KoizUmi 
et al. 1994; Koizumi et al. 1993): 

where 

C 

A 

= concentration (pCi/g) of the sample 

= observed peak intensity (cts/s) 

N = absolute peak intensity (y'sldecay) 

27.0 = a conversion factor fiom decays per second to picocuries 
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€(E) = energy dependent detection efficiency of the system. 

The standards developed by the MEA and adopted by the geophysics industry were the main drivers for the 
hctional and dimensional form of Equation 10. However, to make the calculation of the efficiency function 
less cumbersome, Equation 10 can be re-written as: 

€(E) 100 = - A 27.0 . 
N * C  

After the spectra had been collected and the peak searches performed, values for A, N, and C were 
substituted into Equation 11. These efficiency values for the gamma rays from each source, K, U, and T, 
were tabulated in a Microsoft@ Excel spreadsheet, and plotted as a function of energy. 

Micros hield@ Modeling 

MicroShield' Code Description 

MicroShieldO is a computer modeling code developed by Getachew Worku, Phil Rhinelander, and 
Diane Snee of Grove Engineering. The primary purpose. of MicroShieldO is to estimate photon fluence and 
exposure rates from point, line, and volume sources. MicroShiddO uses the point kernel technique to 
determine photon fluence rate, cp . The integrations are performed in the cylindrical coordinate system and 
may be represented by the following expression (Worku et al. 1992,1993): 

/ / /  S , * B * e - b  
z, 0, r 4n*p2 

c p =  r dr de dz, 

where 

c p =  

s, = 

P =  

photon fluence rate @hotons/cm*/s) 

source strength (photons/s/cm3) 

buildup factor 

attenuation of photons in the material 

distance fiom the source kernel to the exposure point (cm). 

The numerical integration performed by MicroShieldO is the Gaussian quadrature with a Gauss- 
Legendre method for determining abscissas and weights. Conceptually, the point kernel technique divides an 
extended source into finte elements, and then treats each element as a point source. The number of finite 
elements is chosen by the user under the Integration Parameters menu in MicroShieldO. For a cylindrical 
source, there are three integration parameters: 1) radial, 2) circumferential, and 3) axial. The minimum value 
for any quadrature order is eight; however, larger numbers lead to more precision in the final result. 
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Additionally, larger quadratures result in a finer mesh, or smaller and more numerous kernels. If the point of 
interest is between the ends of a distributed source, Microshield" divides the quadrature for a given 
integration variable into two parts and scales each part to the ratio of the smaller to larger portion. The result 
is a finer integration mesh near the point of interest, and more accurate convergence in cases where the point 
of interest is "close" to the source (Worku et al. 1993; Press et al. 1992). The occurrence of an oscillating 
solution for large quadrature orders is also minimized using this technique (Worku et al. 1993). The value of 
this integration technique became evident during the modeling efforts. 

MicroShield" allows the user to build computer models considering numerous source/shield/exposure 
point geometries. This study considered an annular cylinder geometry with the detector positioned in the 
center. Input parameters required for model construction included: source and shield characteristics, and the 
quadrature order for integration. The source characteristics required in this application were: physical 
dimensions, chemical composition, and source strength. Shield characteristics included physical dimensions, 
chemical composition, and position relative to source. All dimensions of the source were entered including 
inner and outer radii of the cylinder, cylinder height, and vertical and lateral positioning of the exposure point 
inside the annulus. Custom materials may be generated for the source chemical composition. After the 
source geometry and composition were entered, parameters for source strength were entered into the code. In 
this study, the source strength was entered as individual photon energies in units of photons per second. 
Microshield" then converted the source strength to units of photons per second per cm3 for each energy. A 
single shield can be selected (optional) and positioned concentric to the source, inside the annulus. The 
casing inside a well bore is an example of a shield. If a shield was used in the model, input parameters for 
shield dimensions and chemical composition were entered. Quadrature orders used in this study were 20,20, 
and 20 for radial, circumferential, and axial coordinates, respectively. This information was employed within 
Microshield" to calculate the photon fluence rate at the point of interest for each photon energy group, both 
with and without buildup. Buildup factors for various materials were determined within MicroShield" by 
cubic spline interpolation of tables identical to A N S  6.4.3 data (Trubey 1988); However, the photon fluence 
rates with buildup were not used in the development of correction factors as will be described in the results. 
The following are descriptions of the various computer models used in this study. 

The Standard Model 

The standard model for this study was designed identical to the calibration sources at Grand Junction. 
(See Figure 3.) The physical dimensions of these sources are 152.4-an high, an annular wall thickness of 
55.2-cm, 11.4-cm diameter holes through their centers, and total source volumes of 1.76 x lo6-cm3 each. The 
average dry bulk density and partial density of water were computed using the parameters for the K, U, and T 
sources at Grand Junction. The average dry bulk density of the aggregate is 1.88-g/cm3, and the average 
partial density of water is 0.273-g/cm3. Partial density is determined by multiplying the density of a given 
material by the percent of total volume it occupies in the sample. The resultant porosity of the model is 
27.3%. Source strength, in terms of total number of photons emitted fiom the source for each energy was 
calculated fiom the data in Tables 4 and 5a-c. Table 8 lists the photon energies,'source strength, and photon 
source density for the photons used during MicroShield" modeling. 

There was no internal shield present in this model. The detector was positioned in the air filled center 
region of the cylinder, along the center line of the cylindrical annulus at a position of 76.2-cm below the top 
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Table 8. Photon energies and source strengths used in MicroShieldO modeling. 

Photon energy Source strength Source density 
Nuclide Rev) (photons/s) (photons/s/cm3) 

186.1 1 .24*106 7.02. lo-' 

'I4Pb 241.98 1.65~10~ 9.37. lo-' 

'I4Pb 295.21 , 3.76~10~ 2.13.10' 

228Ac 338.32 7.33.10' 4.15-1 0-I 

228Ac 463.01 2.89.10' 1.64.10-' 

'14Pb 609.'31 8.99010~ 5.10. 10' 

228A~ 794.95 2.83.10' 1.60*10' 

1 .73-106 9.82. lo-' ='Ac 911.21 

1,120.29 2.974 O6 1.694 0' 

40K 1,460.83 1.35.10' 7.67.1 0" 

1,509.23 4.26.10' 2.42.10' 

2,118.55 2.29010' 1.304 0-' 

'''T1 2,614.53 2 .34~10~ 1.33.10' 

2 2 6 b  

2 1 4 ~ i  

2 1 4 ~ i  

214Bi 

surface of the cylinder. The density of the air was taken as 0.00122-g/cm3. All other models developed in 
this study were normalized to the results fiom this well defined geometry, unless otherwise noted. 

/ 

infinite Geometry Models 

A series of models were constructed to determine whether or not the physical sources in Grand Junction 
were representative of an infinite geometry, similar to that found in boreholes and monitoring wells. These 
models were based on the Standard model described previously, with an air filled borehole and an annular 
concrete source matrix. The densities of the air, and concrete/water matrix were held constant as the height of 
the cylinder and thickness of the annular wall were varied independently of each other to observe the effects 
of changing the size of the annular region on the photon fluence rate at the detector location. Additionally, 
the photon density in the source was held constant for all energies. Table 9 shows how the dimensions of the 
annulus were varied. Under normal logging conditions, the most critical dimension is the height of the 
annulus. The annular height is representative of the vertical distribution of lithologic layers. A study of the 
effects of changing the annular thickness was also necessary to demonstrate whether or not the calibration 
sources were representative of infinite media. 

Porosity and Moisture Content Models 

In order to determine the response of the GSLS detector in a borehole where the surrounding matrix has 
a porosity and a moisture content different fiom the calibration conditions, the porosity and moisture models 
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Table 9. Standard model dimension variations for the purpose of infinite geometry verification. 

' Vertical Horizontal 

Height . Step Thickness Step 
(cm) (cm) (cm) (cm) 

1-10 1 1-10 1 

10-60 5 10-50 5 

60-140 10 55.2" NIA 

152.4" NIA 65-105 10 

140-200 20 

a These are the default values for the height and thickness of the Standard model annular source. 

were developed. Initially, the standard model was used to study the effats of formation porosity and moisture 
content on the relative photon fluence rates from the formation to the detector position, centered along the 
axis of the annulus. However, it became necessary to increase the size of the models and increase the 
quadrature order as will be described in the results. Partial densities of concrete, air and water were used as 
input parameters for the differing porosities and moisture contents. Table 10 lists the partial densities and 
material densities of the source matrices that were evaluated. 

Table 10. Partial densities of materials comprising the cylindrical annular source matrix. 

Density, p, gl cm3 Saturation 
Porosity ratio Concrete Air Water Mixture 

5 0 2.45 0.00006 0 2.450 

5 

10 

10 

10 

10 

10 

15 

15 

20 

20 

20 

20 

1 

0 

0.25 

0.5 

0.75 

1 

0 

1 

0 

0.25 

0.5 

0.75 

2.45 

2.32 

2.32 

2.32 

2.32 

2.32 

2.19 

2.19 

2.06 

2.06 

2.06 

2.06 

0 

0.00012 

0.00009 

0.00006 

0.00003 

0 

0.00018 

0 

0.00024 

0.000 18 

0.000 12 

0.00006 

0.05 

0 

' 0.025 

0.05 

0.075 

0.1 

0 

0.15 

0 

0.05 

0.1 

0.15 

2.500 

2.320 

2.345 

2.370 

2.395 

2.420 

2.198 

2.340 

2.060 

2.110 

2.160 

2.2 10 

20 1 2.06 0 0.2 2.260 
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Table I O .  (continued). 

Density, p, g/ cm3 Saturation 
Porosity ratio Concrete Air Water Mixture 

25 

25 

30 

30 

30 

30 

30 

35 

35 

40 

40 

40 

40 

40 

45 

45 

50 

50 

50 

50 

50 

55 

55 

60 

60 

60 

60 

0 

1 

0 

0.25 

0.5 

0.75 

1 

0 

1 

0 

0.25 

0.5 

0.75 

1 

0 

1 

0 

0.25 

0.5 

0.75 

1 

0 

1 

0 

0.25 

0.5 

0.75 

1.94 

1.94 

1.81 

1.81 

1.81 

1.81 

1.81 

1.68 

1.68 

1.55 

1.55 

1.55 

1.55 

1.55 

1.42 

1.42 

1.29 

1.29 

1.29 

1.29 

1.29 

1.16 

1.16 

1.03 

1.03 

1.03 

1.03 

0.0003 1 

0 

0.00037 

0.00028 

0.00018 

0.00009 

0 

0.00043 

0 

0.00049 

0.00037 

0.0 0 024 

0.00012 

0 

0.00055 

0 

0.00061 

0.00046 

0.0003 

0.00015 

0 

0.00067 

0 

0.00073 

0.00055 

0.00037 

0.00018 

0 

0.25 

0 

0.075 

0.15 

0.225 

0.3 

0 

0.35 

0 

0.1 

0.2 

0.3 

0.4 

0 

0.45 

0 

0.125 

0.25 

0.375 

0.5 

0 

0.55 

0 

0.15 

0.3 

0.45 

1.940 

2.190 

1.810 

1.885 

1.960 

2.035 

2.110 

1.680 

2.030 

1.550 

1.650 

1.750 

1.850 

1.950 

1.421 

1.870 

1.291 

1.415 

1.540 

1.665 

1.790 

1.161 

1.710 

1.03 1 

1.181 

1.330 

1.480 

60 1 1.03 0 0.6 1.630 



Casing, Annular Fill, and Water-filled Borehole Models 

Well casing, annular fill, and water-filled boreholes can have substantial affects on the attenuation of 
photons originating in the surrounding matrix. 

Materials most often used for well casing are PVC pipe and iron. (Although the casing is usually 
galvanized or low-carbon steel, the major component is iron and attenuation effects can be modeled as if the 
casing is pure iron.) The standard thickness of well casing is 0.635-cm (0.25-in.). The effect of casing on the 
attenuation of photons was modeled for casing thicknesses 0.75-cm and 1.0-cm, for both PVC and iron. 

In addition to the casing, the annular region between the formation and casing is'usually sealed with 
concrete. Depending on the size of the borehole and the outer diameter of casing, the thickness of concrete 
can range from 10-cm to 15-cm. The effect of concrete on the attenuation of photons was modeled for these 
thicknesses. 

The last set of models involved estimation of the attenuation effect of water in the borehole. Effective 
thicknesses of water ranging from l-cm to 1 l-cm around the detector were constructed with MicroShield". 

The Standard model was used as a normalization factor for the results of this portion of the study. 
Results from the iron casing and water-filled borehole models were then compared to empirical results 
obtained by Koizumi (Koizumi et al. 1993). Based on the agreement between these studies, the results fiom 
the PVC and concrete models can be evaluated. 

Summary of Research Methodology 

After calibration of the GSLS in the calibration sources, simulation of various borehole conditions that 
may be encountered in the field were modeled with the MicroShield" computer code. The first effort was to 
determine whether or not the calibration sources represented an infinite cylindrical geometry for the desired 
energy range of photons and estimate the effects of changing the vertical height of the enriched zone to 
simulate thin bed effects. Secondly, the effects of formation porosity and moisture content on the attenuation 
of photons were modeled. The last set of models were constructed to estimate the effects of various borehole 
parameters such as casing material and thickness, water-filled conditions, and cement seal in the annular 
region of the well and compare them with published, experimental results. Based on these items, the 
following hypotheses were developed: 1) photon fluence rates will decrease proportionally with decreasing 
cylinder height (representing the vertical extent of lithologic layer), if an infinite lateral geometry is 
maintained in the logging environment, and 2) the relative photon fluence rates for energies ranging from 
186-keV to 2,614-keV will increase with increasing porosity, and decrease with increasing moisture content 
for any given porosity. 
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RESULTS AND DISCUSSION 

Calibration and Efficiency Function 

The efficiency calibration of the Gamma Spectroscopy Logging System (GSLS) was necessary to 
quanti@ high-resolution gamma-ray spectra collected in boreholes. The result of the efficiency calibration 
was an energy dependant function that allows the translation of net peak area into radionuclide concentration 
(pCi/g), assuming the field conditions are identical to the calibratior, geometry and conditions. 

During collection of the calibration spectra, it became evident that there was gain shift present in the 
GSLS electronics. In order to resolve this problem, each spectrum was re-calibrated for energy from an 
energy table created in Gammavision@. This re-calibration was necessary to avoid improper peak 
identification during the efficiency calibration. Once the spectra were properly calibrated for energy, it was 
possible to further analyze them for the efficiency of the detection system. 

The data from the calibration spectra were entered into Microsoft@ Excel as a spreadsheet. The 
efficiency of the system was then plotted as a function of energy as shown in Figure 4. 

Included in Figure 4 is the equation of best fit for the efficiency curve and the estimated rZ value of the 
curve. Excel calculates a least squares fit through the points using the generic, power law equation 
y = c x (Microsoft@ 1993-1994). Although it has been shown that extremely accurate and 
representative efficiency functions containing six and eight curve fit parameters have been developed and 
tested, simple two parameter relations can also be used with reasonable accuracy for photons of 100 keV and 
greater (Knoll 1989). All functions studied have the same basic characteristic over the energy range of 
interest, and the shape of this efficiency curve is consistent with efficiency functions developed for similar 
logging tools employed by Westinghouse Hanford Company (Randall 1994; Koinuni et al. 1993). 

The generic equation that combines the energy dependant efficiency of the detection system, EQ, 

observed net count rate, A, and absolute peak intensity, N to yield sample concentration is the following 
(Randall 1994): 

Substituting the empirically determined function €(E) into Equation 13, and incorporating the proper units, 
the following equation results (Koizumi et al. 1993): 

where E is entered in keV. This equation is derived from the calibration geometry and borehole conditions; 
however, as stated before, ideal conditions are not always encountered in the field. Therefore correction 
factors need to be developed for application to spectra collected in boreholes and monitofing wells. 
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It is important to note that the efficiency of a counting system can change. This change may be brought 
about by degradation of the detection medium and system electronics, and fiom changes or modifications to 
the system electronics. Therefore it is stressed that the efficiency of the system be verified and re-calibrated 
on a periodic basis. In addition to changes in the efficiency inherent to the system components, field 
conditions may adversely affect concentration calculations, resulting in erroneous concentration numbers. 

Microshield@ Modeling 

Infinite Geometry and Vertical Distribution Study 

It was assumed that the Standard model dimensions represent an infinite geometry to the detector for 
the energy range of photons considered in this study (186-keV to 2,614-keV), and any increase in the 
physical size of the source (assuming constant activity per unit volume), either vertically or laterally, would 
not increase the fluence rate at the center of the cylindrical annulus; however, if the dimensions of the annulus 
were decreased, there would be a point at which the photon fluence rate at the detector position would begin 
to decrease. This decrease would result in systematically low values of estimated radionuclide concentrations. 
The fluence rates for the standard model are listed in Table 11. 

Photon fluence rates at the center of various size cylindrical annuli were modeled using MicroShield9. 
(See Table 9, Methods and Materials.) The photon fluence rates inside the annuli were normalized to the 
fluence rates calculated at the center of the standard model and the results displayed in Figures 5 and 6. 

Table 11. Photon fluence rates for standard model conditions. 

Photon energy Photon fluence rate 
(keV) (photons/cm*/s) 

186.10 2.50 
24 1.98 

295.21 

338.32 

463.01 

609.3 1 

794.95 

91 1.21 

1,120.29 

1,460.83 

1,509.23 

2,118.55 

3.67 

9.01 

1.85 

0.83 

28.99 

1.03 

6.71 

12.75 

0.66 

2.13 

1.36 
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The relative photon fluence rates converge to unity at dimensions less than or equal to the physical 
dimensions of the calibration sources. It is conclusive fiom Figures 5 and 6 that an infinite geometry is 
represented by the physical characteristics of the calibration sources at the Technical Measurements Center in 
Grand Junction. Not only does this study demonstrate infinite geometry calibration conditions, but it also 
demonstrates the relationship between source height and uncollided photon flux at the detector. 

Correction factors for the vertical height of the formation were determined for annular heights between 
15-cm and 90-cm. Figures 7a and 7b display the correction factors as a function of energy for different 
annular heights for the uncollided photons incident upon the detector. Equations representing the best fit to 
the data were obtained through regression analysis using the linear function: 

K H = X 1 * E + T  

where 

KH = the vertical correction factor 

E = incident photon energy 

&, = best fit parameters (i=l,2). 

Although the curves at 15,20, and 30-cm show some curvature, a closer look at the equation fit parameters 
must be made to demonstrate the linearity. 

Table 12 lists the fit parameters, X, and X,, and the I.2 values for each thickness depicted in Figures 7a 
and 7b. Values of I.2 close to 1 indicate a strong linear relationship (Chase et al. 1992). As can be seen fiom 
Table 12, there is a strong linear relationship between the data points in each data set. 

The rate of change of the relative photon fluence is large compared to the corresponding change in 
annular heights less than 15-cm (Figure 6). This could lead to large errors in the estimation of correction 
factors. Estimations of correction factors for thin beds less than 15-cm thick are generally not made (Wilson 
et al. 1981). Additionally, annular heights greater than 90 cm result in less than a two or three percent 
decrease in the relative photon fluence rate for any energy between 186-keV and 2,614-keV. Therefore, 
vertical correction factors, KH, are only necessary for spectra collected in the center of very thin (15-cm to 
90-cm) geologic layers. 

Porosity and Moisture Content Study 

Variations in the physical parameters of the formation surrounding the borehole from those of the 
calibration sources can cause errors in radionuclide concentration estimations. This portion of the thesis 
presents the results of formation porosity and saturation ratio effects on the photon fluence rates at the center 
of "infinite" cylindrical annuli. 
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Table 12. Fit parameters for vertical correction factor function. 

Annular height Fit parameters 

(cm) X, X, 3 
15 2.0*10"' 1.4782 0.9765 

20 2.0.10"' 1.277 1 0.9805 

30 9.0.1 O5 1.1132 0.9884 

40 5.Om1O5 1.0540 0.9954 

1.0287 0.9990 50 3.0.1 O5 

60 2.0~109 1.0169 0.9994 

70 1 .o* 105 1.0104 0.9965 

1.0069 0.993 1 80 9.0*10a 

90 6.0*106 1.0047 0.9890 

The previous results section described and verified the infinite geometry representation of the 
calibration sources at the Technical Measurements Center; all of the computer models were normalized to the 
standard geometry of the calibration sources. However, attempts to model various porosity media and 
various saturation ratios using the standard, or default, geometry did not yield results consistent with 
theoretical or intuitive predictions. The initial results fiom the porosity and moisture models led to the 
following: 

1. The relative photon fluence rates decrease with increasing energy for saturation ratios, h20.25 in 
models with porosities 230%. 

The intuitive, or expected results are: 

1. For any given porosity, the relative photon fluence rates should decrease with decreasing energy 

2. The relative photon fluence rates for all energies and porosities should decrease with increasing 
moisture content. 

Consequently, four steps were taken to investigate the nature of the output from the porosity and moisture 
models: 

1. Verified that MicroShieldO input parameters and output data for Excel@ spreadsheets were correct 

2. Verified quadrature orders were sufficiently large to ensure convergence of numerical integrations 

3. Verified infinite geometry configuration by increasing the dimensions of the cylindrical annulus 
(keeping activity density constant), and compared the relative photon fluence rates for each 
geometry 
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4. Compared the photon fluence rates at the detector with and without buildup after steps 1 through 
3 were completed. 

The initial bookkeeping step of verifying that numbers were entered correctly into MicroShieldO and 
Excel showed that all numbers had been entered properly, and that the output represented the input data. The 
second and third steps were performed concurrently because any increase in the dimensions of the model 
required a subsequent test of the quadrature orders to verrfy that the integration mesh was fine enough to 
ensure convergence (Negin et al. 1993). These two steps demonstrated that as the porosity of the source 
matrix increases, the infinite source geometry conditions disappear; therefore, the physical dimensions of the 
standard or reference model were increased to an annular height of 600-cm, annular thickness of 200-cm7 and 
a detector position of 300-cm below the top surface of the annular models. Increasing the physicA 
dimensions of the models was necessary to maintain the "infinite" source geometry in the models with 
porosities greater than that of the standard 27.3%. The reason for this is as follows: As the porosity of the 
material increased, the quantity of absorbing material (effective density) and the effective-2 of the material 
decreased. Therefore, the size of the cylindrical annulus had to be increased to replace the "lost" material. As 
the size of the source matrix was increased, the number of photons originating in the source penetrated to the 
center of the annulus until a maximum fluence rate was reached, and the infinite geometry condition was 
achieved. This was verified by further increases in the source dimensions with no corresponding increase in 
the relative photon fluence rates. The increase in the physical size of the source also resulted in an increase in 
the axial integration quadrature order fiom 20 to 30. The fourth step of this data check compared the results 
with buildup to those without buildup for all porosities and saturation ratios. 

If buildup is considered, there is an increase in the relative photon fluence rates for all energies due to 
Compton interactions. However, when Microshield' calculates buildup, it calculates the total photon fluence 
rate, scattered plus uncollided photons. This technique does not separate the scattered photons into discrete 
energies; therefore, the fluence rate for a single energy photon group with buildup is as much as a factor of 2 
greater than the fluence rate without buildup. If the calculated fluence rates with buildup were used to derive 
correction factors for discrete energies, the correction factors would be too low. This effect will be 
demonstrated in the comparisons study in the next section. The relative photon fluence rates without buildup 
were converted to correction factors and the results are presented next. 

A set of graphs were developed fiom the modeling efforts to aid in the estimation of the vadose and 
saturated zone correction factors to be applied to spectra. Figures 8 and 9 display vadose and saturated zone 
correction factors as a function of formation porosity and photon energy. As can be seen in Figures 8 and 9, 
the correction factors for any given porosity are constant over the energy range fiom 186-keV to 2,614-keVY 
and the correction factors for any given energy increase smoothly and linearly with increasing porosity. If an 
infinite geometry is maintained for all porosities of the absorbing and source medium, more photons 
originating in the formation penetrate to the detector without interacting. Normalization of the data to the 
standard, or calibration, conditions in combination with the infinite geometry conditions removes the energy 
dependance of the correction factors. Therefore, the relative photon fluence rates and correction factors will 
remain constant for all energies considered at any porosity. 

Correction factors for the vadose and saturated zones are presented in Figures 10 and 11, respectively. 
A linear relationship between the correction factors and formation porosity is given for both the vadose and 
saturated zones in the following equations: 
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Kv = X, n + X, 

K, = X, n + X,, 

where 

K, = 

K, = 

n =  

Y, = 

vadose zone correction factor 

saturated zone correction factor 

formation porosity (%) 

best fit parameters (i=3,4,5,6). 

Values for the best fit parameters are listed in Table 13 for the vadose and saturated zones. 

In addition to correction factors for varying formation porosities, sets of correction factors were 
developed for formation saturation ratios of 0.25,0.50, and 0.75, in media with porosities from 10 to 
60 percent. Figure 12 displays the saturation ratio correction factors for porosities from 10 to 60 percent as a 
function of the saturation ratio. Regression analyses on the saturation ratio correction factors, KRs, produced 
the following linear equation: 

where 

KM = 

R , =  

Y, = 

saturation ratio correction factor 

saturation ratio (decimal) 

best fit parameters (i=7,8). 

The fit parameters, X, and &, for the saturation ratio correction factors, KRs, are listed in Table 14. 

Table 13. Fit parameters for the vadose and saturated zone correction factors. 

Correction factor fit parameters 

Vadose zone, K, Saturated zone, K, 

X, X, X, x, 
-0.0119 1.1884 -0.0069 1.1891 
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Table 14. Fit parameters for saturation ratio correction factors in formations with porosities fiom 10 to 
60 uercent. 

Formation porosity Saturation ratio fit parameters 

(%I X, x, 
10 0.0505 1.0695 

20 0.1008 0.9494 

30 0.1508 0.8299 

40 0.2008 0.7107 

50 0.2504 0.5917 

The correction factors for the saturation ratio show no energy dependance, as did the correction factors 
for the vadose and saturated zones. It can be stated then, that in an infinite cylindrical source geometry, 
correction factors for photon fluence rates are independent of photon energy and dependant upon the density 
and effective Z of the formation (Wilson et al. 1979A; Wilson et al. 1981). Figure 13 shows the saturation 
ratio correction factor dependance on formation porosity and saturation ratio. The slope of the curve 
increases as the formation porosity increases. This results because at lower porosities the solid material in 
the formation is the primary attenuation medium for the photons, and changing the moisture content has little 
effect. The quantity of solid material decreases as the porosity of the formation increases. Although the solid 
material in the formation has a larger attenuation factor, the principle material affecting the attenuation of 
photons is the water/& mixture occupying the pore spaces. 

It is important to note that the saturation ratio correction factors presented above also incorporate the 
corrections for formation porosity. Therefore, when KRs is used in correcting peak areas, K, or K, should not 
be used. If corrections for both porosity and saturation ratio were used concurrently, porosity would be 
accounted for twice, resulting in "over-correction." 

Casing, Annular Fill, and Water-Filled Borehole Correction Factors: A Comparison Study 

The completion materials used in the construction of monitoring wells serve as absorption and 
scattering media to the photons originating in the surrounding formation. As a result, correction factors must 
be developed and applied to the data collected with the GSLS. 

Studies have been completed using computer models and empirical data to determine correction factors 
for iron well casing and water-filled boreholes. Carl Koizumi has been involved in both types of studies 
(KoizUmi et al.1994; Koizumi et al. 1993; Koizumi et al. 1991; Koizumi 1988). Correction factors for iron 
casing and water-filled boreholes were determined using data fiom MicroShieldQ models. Results both with 
and without buildup are presented here to demonstrate the effects of Microshieldo calculated buildup factors 
on the accuracy of determining correction factors to be used in in-situ gamma-ray spectroscopic 
measurements. Correction factors for iron thicknesses of 0.75 and 1.0-cm are presented here because they 
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closely represent thicknesses of casing used to complete wells. Likewise, water thicknesses of 1.0,4.0,7.0 
and 1 1.0-cm are used because they closely represent the quantities of water found in a borehole between the 
logging tool and borehole wall. Figures 14 and 15 show the correction factors for steel and water, 
respectively, with and without buildup. 

The lines through the data points in Figure 14 are curves represented by the equation (Koizumi et al. 
1993): 

1 K, = 
XI0 % + -  WE) 

where 

KI = correction factor for iron casing 

E = photonenergy(keV) 

X,, = best-fit parameters (i=9,10). 

The values for X ,  and X,, without buildup, are listed in Table 15. These values are compared with those in 
Table 16, determined experimentally by KoinUni (Koizumi et al. 1993; Koizumi et al. 1994). 

0.75 cm Iron Casing With Buildup 0.75 cm Iron Casing Without Builduu 

1000 2000 3000 
Photon Energy. E, keV 

1 
1000 2000 3000 

Photon Encrgy, E. keV 

1.0 cm Iron Casing With Buildup 
lo I I I 

1000 2000 3000 
Photon Enagy. E. keV 

1.0 cm Iron Casing Without Buildup 
1 - 

- - 
1 I” O 

1000 2000 3000 
Photon Enagy, E, keV 

Figure 14. Iron casing correction factors, K, for casing thicknesses of 0.75 cm and 1.0 cm, with and 
without buildup. 



Table 15. Iron casing correction factor fit Parameters as determined from Microshieldo output. 

Fit parameters Casing thickness 
(cm) x, 0 

0.75 1.528 -6.274 

Table 16. Iron casing correction factor fit parameters as determined by Koizumi et al. (1993,1994). 

Fit parameters Casing thickness 
( 4  x, x, 0 

0.84 1.52 f 0.03 -6.35 f 0.16 

1.02 1.49 f 0.02 -6.40 f 0.10 

As can be seen fiom the above tables, the results from MicroShieldO without buildup are almost identical to 
Koizumi's data. A similar comparison was made for water-filled borehole correction factors. 

Figure 15 displays energy dependant correction factors for water-filled boreholes as determined from 
MicroShieldO modeling efforts. The curves drawn through the data pohits were determined through 
regression analysis and follow the general equation (Koizumi et al. 1993; Koizumi et al. 1994): 

where 

K, = water-filled borehole correction factor 

E = photon energy (keV) 

&, = best-fit parameters (i=ll,l2). 

It is evident that correction factors determined using the data with buildup underscore the correction factors 
without buildup by as much as a factor of three. Additionally, the correction factors with buildup are not well 
represented by the empirically determined correction factor function. 

Tables 17 and 18 list the water-filled borehole correction factor fit parameters as determined from 
Microshieldo data and Koizumi (KoinUni et ai. 1993; Koizumi et al. 1994), respectively. 
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Figure 15. Water-filled borehole correction factors for water annuli of 1.0,4.0,7.0 and 11.0-cm thick, with 
and without buildup. 
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Table 17. Water-filled borehole correction factor fit parameters as determined from MicroShieldO data. 

Fit parameters Effective borehole 
diameter Water thickness 

(cm) (4 X, , X, * 
1 12.2 1.15 72.26 

4 

7 

18.2 

24.2 

1.56 

1.653 

595.1 

2103 

Table 18. Water-filled borehole correction factor fit parameters as determined by Koizlmi et al. (1993, 
1994). 

Borehole diameter Fit parameters 

(cm) XI 1 XI 9 

11.4 

17.8 

22.9 

1.23 f 0.02 

1.73 f 0.06 

1.51 f 0.16 

83.4 f 7.7 

571 * 26 

2159 f 79 

30.5 0.44 f 0.21 6716 f 123 

The fit parameters from the MicroShieldO data without buildup are close in value to Koizumi's. It is 
also important to note that as the borehole diameter increases, so do the uncertainties in the fit parameters; 
therefore, it is justifiable to state that the MicroShieldO fit Parameters without buildup do show good 
agreement with Koizumi's experimental values. 

A closer look at how MicroShieldO calculates buildup factors and a brief discussion of gamma-ray 
spectroscopy fundamentals is necessary here to explain the results of the MicroShieldO modeling. 
Microshieldo calculates buildup factors by cubic spline interpolation of the tables in ANS 6.4.3 (Trubey 
1988). These tables were developed based on Monte Carlo calculations of buildup from isotropic point 
sources and infinite planar sources, not cylindrical volume sources, and as mentioned previously, the photon 
fluence rate with buildup that is calculated and displayed by Microshieldo is the total photon fluence rate. 
This is where Microshieldo buildup results conflict with the principles of gamma-ray spectroscopy; 
Microshield' does not calculate and sort the individual photon fluence rates for the scattered photons. A 
typical gamma-ray spectrum consists of one or more full-energy peaks superimposed upon a continuum. The 
shape and amplitude of the continuum is due to background radiation and to buildup, or scattering, of the 
gamma-rays from the source. The shape and amplitude of the full-energy peak is governed by Poissan 
statistics; as a result, buildup does not affect the net counts under the MI-energy peak. Based on this 
reasoning, Microshield' correction factors for photon fluence rates should be based on data without buildup. 

Results from the MicroShieldO modeling efforts, although slightly low, did follow the same trend as the 
empirical data collected by Koizumi (Koizumi et al. 1993; Koizumi et al. 1994). Good agreement between 
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0.75 cm PVC Casing Without Buildup 1.0 cm PVC Casing Without Buildup 

1 
1000 2000 3000 

1 
lo00 2000 3000 

Photon Energy. E. keV Photon Encry, E. kcV 

Figure 16. PVC casing correction factors for casing thicknesses of 0.75-cm and 1.0-cm. 

the two data sets allows for estimation of correction factors for other shielding materials based on 
MicroShieldo calculations. 

Correction factors developed for PVC were for casing thicknesses of 0.75-cm and 1.0-cm. These 
correction factors are displayed as a function of photon energy in Figure 16. The lines through the data 
points represent the best fit of the data for the PVC casing correction factor, Kp, are based on Equation 21: 

where 

Kp = correction factor for PVC casing 

E = photonenergy(keV) 

qY = best-fit parameters (i=13,14). 

Fit parameters for the PVC correction factors are listed in Table 19. 

The attenuation of photons through PVC, as can be expected, are quite low. This is due to the low 
density (1.406-g/cm3) and effective atomic number (12.0) of PVC. 

Table 19. PVC casing correction factor fit parameters. 

Fit parameters Casing thickness 
(cm) X, 

0.75 1.182 -1.908 

1.0 1.214 -2.34 
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Figure 17. Concrete annular fill correction factors for fill regions 10.0-cm and 15.0-cm thick. 

Attenuation of photons through cylindrical concrete shields was also modeled with MicroShieldO, and a 
set of graphs were generated fiom the modeling efforts, and are shown in Figure 17. For the low energy 
photons, the correction factors are quite large, particularly for the lower energy photons. This is due to the 
relatively high interaction coefficients of low energy photons in concrete. 

The concrete annular fill correction factor regression curves follow the general equation: 

where 

K, = correction factor for concrete annular fill 

E = photonenergy(keV) 

&, = best-fit parameters (i=15,16). 

Table 20 lists the values for the best fit parameters for the concrete annular fill correction factors. 

The MicroShieldO correction factors for all the above mentioned cylindrical shield applications display 
consistently low results when compared to experimental values. There is one obvious limitation to the 
MicroShieldO code: MicroShieldO models neglect the stainless steel tool casing that was present during 

Table 20. Concrete annular fill correction factor function fit parameters as determined fiom Microshieldo 
OUtDUt. 

Annular thickness Fit parameters 

10.0 0.40 1 -1.961 
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Koizumi’s measurements. However, the good agreement between the Microshieldo data and the empirically 
determined data demonstrate the effectiveness of the use of computer models to develop correction factors for 
in-situ gamma-ray spectroscopy logging. 

Application of Correction Factors 

Applying correction factors to peaks in high-resolution gamma-ray spectra requires good knowledge of 
the logging environment, including well completion characteristics and information pertaining to the geologic 
environment surrounding the borehole. Correction factors for the varying conditions can be estimated using 
the graphs and regression equations presented in the previous sections. 

Equation 14 is the equation used to determine radionuclide concentrations. (Shown again below): 

Correction factors are applied to the observed net peak area, A, prior to calculating the radionuclide 
concentration (Koizumi et al. 1993). The correction factors are constants; therefore they do not have any 
dimensions associated with them. When correction factors are used, Equation 14 is modified to account for 
them: 

where E is entered in keV, and K, is the combined correction factor as given by Equation 23: 

Each individual correction factor on the right-hand side of Equation 23 will not all be used at any one time. 
Rules pertaining to the use of the correction factors are listed below: 

1. K, and K, will never be used at the same time 

2. K, and K, will never be used in conjunction with KRs 

3. Correction factors should be used based on available information of the logging environment, not 
guessing 

4. If a correction factor is not used, it should be assigned a value of one. 

A summary of the environmental correction factors are listed in Table 2 1. 



Table 21. Summary of environmental correction factors. 

List of fit 
Correction parameter 

Factor Application Equation values 

Thinbed X , * E + X ,  Tbl. 12,p.64 K H  

Vadose zone 

Saturated zone 

Partially saturated media 

& * n + X 4  

X, n + X6 

q * n + X ,  
1 

Tbl. 13,p.72 

Tbl. 13,p.72 

Tbl. 14,p.75 

Iron casing 

Water-filled borehole 

PVC casing 

Xl2 
Xll + E J 

1 
x14 

x13 + - 
1 

Tbl. 15,p.81 

Tbl. 17,p.83 

Tbl. 18,p.86 

K, Concrete seal 
~ 

x16 Tbl. 19,p.87 
x15 + InQ 

The correction factors defined in the previous sections are based on regression analyses of computer 
generated data points, not actual experimental values. The regression equations were determined by 
empirical curve fitting routines, and are not based on theory. The correction factors are defined for photons 
ranging in energy fiom 186-keV to 2,614-keV7 and values for correction factors should not be extrapolated 
beyond these limits. The correction factors are only useful when implemented properly and with good 
knowledge of the logging environment. 

Summary of GSLS Calibration and MicroShield@ Modeling Results 

Calibration of the GSLS at the Technical Measurements Center in Grand Junction resulted in the 
development of an energy dependent efficiency function for a very simple borehole geometry. Subsequent 
modeling efforts employing the Microshieldo computer code produced potential correction factors for a 
variety of borehole conditions including vadose and saturated zone, and saturation ratio correction factors, 
vertical height correction factors, and casing, water-filled borehole, and annular fill correction factors. The 
calibration efficiency function, in conjunction with the appropriate correction factors, may be applied to net 
peak areas in spectra collected in regions of unknown quantities of gamma-emitting radionuclides to yield 
accurate concentration estimations. 
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CONCLUSION 

Efficiency Calibration 

Calibration of the Gamma Spectroscopy Logging System in Grand Junction, Colorado allowed the 
development of an efficiency function for photons ranging in energy from 186-keV to 2,614-keV for simple, 
uncased borehole geometry. Although the efficiency calibration is accurate for the simple borehole geometry, 
it has been recognized that the conditions encountered in the field are far different from the calibration 
conditions, and corrections must be made to peak areas in spectra collected under non-standard conditions. 

Microshield@ Correction Factors 

Computer modeling of the various conditions that may be encountered in the field is one method for the 
development of correction factors (Koizumi 1988; Wilson et al. 1979A; Conaway 1991; Wilson et al. 1991; 
Gadeken et al. 1991; Wilson et al. 1993). The best approach for determining the effect of various conditions 
that may be encountered is to consider each condition separately, and methodically. 

The first set of MicroShield" models were necessary to confirm that the calibration sources at the 
Technical Measurements Center represented an infinite cylindrical, volume source. The results fiom this test 
were conclusive of that fact. This study also produced a set of correction factors for measurements taken in 
thin lithologic beds. It was shown that the relative photon fluence rates decrease linearly with decreasing bed 
thickness, supporting the first hypothesis. 

The second set of computer models were developed to determine the effects of changing the porosity 
and the moisture content of the geologic environment surrounding the borehole fiom that of the standard 
calibration conditions. The second hypothesis was supported by the vadose and saturated zone, and 
saturation ratio correction factors. It was demonstrated that the photon fluence rates increase linearly with 
increasing porosities for all energies for any given moisture content. Additionally, it was shown that under 
conditions of an infinite source geometry, there is no energy dependance of the vadose and saturated zone, 
and saturation ratio correction factors, 

The final portion of this thesis involved the comparison of Microshield" correction factors for iron 
casing and water-filled boreholes to correction factors determined experimentally by Koizumi (Koizumi et al. 
1993). The results showed good agreement between correction factor values and the empirically determined 
curves. Based on the good agreement between these two data sets, correction factors were estimated for PVC 
casing and annular regions filled with cement to simulate other types of well completion environments. 

The calibration sources in Grand Junction allowed the development of counting efficiencies for a 
specific set of conditions. Computer modeling of various other conditions that may be encountered in the 
borehole environment will allow for extrapolation between the calibration conditions and the actual logging 
conditions. However, in order for the correction factors to improve the accuracy of the estimations of 
radionuclide concentrations, the logging conditions must be well understood so the appropriate correction 
factors are applied. This provides a rational method to estimate the efficiencies for the broad continuum of 
possible field conditions. The end result of a good efficiency function and proper correction factors is a 
systematic, accurate method for estimating gamma-emitting radionuclide concentrations in-situ. 
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