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Abstract: A procedure is described for the generation of chemically accurate computer-simulation 

inodels to study chemical reactions in the condensed phase. The process involves ( i )  the use of a coupled 

semiempirical quantum and classical molecular mechanics method to represent solutes and solvent, 

respectively; (ii) the optimization of semiempirical quantum mechanics ( Q M )  parameters to produce a 

computationally eficient and chemically accurate QM model; (iii) the calibration of a quantundclassical 

microsolvation model using ab initio quantum theory; and (iv) the use of statistical mechanical principles 

and methods to simulate, on massively parallel computers, the thermodynamic properties of chemical 

reactions in aqueous solution. The utility of this process is demonstrated by the calculation of the 

enthalpy of reaction in vacuum and free energy change in aqueous solution for a proton transfer 

involving methanol, methoxide, imidazole, and imidazolium, which are finctional groups involved with 

proton transfers in many biochemical systems. An optimized semiempirical QM model is produced, 

which results in the calculation of heats offormation of the above chemical species to within 1.0 kcaWmol 

of experimental values. The use of the calibrated QM and microsolvation QM/MM models for the 

simulation of a proton transfer in aqueous solution gives a calculated free energy that is within 1.0 

kcaWmo1 (12.2 calculated vs. 12.8 experimental) of a value estimated from experimental pKa’s of the 

reacting species. 

DISCLAIMER 

This report was prepared as an account of work sponsored by an agency of the United States 
Government. Neither the United States Government nor any agency thereof, nor any of their 
employees, makes any warranty, express or implied, or assumes any legal liability or responsi- 
bility for the accuracy, completeness, or usefulness of any information, apparatus, product, or 
process disclosed, or represents that its use would not infringe privately owned rights. Refer- 
ence herein to any specific commercial product, process, or service by trade name, trademark, 
manufacturer, or otherwise does not necessarily constitute or imply its endorsement, recorn- 
mendation, or favoring by the United States Government or any agency thereof. The views 
and opinions of authors expressed herein do not necessarily state or reflect those of the 
United States Government or any agency thereof. 
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Advances in high-performance computing coupled with computational approaches based on first 

principles provide the technology to cany out accurate simulations of condensed-phase chemical 

phenomena. Theoretical methods that represent the noncovalent attributes of chemical systems have 

become quite sophisticated, and it is now possible to calculate structural and energetic properties of 

complex biochemical systems, such as proteins and nucleic acids, to reasonable degrees of accuracy (1). 

However, a realistic depiction of chemical reactions in the condensed phase, where bond-making and - 

breaking events result in significant changes to the electronic structure of solutes, is much more 

problematic. The simulation of chemical reactions to experimental accuracy can be attained through the 

use of computationai quantum mechanical (QM) methods, which have been implemented in the form of 

Gaussian Hartree-Fock and related theories (2). However, the most reliable ab initio QM methods are 

computationally intensive, and chemical accuracy (energies within about 1-2 kcaVmol of experimental 

values) can be obtained only on small systems consisting of less than 10 heavy (nonhydrogen) atoms (3). 

Thus, the direct application of high-level ab initio QM methods to model condensed phase systems 

containing thousands of atoms is impractical. 
t 

To make the simulation of chemical reactions in the condensed phase feasible, approaches combining 

QM with classical molecular mechanics (MM) have been devised (4-7). In these hybrid QM/MM 

implementations, the portion of a chemical system in the condensed phase undergoing changes in electronic 

structure (typically < 50 atoms) are treated with a QM representation while an MM model is used for the 

remainder of the system (thousands of atoms), and the interaction between QM and MM portions of the 

system is based on a QMIMM mixed Hamiltonian. The viability of QMIMM methods in condensed-phase 

chemical applications is dependent on (i) the computational efficiency of the QM implementation, (ii) the 

accuracy of the (2?4 method to calculate the electronic structure and energetic properties of a system, (iii) 

the realistic incorporation of solvation effects represented by the interactions between designated QM 

(solute) and MM (solvent) components of a system, and (iv) the availability of computational resources to 

carry out statistical mechanics calculations. An iniwse relationship between the computational efficiency 

and accuracy of QM methods, ( i )  and ( i i ) ,  accounts for the major limitation in the practical use of QMIMM 
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methods, whereas (iii) has been shown to be feasible (8,9), and (iv) is satisfied through the use of massively 

parallel computers. 

In this paper, we describe a systematic procedure to calibrate and use a QM/MM approach in complex 

heterogeneous molecular systems, which overcomes current limitations. Central to the success of this 

approach is the optimization of the QM method to reproduce experimental andor calculated gas phase 

physical properties of molecular systems and the generation of QMMM parameters to insure accurate 

treatment of interactions between QM and MM portions of the system. The resultant methodology can be 

used to model the electronic, structural, and energetic properties of condensed-phase molecular systems to 

levels near chemical accuracy. 

We have previously developed a combined QM and MM approach (5,6) for the study of condensed- 

phase reactions, which consists of the semiempirical QM Austin Model 1 (AM1) (10) and MM 

(CHAFWM) (11) methods. To use this QM/MM approach, a simulation system is partitioned into QM 

and MM regions. The energies (EQMIMM) of and the forces (F’QMIMM) on QM atoms are given by the 

expectation values of the QM Hamiltonian and its derivative, respectively, and include electrostatic and van 

der Waals interactions with MM atoms. The determination of FQMIMM and FMM, the forces on MM 

atoms (which include effects due to QM atoms), enables energy minimization and classical molecular 

dynamics to be done in a standard manner (1).  The computational efficiency of this semiempirical 

QM/MM method provides the means to calculate ensemble-averaged thermodynamic quantities such as 

free energies of reaction for complex condensed-phase chemical reactions (9,12). 

Although the AM1 semiempirical QM method is efficient, its accuracy is problem-dependent (13). In 

most cases, semiempirical QM methods are not able to determine energetic properties of molecular systems 

to chemical accuracy. To overcome this limitation, we have developed a method that can be used to 

generate a QM/MM model for specific condensed-phase molecular systems, which enables the calculation 

of free energies of reaction to within experimental accuracy. Our approach comprises the following steps: 

( i )  the pxtitioning of a system into Q M  (solute) and MM (solvcnl) regions, ( i i )  the optimization Of 

parameters ussocintcd with the semiempirical QM method, ( i i i )  the rclincment of van der W X I ~ S  piiriiineters 
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on QM atoms, which are required for interactions between QM and MM atoms, and (iv) the use of 

molecular dynamics and free energy perturbation methods (5,9,12,14) on massively parallel computers to 

calculate free energies of reaction in the condensed phase. 

To demonstrate the above procedure, we studied the energetics of the following proton transfer 

reaction, R1, 

imidazole (IMID) 

N-7 

L J J H  
CH,OH 4- 

methanol (MEOH) 

imhzolium (IMID+ 

HN- 
CH,O- 4- 

methuxide ( M E 6  ) 

in gas phase and aqueous solution. The theoretical and experimental heats of formation (AH;) of the 

various molecular species associated with R1 are displayed in Table 1. The AMl-derived AH/”, using 

standard AM1 parameters, differ by as much as 20 kcaVmol from their experimental counterparts. The 

AM1 calculated heat of reaction, AAHj(R1) = AH;(ZMZD’) + AH;(MEO-)- AH;(ZMZD)-AH;(MEOH) 

= 164.1 kcaUmo1, is in better agreement to the experimental value of 157 kcaUmo1, due tc a fortuitous 

cancellation of errors in the heats of formation of the individual molecules of R1. The magnitude of these 

errors are representative of the limitations in the standard AM1 model, which may affect the accuracy 

attainable in the calculation of the free energies of reaction R1 in aqueous solution. 

The first step in the process to produce a simulation model capable of calculating values in close 

agreement to condensed-phase experimental data was the optimization of semiempirical QM parameters 

with respect to constraints derived from gas phase physical properties of the specific molecules under 

consideration. The problem, which has been outlined by Dewar and coworkers (15), was to find an optimal 

set of parameters, X, ( k  = 1,. .. , K ) ,  by fitting a set of target values, Y, (1  = 1,. . ., L ) ,  of L properties in a 

basis set of M molecules. This can be done by minimizing the sum (Y) of weighted errors in the calculated 

values 
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where wl is a weighting factor for the quantity q.  The values of weighting factors emphasize different 

types of properties. For the above proton transfer reaction, we used a basis set of molecules consisting of 

methanol, imidazole, methoxide, and imidazolium. To optimize the AM1 parameters, X,, for these 

molecules, the target values, &' , were (i) the experimental heats of formation (wheat = 1.0 kcal-'), (ii) 

experimental or ab initio (6-31G(d)) dipole moments (wdipole = 30.0 Debye-'), and (iii) the internal 

coordinates obtained from MP2/6-3 1G(d) ab initio QM calculations (weights, wI , used for bond, angle, 

and dihedral constraints were 1.0 A-1, 5.0 degree-', 1.0 degree-', respectively). Table 1 gives the target 

experimental heats of formation and experimentallab initio dipole moments used in Equation 1. 

To search for an optimal set of parameters that minimize Y, we implemented a procedure within the 

context of our QM/MM method, similar to one described by Rossi and Truhlar (16), that uses a genetic 

algorithm (GA) to find a set of AM1 System Specific Parameters (AM1-SSP) appropriate for use in the 

study of reaction R1. The GA method we used resembles one described by Goldberg (17) with the addition 

of features that include the representation of variables as red numbers instead of bit patterns, a uniform 

distribution of cross-over points instead of one or two (18), and the use of a steady-state algorithm for 

population replacement (19) instead of the traditional generational replacement (17) genetic algorithm. 

To obtain the AMI-SSP values shown in Table 2, we started with the standard AM1 parameters, 

which included all the types used in the fitting process to generate the original AM1 model except the Slater 

exponents (6, and 6 ,,) ( 1  0). A population of 300 chrornosornes, each consisting of 42 genes (AM1 

parameters), was used, where initial values for specific genes on each chromosome were selected from a 

random Gaussian distribution having a standard deviation of 10% and centered on the original AMI value. 

The crossover ancl mutation probabilities were 0.7 and 0.01, respectively, and the mutated value for a 

particular gene was taken from a random Gaussian distribution that was centered on the current value for a 

gene with ;i standnr-d deviation of 10%. The GA w x  run  for 15,000 generations with 1 %  of the population 

selected for crossover (steady-state population replacement inethod) in each generation. The geometries of 
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basis set molecules, in each GA generation, were optimized until the gradient norm of the energy (forces on 

atoms) was less than 1.0 kcal/Hi. The resultant bond lengths, angles, and dihedrals were used as variables 

(q(ca1c)) together with calculated heats of formation and dipole moments. The final AMI-SSP 

parameters are given in Table 2, and the calculated molecular properties are listed in Table 1. The 

experimental and Ah41-SSP calculated heats of formation are within 1.0 kcaVmol and dipole moments 

agree to within 0.3 Debye of experiment or ab initio QM derived values. The AM1-SSP calculated 

geometries differ from the ab initio target values for bonds, angles, and dihedrals by 0.01 1 +- 0.008 A, 1.06 

+. 0.97 degrees, and 0.19 & 0.14 degrees, respectively. The result is a chemically accurate and 

computationally efficient QM model for the compounds in R1. 

The next step in the process was to generaie a QM/MM model, which was calibrated with respect to a 

microsolvent environment. To represent solvation effects realistically, it was necessary that the QM/MM 

Hamiltonian accurately depicted the interactions between solute atoms (described by QM) and solvent 

atoms (described by MM). In our QM/MM method, QM and MM atoms interact through (i) the one- 

electron Hamiltonian via QM electron and MM “core” partial charges, (ii) QM core positive charges and 

MM “core” partial charges, and (iii) QM and MM van der Waals interactions. Term (iii) models electronic 

repulsion and dispersion interactions, which do not exist between QM and MM atoms because MM atoms 

possess no explicit electrons. Within the framework of this formalism, QM/MM interactions can be 

calibrated by adjusting the van der Waals parameters of QM atoms such that the interaction energies 

between QM and MM atoms emulate those determined from ab initio QM calculations or experimental 

data. Specifically, we match the interaction energy between a water molecule (M-M) and a functional group 

(QM) calculated by our QM/MM Hamiltonian to those determined at the HF 6-31G(dj level of theory, 

which is similar to procedures described previously (8,9,20). The 6-31G(d) basis set has been shown to 

reproduce interaction energies for hydrogen bonding complexes with good accuracy (2.2 1 ), and therefore 

provided ;i reasonable standard for QM/MM calibrations. Figure 1 shows solute-water interaction 

geometries used to generate van der Waals parameters for solute (QM) atoiw. Tables 3 and 4 list the 

minimum interaction energies and geometries between solute and water and the resultant van der W:& 
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parameters, respectively. Satisfactory agreement between ab initio and QM/MM interaction energies and 

structures was obtained. 

These two calibration procedures produced a chemically accurate QMfMM model with respect to gas 

phase and microsolvation properties for the molecular species of reaction R1. In the next step, we 

calculated the proton transfer free energy for reaction R1 in aqueous solution using statistical mechanics 

theory with a QM/h4M free energy perturbation method that we have developed (9). 

In the free energy perturbation formalism, a system is characterized by a Hamiltonian H ( p , q , h )  

which depmds parametrically on a multidimensional coupling parameter h and is a function of phase space 

coordinates p and q. The free energy difference between two states A and B can be calculated by the 

following procedure. A discrete pathway consisting of N intermediate states hi (1 I i I N such that 

A = hi I hi 5 h ,  = B )  is constructed to connect states A and B in a series of free energy perturbation 

windows. Free energy differences along the pathway can then be calculated using 

which is the free energy difference between a state hi and its two neighbors h = hi k Ah (R: universal 

gas constant; T: absolute temperature; (. . .)A: ensemble average calculated with the probability density of 

state A). The free energy changes of all intermediate perturbation windows along the pathway are summed 

to obtain the total free energy difference between states A and B,  Le., 

N-I 

AG(A+ B ) = ~ A G , ( h ,  +hr  + A h ) ,  
I = I  

N - l  
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In practice, the number of perturbation windows (N) is chosen so that the phase space of the three states 

represented by h i ,  and hi L Ah can be adequately sampled. The protocol employed (see Figure 2) for 

the free energy simulations described below was identical to one used in a previous study (9). 

For each perturbation window, free energies were calculated for the "forward" and "backward" 

directions (hi to hi k Ah) as defined by Equation 2. The total free energy changes AG,,,,, (forward) and 

AGprl,tl,n (backward) were determined using Equations 3 and 4, respectively, and an estimation of the 

error in the calcuiated free energy (defined as the hysterzsis) is given by 

A plot of the free energy changes for the forward and backward directions are shown in Figure 2. The total 

hysteresis for the proton transfer simulations was less than 0.5 kcal/mol, which suggests that adequate 

phase space sampling had been achieved along the perturbation pathway. 

The energy required to transfer a proton from methanol to imidazole in the gas phase is about 157 

kcal/mol (Table l),  whereas the free energy change in water at 298 K is only 12.8 kcal/mol. The free 

energy of transfer in aqueous solution is calculated from the experimental p K ,  values of methanol (22) and 

imidazole (2317 which are 15.5 and 6.05 respectively, using 

AG,v,,,,n,(R1) = 2.3RT{pKu(MEOH) - pK,(IMID)}. There is a significant energetic stabilization effect 

due to the  solvation of rnethoxide (charge -1 ) and imidazolium (charge + 1 )  relative to the uncharged 

methanol and imidazole species. Our simulated proton free energy change of 12.2 kcal/mol (-1 1.9 for the 

backward transformation) compares favorably to the experimental value of 12.8 kcal/mol and appears to 

account for the stabilization effects by the water solution. This close agreement between calculated and 

experimentally derived proton transfer free energies suggests that our procedure, which produces a system- 

specific QM/MM model, can result in the determination of condensed phase chemical reaction phenomena 

to chemical accuracy. These results are due to (i) the ability of the GA optimized AMI model to accurately 

reproduce the heats of' formation and gas phase dipole moments for the molecular species 0 1  reaction R1, 
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(ii) the calibration of QWMM interaction energies, which lead to a reasonable representation of solvation 

energetics, and (iii) the adequate sampling of phase space along the pathway chosen for the perturbations 

as obtained through MD simulations carried out on a massively parallel computer. 

The systematic procedure described in this paper.can be applied to any condensed-phase system where 

gas phase experimental data or high-level ab initio calculations are available to calibrate a hybrid 

semiempirical QM and MM method. This new capability provides the means to simulate and analyze, to 

near chemical accuracy, the structural, energetic, and kinetic properties for a wide variety of chemical 

reactions in solvents that range from simple homogeneous aqueous solutions to the complex heterogeneous 

protein environments of enzymes. 
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Table 1. Experimental and calculated heats of formation and dipole moments of methanol, 
methoxide, imidazole, and imidazolium. 

Experimental and Calculated Physical Observables 

Physical MEOH MEO- IMID IMID+ 
Molecules 

Observables 
(method) 

-48.30 -33.20 f 2.40 35.00 f 0.50 177.00 

196.31 -56.02 -38.52 50.76 

A€€; (Mll-sSP) -48.14 -32.59 34.83 177.43 

AH; 
AH,” ( A M I )  

1.70 - 3.80 - 

1.62 1.38 3.60 1.63 

1.87 2.16 3.86 1.74 

(AMI-SSP) 1.97 2.09 3.69 1.76 

liq @PIb 

IF1 ( A M I )  

[6-3 1 G(d)l 

heat of formation at 298 K (kcailmol). Mr” 
EXP experimental value. 
AM1 standard AM1 parameters (10). 
AMI-SSP 
6-3 1 G(d) 

a reference (3 1). 
b reference (32). 

AM 1 system specific parameters. 
HF 6-3 lG(d) level of ab initio theory. 
magnitude of dipole moment vector (Debye). 161 



Table 2 AM1 (10) and AM1 system specific (AMI-SSP) parameters for hydrogen, carbon, 
nitrogen, and oxygen. The AM l S S P  parameters are optimized for methanol, methoxide, 
imidazole, and imidazolium. 

AMI-SSP 

Unit of parameters is in electron volt (eV). 
-* parameter not optimized. 
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Table 3. Solute-solvent miniinurn interaction energies (kcaVmole) and distances (A) between 
solute atom “A?’ and water oxygen atom “OW’ (Figure I),  and equilibrium angles (Figure 1) 
calculated by ab initio Gaussian HF 6-31G(d) and Q M N M  methods. Solute name (e.g. IMID) 
and water-solute orientation number in column I corresponds to the molecular complexes 
displayed in Figure 1.  The experimental interaction energy between water and methoxide has been 
measured to be -23.9 kcaVmol(24). The HF 6-31G(d) interaction energies have been scaled by a 
constant factor of 1.16 for uncharged molecules (25). 

’ 

Molecule 
(orientation) 

IMID (1) 
IMID (2) 
IMID (3) 

6-31G(d) AMlSSP/MM 
Energy d(0 W-X) Energy d(0W-X) 

(angle) (angle) * 

-2.44 3.54 (CE) -2.5 1 3.57 (CE) 
-7.26 3.09 (NE2) -7.3 1 2.83 (NE2) 
-0.99 3.75 (CI?) -1.24 3.67 (CD) 

IMID (4) -2.40 
IMID (5) -6.65 

3.60 (CG) -2.36 I 3.63 (CG) 
3.16 (ND) -6.59 I 2.87 (ND) 

IMID+ (1) 
IMID+ (2) 
IMID+ (3) 
MEO- (1) 
MEO-(2) 
MEO-(3) 
MEO-(4) 

-12.28 3.12 (CE) -1 1.21 3.31 (CE) 
-9.53 3.22 (CD) -10.29 3.21 (CD) 

-15.94 2.94 (ND) -16.65 2.77 (ND) 

-20.95 2.67 (02) -21.29 2.47 (02) 
-20.95 2.67 (02) -21.29 2.47 (02) 
-23.96 2.71 (02) -23.97 2.51 (02) . 

(Q=115) (Q=127) 

-18.75 2.67 (02) -20.30 2.44 (02) 

MEO-(5) 
MEOH (1) 

-6.89 1 2.44 (C2) I -6.96 I 2.25 (C2) 
-5.73 I 3.01 (02) I -6.60 I 2.53 (02) 



Table 4. The van der Waals parameters of solute atoms (molecule and atom names correspond to 
those in Figure 1) for QMMM and MM [CHARMM (20)]. 

Molecule 
(Atom) 

IMID, IMID+ 
(CE, CD) 
IMID, IMID+ 
(CG) 
IMID, IMID+ 
(NE2) 
IMLD, IMID+ 
(ND) 
M E O ,  MEOH 
(C2) 
M E O ,  MEOH 

AMlSSPIMM MM (CHARMM22) 
E (kcal) r* (A) E (kcal) r* (A) 
-0.1000 2.5000 -0.0500 1 .so00 

-1 .oooo 1.7000 -0.0500 1 .so00 

-0.0800 1.9000 -0.2000 1 .8500 

-0.0300 1 .goo0 -0.2000 1.8500 

-0.0800 2.0600 -0.0800 2.0600 

-0.0021 2.0000 -0.1200 1.7000 
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Figure Captions 

Figure 1: Solute-solvent complexes for QMMM interaction energy calibrations. 

1 a. IMID - imidazole 

1 b. IMID+ - imidazolium 

1 c. MEO- - methoxide 

1 d. MEOH - methanol 

Figure 2. Free energy “profile” for the proton transfer reaction R1. To represent a bulk solution of water, 

solute molecules are immersed in an 18-8, radius ball of TIP3P water. (26) A deformable stochastic 

boundary (27,28) with a reaction zone of 16 8, and a buffer region of 2 A was imposed on the reaction 

system, and molecular dynamics was used to sample phase space. The reaction coordinates, hproton , 

were constrained using SHAKE (29), to specific values along the free energy perturbation pathway. This 

pathway consists of a series of changes in the two reaction coordinates, which are defined by the distance 

between the hydroxyl oxygen and proton of methanol and the distance between this proton and the 

unprotonated nitrogen of the imidazole. The system was transformed from a methanol-imidazole complex 

to a methoxide-imidazolium complex in increments of 0.05 A along the defined reaction coordinates. This 

produced 70 perturbation windows for the transformation between reactants and products. Calculations for 

equilibration and data collection were done simultaneously on different processors of a massively parallel 

computer. The points along the ordinate correspond to the reaction coordinates. The abscissa gives the 

cumulative free energies (kcal/mol) along this reaction coordinate for the forward (-) and reverTe 

directions (- . -). The difference in the free energies between the points A and B are the calculatd free 

cncrgy changes for the proton transfer reaction, which itre 12.2 forward and - 1  1.9 backward. Each window 
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was equilibrated for 20 ps and data collected for 10 ps using 1 fs molecular dynamics time steps for a total 

simulation of 2.1 ns. The free energy changes after 5 ps of data collection per window were 12.1 and - 1 1.6 

for forward and backward directions, respectively (data not shown). 
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