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1. ABSTRACT 

This cooperative research and development agreement (CRADA) between Concurrent Technologies 
Corporation (CTC) and Lockheed Martin Energy Systems (LMES) combines CTC’s expertise in the 
welding area and that of LMES to develop computer models and simulation sofhvare for welding 
processes. This development is of significant impact to the industry, including materials producers and 
fabricators. The main thrust of the research effort was to develop a comprehensive welding simulation 
methodology. A substantial amount of work has been done by several researchers to numerically model 
several welding processes. The primary drawback of most of the existing models is the lack of sound 
linkages between the mechanistic aspects (e.g., heat transfer, fluid flow, and residual stress) and the 
metallurgical aspects (e.g., microstructure development and control). A comprehensive numerical model 
which can be used to elucidate the effect of welding parameters/conditions on the temperature distribution, 
weld pool shape and size, solidification behavior, and microstructure development, as well as stresses and 
distortion, does not exist. It was therefore imperative to develop a comprehensive model which would 
predict all of the above phenomena during welding. The CRADA built upon an already existing three- 
dimensional (3-D) welding simulation model which was developed by LMES which is capable of 
predicting weld pool shape and the temperature history in 3-d single-pass welds. However, the model does 
not account for multipass welds, microstructural evolution, distortion and residual stresses. Additionally, 
the model requires large resources of computing time, which limits its use for practical applications. To 
overcome this, CTC and LMES have developed through this CRADA the comprehensive welding 
simulation model described above. 

The following technical tasks have been accomplished as part of the CRADA. 

1. The LMES welding code has been ported to the Intel Paragon parallel computer at ORNL. The timing 
results illustrate the potential of the modified computer model for the analysis of large-scale welding 
simulations. 

2. The kinetics of grain structure evolution in the weld heat affected zone (HAZ) has been simulated with 
reasonable accuracy by coupling an improved MC grain growth algorithm with a methodology for 
converting the MC parameters of grain size and time to real parameters. The simulations effectively 
captured the thermal pinning phenomenon that has been reported in the weld HAZ. 

3. A cellular automaton (CA) code has been developed to simulate the solidification microstructure in the 
weld fusion zone. The simulations effectivly captured the epitaxial growth of the HAZ grains, the grain 
selection mechanism, and the formation of typical grain structures observed in the weld fusion zone. 

4. The point heat source used in the LMES welding code has ben replaced with a distributed heat source 
to better capture the thermal characteristics and energy distributions in a commercial welding heat source. 

5. Coupled thermal-mechanical and metallurgical models have been developed to accurately predict the 
weld residual stresses, and 

6. Attempts have been made to integrate the newly developed computational capabilities into a 
comprehensive weld design tool. 



2. OBJECTIVE 

The objective of this cooperative research and development agreement (CRADA) is to develop a 
comprehensive design tool for welding, by combining the existing capabilities at Lockheed Martin Energy 
Systems (LMES) for predicting the weld pool shape, heat and fluid flow with newly developed models 
for predicting the weld and heat affected zone microstructures, and the residual stress distribution, and 
incorporate these models into a design methodology developed by Concurrent Technologies Corporation 
(CTC) through a graphical user interface. 

3. COMPLETION OF OBJECTIVES 

All the major objectives of this CRADA were completed, except for the integration of the computer 
models into the design tool through the graphical user interface. The development of the design tool and 
the graphical user interface described in the report is preliminary, and it was being further modified by 
CTC at that time. The final version of the user interface was to have been made available to LMES for 
incorporation of the various simulation models developed by LMES. However, LMES has not received 
the final version of the graphical interface to date. Consequently, the application of the design tool to a 
benchmark problem and the validation of the tool could not be accomplished. 

4. BENEFIT TO SPONSORING DOE PROGRAM 

The computer models developed as part of this CRADA are extremely valuable to the Office of Defense 
Programs. Since the models are fairly generic, they are applicable to a wide variety of materials, and they 
can be readily used in the design and manufacture of weapons components. 

5. INVENTIONS, COMMERCIALIZATION POTENTIAL AND PLANS FOR FUTURE 
COLLABORATION 

Thus far, no inventions have been reported. However, the computer codes developed as part of this 
CRADA may have potential commercial applications in materials processing, especially in the fabrication 
of metallic structures through fusion welding techniques. 

6. TECHNICAL REPORT 

This report describes in’ detail the research carried out in connection with each of the major tasks of the 
CRADA. 

6.1. PARALLELIZATION OF THE WELDING SIMULATION CODE 

The computer program for 3-D transient analyses of welding processes has been modified for use on 
massively parallel computers. The model is based on a discrete element method that takes into account 
geometric variations of an object, heat transfer, fluid flow, deformable free surface, solid/liquid interface, 
buoyancy, electromagnetic and surface forces acting on a weld. The computational performance of the 
modified code with respect to the number of available processors and problem complexity was assessed 
to illustrate its potential for detailed, fast, and accurate welding simulations. The computational 
requirements for real time welding simulations are also investigated. 
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6.1.1 Introduction 

For computational modeling of material processes to be successful it must be based on proper 
identification of all relevant physical phenomena and their accurate mathematical description. The variety 
of competing physical mechanisms in welding results in complex mathematical models that render 
previously developed respective computational models unfeasible for moderate and large discretization 
grids. Transient effects add further complexity to simulations, effectively restricting computational analyses 
utilizing standard single-processor computer architectures to only two-dimensional (2-D) discretizations. 
This project has developed materials based modeling and implemented the model utilizing the 
computational power of emerging massively parallel computers offering potential for performing realistic 
multidimensional transient welding simulations in a relatively short amount of time. 

6.1.2 Computational Model 

The computational model for welding simulations used in this study incorporates the influence of transient 
effects, heat transfer from arc to weld surface, coupled conduction and convection heat transfer, and fluid 
flow in the weld pool. The model is also capable of handling realistic geometries and uses 
temperature-dependent material properties. Details of the computational model employed can be found 
elsewhere'q2. The constitutive models used to describe each phenomena can be rather complex. For 
example, the fluid flow model considers buoyancy, electromagnetic, surface tension, and surface curvature 
forces as driving mechanisms for fluid flow. The computational model solves the full  differential equations 
governing fluid dynamics phenomena on a logically rectangular three-dimensional grid. The equations 
are solved by a discrete-element method in which the solution domain is subdivided into grid cells 
bounded by continuous lines or surfaces aligned in the coordinate directions. From this discretization for 
each of the dependent variables, a discrete equation is constructed for each grid point utilizing a 7-point 
stencil for the discretization of the dependent variables. As a result, the overall simulation model becomes 
computationally unfeasible, even for moderate-size discretizations, on high-end workstations. Moreover, 
because of the explicit scheme used for time integration, stability criteria mandate that the time step be 
proportional to the minimum discrete element size. This fact, in conjunction with the number of 
discretization points, results in the quadratic increase of required processing time with respect to 
refinement of the grid. Computer memory may also become the limiting factor (approximately 40 variables 
are used per discrete element) since the time penalty associated with disk operations prohibits its usage 
for memory reference. On the up side, the computational model is inherently parallel: similar operations 
(Le., stencil) take place throughout the computational domain and as such are amenable to parallelization. 

6.1.3 High Performance Computing 

Parallel supercomputers' can be broadly classified by their memory organization as: shared- memory and 
distributed-memory multiprocessors based Shared-memory multiprocessors allow all processors equal 
access to memory that has been declared global, usually through a common communication channel. This 
means that all of the processors can access any portion of the computer's memory. As the number of 
processors sharing the memory and the communication channel increases, the potential for contention 
between the processors for control of the memory increases. Distributed-memory multiprocessors are 
characterized by a network of communication channels, each of which connects a processor to another 
processor and memory units. Typically, each processor has a local memory of limited size. When a 
processor needs data stored in memory other than its own, the computer program must explicitly request 
the transmission of those data. The processors send and receive messages containing the results of 
calculations in a processor. Extra programming effort is required for coordinating data movement. 
Because communication channels are not shared in distributed-memory architectures, they are more 
efficient than bus architectures in the use of processors and memory. Lack of equal access to memory by 
all the processors makes the use of distributed-memory computers more difficult and more limited. 



6.1.4 Parallel Implementation 

Discrete element code for the analysis of heat and fluid flow in the weld pool has been ported to the Oak 
Ridge National Laboratory (ORNL) massively parallel computers: iPSC/860, Intel Paragon, and Kendall 
Square Research, utilizing the Message Passing Interface (MPI).4 The domain decomposition technique 
has been employed as a principal method for exploiting concurrent processing. The program uses one- 
dimensional domain decomposition in the x direction, decomposing the computational domain into blocks 
of approximately equal size. Each block is assigned to a processor that has its identification number (id) 
equal to the block ordinal number with respect to the block position along x axis, the first block having 
the ordinal number 0. Data for stencil evaluation for control volumes in the interior of a block are needed 
by only one processor, while data for control volumes on the boundary are required by more than one 
processor. The efficiency of this computation is influenced by two factors: the computer’s ”load balance” 
and communications costs. If work is distributed unevenly, then most of the processors may be idle 
during much of the computation time -- a waste of computer cycles. However, even if work is well 
distributed, processors will be idle while they are waiting to receive the data from other processors needed 
to perform the next task. The communication that a processor needs to perform is between the processors 
that are assigned to the adjacent blocks and the communication with all the processors in an active 
topology that is required for global operations. Such a computational domain assignment and 
communication pattern makes a line processor topology suitable for efficient parallel processing. The 
computation and communication domains for the line topology of processors are illustrated in Fig 1. 

The characteristic of the domain decomposition approach is that, for a given problem size, there is a limit 
of the number of processors that can be effectively utilized.’ After the computational effort, which is 
proportional to sub-domain size, becomes comparable to communication the program execution time 
cannot be further reduced by increasing the number of processors. Therefore, the communication phase 
of a program must be efficiently designed in order to maximally utilize the computational power by 
avoiding non-local reference of data. 

6.1.5 Results 

i n  order to illustrate the benefits of high-performance computing to welding simulations it would be useful 
to consider a welding simulation that is so computationally intensive that it would take approximately a 
month to execute using a single-processor workstation. A stationary gas tungsten arc (GTA) spot welding 
with a Gaussian heat source on top of an axisymmetric domain was considered. The analysis used a 250 
x 1 x 120 grid in the x, y, and z directions, respectively. The average central processing unit (CPU) time 
per time increment for the analysis on the Intel Paragon, using different numbers of processors, is given 
in Fig. 2. The processor utilization can be more accurately assessed by examining the scaling diagram, 
as shown in Fig. 3. In this diagram, the time required by a single processor (T,) to perform an iteration 
is divided by the time used by a set of processors for the same task (T,) and displayed against the number 
of processors (nodes, n). Perfect scaling is indicated by the linear progression, i.e., the time required for 
computation would be inversely proportional to the number of processors used. It can be seen that 
processor utilization drops after 32 processors. Communication time becomes large, relative to computation 
time, due to the small number of elements assigned to each processor. As the problem discretization is 
further refined, the number of processors that can be effectively utilized will increase. The computational 
load becomes dominant over the communication phase. 
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6.1.6 Conclusions 

Massively parallel computers are currently being used to simulate coupled heat and fluid flow during 
welding. Problems that required several weeks on a workstation were solved in a few hours on the 
massively parallel machine. The timing results illustrate the potential of the modified computer model for 
the analysis of large-scale welding simulations. Further work in the development of the welding simulation 
program for massively parallel computers will involve domain decomposition in two and three directions. 
Such a program will be able to utilize the computational power of distributed- memory supercomputers 
more efficiently by reducing the communication, thus allowing for fine grids and better assessment of the 
discretization and model complexity influence on the accuracy of welding simulations. 

6.2. 

6.2.1 

MONTE CARLO SIMULATION OF HAZ MICROSTRUCTURES 

Introduction 

The MC technique has been widely used to simulate the evolution of grain structures during 
recrystallization and curvature-driven grain growth processes. However, the existing MC codes have 
certain limitations which include the prediction of a significantly lower grain growth exponent than the 
theoretical limit for curvature-driven grain growth, the occurrence of grain coalescence, and the potential 
for grain nucleation when the anisotropy in grain boundary energy is taken into account. Also, in the 
existing codes, there is no one-to-one correlation between the simulation parameters and real parameters. 
This is because the two important quantities, grain size and time, have been represented in the simulations 
as dimensionless quantities. Hence, the codes cannot be used to quantitatively predict the evolution of 
microstructures in real materials and in real time. This report describes the development of a modified MC 
code for curvature-driven grain growth which eliminates the above topological drawbacks. It also describes 
a simple methodology for obtaining a one-to-one correlation between MC and real measures of grain size 
and time, so that the code can be readily applied to solve real world problems. Finally, it describes the 
application of the modified code and the methodology developed for obtaining a one-to-one correlation 
between MC and real parameters in order to simulate the HAZ grain structure of a real material during 
welding. 

6.2.2 MC Grain Growth Algorithm 

The algorithm used for simulating curvature-driven grain growth6-” is as follows. A simulation domain 
of a suitable size 200 x 200 is chosen. Each point in the domain is assigned a random number, Si, between 
1 and N,, where NQ is the total number of grain orientations. A grain is defined by a collection of points 
which have the same orientation number. Typically N, is greater than 36 (above which the grain growth 
exponent becomes independent of NQG8). Each point is then accessed randomly, and the energy change 
associated with switching the orientation to another random value between 1 and N, is calculated. The 
energy change is calculated by measuring the local energy of a cluster of lattice points before and after 
the switching process. The energy of the cluster of lattice points is defined as 

where J is a constant which is proportional to the grain boundary energy, 6, is the Kronecker 6 function, 
Si is the orientation of the lattice point whose orientation change is being attempted, and Sj is the 
orientation of a nearest neighbor. The summation is taken over all the nearest neighbors. The probability 
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of switching is based on the magnitude of the net energy change, &E, as a result of the switching process. 
The probability of switching is defined as follows: 

P = [; 6ESO 
6 D O  

The simulation time is defined by a quantity known as the Monte Carlo Step (MCS), which is related to 
the number of reorientation attempts. MCS is equal to 1, when the number of attempts equals the number 
of points in the domain. It is related to the real time through a temperature-dependent jump frequency. 
Grain size, in the simulations, is calculated either from the mean of the number of lattice points within 
a grain, which is proportional to the grain area in 2-D simulations, and the grain volume in 3-D 
simulations, or from linear intercept measurements carried out on grain structures obtained in 2-D 
simulations, and on cross sections of grain structures obtained in 3-D simulations. Grain growth kinetics 
are followed by plotting the grain size as a function of MCS. The grain growth exponent, n, is calculated 
from the long-time slope of the log-log plot of the grain size versus MCS. 

6.2.3 Survey Isothermal Grain Growth Simulations 

6.2.3.1 Grain Growth Exponent 

In the simulations which first appeared in the literature,6“6 the grain growth exponent was found to be 
significantly lower than that obtained for the Ising model. The simulations predicted an exponent of 0.4 1 
f 0.03 for grain growth in metallic and ceramic systems. However, in the case of the Ising model, where 
only two degenerate states exist, the exponent was approximately equal to 0.5, the theoretical limit for 
curvature-driven growth. The above difference was believed to be a consequence of the presence of 
vertices in a topologically connected grain structure and the absorption of curvature at these 
More recent  simulation^'^-'^ carried out on larger domains and extended to very large growth periods 
showed that the growth exponent, at least in 2-D, did approach the theoretical limit of 0.5. The domain 
sizes used in 3-D simulations so far have not been large enough to achieve a limiting growth exponent 
of 0.5, although recent simulations18 did indicate the existence of such an asymptotic limit. 

6.2.3.2 Grain Size Distribution 

The best fit to a grain size distribution curve when the grain sizes were obtained from grain volume data 
utilizing 3-D simulations has been reported to follow the log-normal finction.” However, when the linear 
intercept or grain area measures were used to calculate the grain sizes, the best fit was obtained using a 
function proposed by Louat.” Grain-size distributions obtained from earlier 2-D  simulation^^.^.'^ also 
matched closely with the size distributions measured using 3-D cross-sectional data.’* The ratio of the 
maximum grain size to the average grain size in the distribution was in the 3.0-3.5 range. 

6.2.3.3 Anisotropic Grain Boundary Energy 

The simulation results described above were under the assumption that the grain boundary energy was 
isotropic. However, in real materials, the grain boundary energy is anisotropic since it depends upon the 
misorientation between two grains. The effect of grain misorientation on grain boundary energy in 2-D 
was related to an anisotropy parameter,” which was proportional to the difference between two adjacent 
grain orientations. The analysis indicated that the presence of anisotropy in grain boundary energy lowered 
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the grain growth exponent compared to the isotropic case and broadened the grainesize distribution curve.” 
The analysis also indicated that the probability of occurrence of low-angle boundaries was greater than 
that of high-angle boundaries. 

6.2.4 

This section describes the limitations in the MC grain growth algorithm which currently exist in the 
literature. The limitations include (1) the prediction of a significantly lower grain growth exponent than 
the theoretical limit at reasonable grain sizes, (2) the occurrence of grain coalescence, and (3) the 
occurrence of grain nucleation during curvature-driven grain growth, in the presence of anisotropy in grain 
boundary energy. 

Limitations of the Existing Grain Growth Aigorithm 

6.2.4.1 Low Grain Growth Exponent 

In the old algorithm, the theoretical limit to the grain growth exponent was reached only when the 
simulations were carried out to large grain sizes using domain sizes of the order of 1000 x 1000’7-’9. In 
fact, earlier simulations which used a domain size of 200 x 200 predicted a growth exponent of only 0.41 
f 0.03, which led to the belief that the theoretical limit of 0.5 could not be obtained even in 
ultra-high-purity metals. However, it can be shown” that the variation of the grain growth exponent with 
grain size in MC simulations is due to the fact that the average grain boundary mobility for the system 
decreases with increasing grain size. The grain boundary mobility, k, is defined as 

V k = -  
F 

(3) 

where V is the migration velocity, and F is the driving force. In the case of normal grain growth, the 
driving force is the reduction in curvature. The mobility at any temperature is related to the frequency of 
jumps of those atoms situated adjacent to a grain boundary in the direction of the grain boundary. Since 
thermal vibrations occur randomly, only a fraction of the jumps will be directed towards the grain 
boundary. The probability of jump towards a grain boundary is higher for grain boundary atoms situated 
close to a triple junction than those situated far away from triple junctions. Since the ratio of triple point 
atoms to grain boundary atoms decreases with increasing grain size, there is a decrease in the average 
mobility with increasing grain size. In real microstructures where the grain size is of the order of microns 
and the distance between the atoms is of the order of angstroms, the fraction of atoms near the triple 
junctions to those near the boundaries is negligible, and hence mobility practically remains constant at 
these grain sizes. However, in MC simulations where the grain sizes are comparable to the distance 
between lattice sites, the above effect would be fairly sfgnificant. 

In MC simulations, each atomic jump is equivalent to the reorientation attempt at an MC lattice site 
described earlier. In the old algorithm, the reorientation attempt at any point covers all orientations, 1 
through N,, in the simulation domain. The mobility is proportional to NL/(NQ-I), where N, is the total 
number of nearest-neighbor orientations which are different from that of the central point, and N, is the 
total number of initial orientations. 1n:a triangular lattice with six nearest neighbors, N, varies from 6 to 
1 ,  depending upon the grain size and the position of the central point. At the beginning of grain growth, 
when the orientations of the points are randomly distributed and each point effectively represents a grain, 
NL is equal to 6 .  However, after sufficient grain growth has taken place, NL reduces to either 1 or 2, 
depending on whether the point is close to a grain boundary or a triple point. As further grain growth 
occurs, the fraction of triple points to grain boundary points decreases, and N, slowly tends towards a 
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constant value of 1. Hence, using the old algorithm, the theoretical limit for the grain growth exponent 
can be reached only when the average mobility is reduced to about 16% of its initial value. 

Figure 4a shows a set of grain growth curves for mobilities ranging from k, to k,, where k, is the highest 
and k, is the lowest. The solid curve shows the effective grain growth kinetics that will be observed when 
the grain growth starts with the mobility k,, continues in the presence of decreasing mobility, and ends 
when the mobility is k,. The effective grain growth curve was computed using an initial k, value of 2.0 
and letting it asymptotically change to the final k, value of 1 after an MCS of 1000. Such a variation is 
fairly typical in the simulations. Figure 4b, shows the log-log plot of grain size versus MCS for the 
effective grain growth kinetics curve shown in Fig. 4a. Note that the effective grain growth exponent 
remains lower than the theoretical value as long as the mobility is decreasing. Once the lowest mobility 
is reached, the exponent becomes equal to the theoretical limit, and grain growth continues along the curve 
for which the mobility is k,. The above description applies to the MC simulation of grain growth where 
the grain size is comparable to the site size and consequently, the mobility decreases with increasing grain 
size. 

6.2.4.2 Grain Coalescence 

According to the old algorithm, the total number of grain orientations, N,, need only be greater than a 
finite positive value (typically 36), in order to prevent the coalescence of grains, which does not occur 
during normal grain growth. The probability of coalescence is estimated to be l-(l-I/Q)Z,* where Z is 
the number of second-nearest-neighbor grains, and Q is the total number of orientations. In 2-D, since, 
on an average, a grain has six sides, there will be 12 second-nearest- neighbor grains. For an N, value 
of 64, for example, the probability of grain coalescence i s  about 0.17, which is not negligible. In 3-D, 
where an average grain has 14 sides, the number of second-nearest-neighbor grains on an average is 28, 
resulting in a probability of coalescence of 0.36, which is quite significant. A careful examination of the 
simulation results documented in the literature showed that some grain coalescence did indeed occur in 
the grain growth simulations. 

6.2.4.3 Grain Nucleation 

One of the potential sources of error in the old algorithm is grain nucleation, which can occur especially 
when the anisotropy in grain boundary energy is considered. The variation of grain boundary energy with 
misorientation involves the introduction of an energy function'' defined as 

Ei = V (Si,S,) (4) 

where the summation is taken over the nearest neighbors, Si is one of the nearest-neighbor orientations, 
and V is a local anisotropy potential. The local anisotropy 
between two adjacent grains which is given by'' 

The local anisotropy potential is given by 

potential is related to the misorientation 

J 
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where 8' is the anisotropy parameter, e'= 18 I for 0s I 6 I SK and, e'= 2 ~ -  18 I for xl I 0 I a n .  8' is also the 
misorientation angle above which the grain boundaries are considered high angle. Now, let us apply the 
above equations to calculate the local energy changes in the presence of anisotropy in grain boundary 
energy, using the old algorithm. Figures 5a and 5b show the orientations of a cluster of points before 
and after the orientation of the central point is changed from 1 to 11. Using an anisotropy parameter of 
0 . 3 ~  and a Q value of 64, the initial energy of the cluster is 4 J. After the orientation of the central point 
is changed to 1 1, the energy of the cluster is 3.75 J. Since the orientation change results in a net decrease 
of energy, the re-orientation attempt would be successful. However, it results in grain nucleation, which 
does not occur during normal grain growth. 

6.2.5 Proposed New Algorithm (22) 

In the old algorithm, the reorientation attempt at any site included all possible orientations in the system. 
However, since in a real material the atomic vibrations are directed only toward one of the nearest 
neighbors, the reorientation attempt should only involve the orientations of the nearest neighbors. Hence, 
in the new algorithm, the reorientation attempt at every MC site is directed toward a nearest neighbor, 
which is randomly selected by employing a random number generator between I and N,, where N, is the 
total number of nearest neighbors for a given lattice. With such a modification, the average grain boundary 
mobility is still a decreasing function of grain size. However, the asymptotic limit to the grain growth 
exponent can be reached much faster than in the old algorithm, since the difference between the mobilities 
at the triple point and the grain boundaries is less than in the old algorithm. In the old algorithm, the 
mobility at triple points is twice the mobility at the grain boundaries, while in the new algorithm it is 
roughly equal to 1.5 times the mobility at the grain boundaries. 

In the old algorithm, the total number of initial orientations in the system had to be limited to a finite 
number. This was because the mobility was inversely proportional to the total number of orientations, and, 
hence, increasing the number of orientations to a large value resulted in an extremely low boundary 
mobility and, consequently, to very low growth rates. On the other hand, in the new algorithm, the 
boundary mobility is not a function of the total number of grain boundary orientations. Hence, the total 
number of initial orientations can be as high as the total number of points within the domain, so that no 
grain coalescence can occur at any stage of grain growth. 

The proposed modification should also eliminate the problem of grain nucleation when the anisotropy in 
grain boundary energy i s  taken into consideration. Since only the nearest neighbor orientations are 
considered during a reorientation attempt, the occurrence of grain nucleation using the old algorithm, 
demonstrated in Fig. 5, will be totally eliminated using the new algorithm. 

6.2.5.1 Comparison of Results Obtained Using the Old and the New Algorithms 

The above modifications were implemented in 2-D and 3-D simulations of grain growth in single- phase 
materials. A triangular lattice3-'' of 200 x 200 points was used for 2-D simulations, and a cubic lattice of 
50 x 50 x 50 points, was used for the 3-D simulations. The simulations were carried out using both the 
old and the new algorithms. The results obtained can be summarized as follows: 

1. The new algorithm gave a significantly higher grain growth exponent, closer to the theoretical 
limit of 0.5, than the old algorithm at all grain sizes. The results for 2-D and 3-D simulations 
are shown in Table 1. 
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2.  

3. 

4. 

6.2.6 

Grain coalescence was completely eliminated using the new algorithm. Figures 6 through 9 
show the variation of the ratio K,,/R, where Km is the maximum grain size, and R is the 
average grain size in typical microstructures obtained for (a) 2-D simulations using the old (fig. 
6),  modified old (fig. 7) and new (fig. 8) algorithms, and (b) 3-D simulations using the old 
algorithm. Sudden fluctuations and large values of the ratio in the 4 to 6 range obtained using 
the old algorithm are caused by the coalescence of grains having the same orientation number. 
The variation of the ratio with grain size is much smoother for the new algorithm, and its 
maximum value is always in the 2 to 2.5 range, which indicates absence of grain coalescence. 

Excellent fits to both the 2-D (fig. IO) and 3-D fig. 11) grain-size distributions were obtained 
using the log-normal function for the new algorithm. The use of two different functions, the 
Louat function for 2-D distributions, and the log-normal function for 3-D distributions, as in 
the case of the old algorithm, was not necessary. In figures 10 and 11, the frequency refers to 
the number of grains within a given size class. 

The closeness of fit to the log-normal function was significantly improved by considering grain 
boundary anisotropy, as shown in Fig. 12. 

One-to-one Correlation between MC and Real Parameters23 

As described earlier, the MC parameters of grain size and time are dimensionless. Grain size in the 
simulations is described in terms of the number of MC sites within a grain, and the simulation time is 
measured in terms of MCS. In order to apply the simulations to quantitatively predict microstructural 
evolution in real systems, it is necessary to obtain a one-to-one correlation between MC and real 
parameters of grain size and time. The following section describes a methodology which was developed 
as part of this CRADA by which this correlation can be obtained for curvature-driven grain growth, and 
the application of the methodology to predict the grain growth kinetics in the HAZ of a 0.50-Mo-V steel 
in real space-time coordinates. 

6.2.6.1 Methodology 

The inputs for this technique are the experimental measures of grain size versus time for a given material, 
at different temperatures. Also required is a simulated grain growth curve, using the new algorithm, 
described earlier. Let us assume that the real grain size is related to the MC grain size as 

where D, is the real grain size, D, is the simulated grain size, and the constant, K,, is a scaling factor 
which relates the simulated grain size to real grain size. The relationship between real time, t and MCS 
is defined as 

MCS = K, t 

where K2 is a temperature-dependent constant given by 
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0 -Q, K, = K2 exp - 
RT 

(9) 

where K,' an empirical "frequency factor" for a microcrystal and Q, is the activation energy for grain 
boundary migration. At any temperature 

- = K , -  dD,? d o ,  
dt dt 

Equation 10 can be written as 

From equation 8 

Since is known from our assumption (see Eq. 7), € 

[&I 
can be calculatec Equations 7 through 9 can be 

used together to convert a real thermal cycle into an effective MCS, which, in turn, can be used for 
simulating the evolution of the grain structure cycle as a result of the thermal cycle. Since there is a 
one-to-one correlation between the simulated and real variables of grain size and time, the simulation 
output can be directly used to predict the real microstructural evolution during thermal processing. 

6.2.6.2 Application of the Methodology to Cr-MeV Steel 

2-D MC simulations were carried out using a 300 x 300 lattice in which the lattice points were arranged 
in a square geometry. The total number of initial orientations was 90,000. A neighborhood of eight lattice 
points consisting of the first- and second-nearest neighbors was used for local interaction energy 
calculations. The details of the MC algorithm used for the simulations are described elsewhere." The MC 
algorithm predicts a grain growth exponent of 0.5 for an ideal material in which anisotropy in grain 
boundary energy, preferred orientation and solute-drag are absent. However, the Cr-Mo-V steel under 
consideration showed an experimental grain growth exponent of O.36!Lz4 The lower grain growth 
exponent was attributed to solute drag, the presence of a texture, and a non-equiaxed grain structure in 
the initial micro~tructure.~~ It has been shown" that a lower grain growth exponent can be obtained in 
MC simulations through the introduction of an anisotropy parameter. In the present simulations, the 
anisotropy parameter was treated as an adjustable parameter. It was found that an anisotropy parameter 
of 0.45~ resulted in a grain growth exponent of 0.368, which was the same as the experimental value. The 
effect of solute drag is to enhance the orientation dependence of grain boundary energy and mobility, and 
thereby influence the magnitude of the grain growth exponent. Hence, although solute-drag has not been 
modeled from a fundamental sense, the overall effect of solute drag is built into the grain growth exponent 
through the anisotropy term. 
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Isothermal Simulations 

Initially, the simulation was carried out for an MCS of 500, in order to generate a grain growth curve 
which was later used in calculating the constants K, and K2. Using the isothermal grain growth data from 
Albeny et al.24, and the simulated curve, K, was determined as a function of temperature for an assumed 
value of K,, by using the methodology described earlier. Using K, and K2, the MCS value corresponding 
to each of the isothermal treatments was obtained. 

The isothermal grain growth data of Alberry et were for a holding period of 100 s, at temperatures 
ranging from 1391 K to 1576 K. Assuming a K, value of 25 microns, the MCS for a 100 second hold at 
1391 K was 102. However, for the same value of K,, the MCS corresponding to a 100 second hold at 
1576 K was 148000. Since a much larger computer time is required to carry out the simulation for an 
MCS of 148000, a higher K, value was assumed for the 1576 K heat treatment. For K, equal to 141 
microns, the MCS for a 100 second hold at 1576 K was 100. As described earlier, the advantage of the 
above methodology for relating MC and real times is that the constant K, can be chosen such that it 
matches the scale of the microstructural evolution. Consequently, K,, and hence MCS, can be kept 
reasonably small, and the computational time can be kept reasonably constant for a large grain growth 
range. 

The simulations were then repeated for the above MCS values in order to obtain grain growth data in real 
space and time at the corresponding temperatures and check the validity of the methodology. 

Simulation of Weld HAZ 

In order to generate the thermal cycle for each HAZ location, the welding parameters and material 
properties used by Alberry et for the Cr-Mo-V steel shown in Table 2, were chosen. Thermal cycles 
were calculated using the form of the Rosenthal equation used by Alberry et al.24 MCS values 
corresponding to each thermal cycle were calculated by breaking down the thermal cycle at a given 
location into a number of isothermal steps using a time step of 0.01 s. For all weld simulations, K, was 
assumed to be 25 microns, and the appropriate value of K2 as a function of temperature was calculated 
as described previously. The initial grain size in the simulations was assumed to be 25 pm, which is 
approximately the same as that in the steel samples used by Alberry et al.24 Hence, the initial 
microstructure consisted of one lattice point per grain. 

Since the thermal cycle in a weld HAZ is a function of the distance from the fusion line, there is a 
corresponding gradient in the MCS. The gradient in MCS was incorporated into the simulations by 
carrying out the simulations for the maximum value of MCS, MCS,,,, which occurs near the fusion line, 
and visiting each MC site with a probability p(x) given by 

where MCS(x) is the MCS at a distance x from the fusion line. The mean grain size at various distances 
from the fusion line was measured using linear intercept counts on test lines placed parallel to the fusion 
line. In MC simulations, periodic boundary conditions are normally used so that the grains at the top of 
the domain wrap around those at the bottom, and those at the left end wrap around those at the right end 
of the domain. Although such a scheme can be applied to isothermal grain growth, in the case of grain 
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growth under a temperature gradient, the peak temperature must be located at the center of the domain, 
so that the grains that wrap around are at the same temperature. Hence, in the simulations, the center of 
the domain corresponds to the region adjacent to the fusion line, and the ends correspond to the locations 
which are roughly 3.75 mm from the fusion line. 

Alberry et described the thermal pinning by computing the grain size in a bulk sample subjected to 
a thermal cycle corresponding to a HA2 location - 120 pm from the fusion line and comparing it with 
the grain size obtained in an actual weld HA2 at an identical location. Hence, in order to calculate thermal 
pinning, the simulations were repeated by applying to the entire domain the MCS corresponding to the 
thermal cycle at a distance of 120 pm from the fusion line. All simulations were repeated using five 
different starting seed values for the random number generator, and the results shown in each case are an 
average of 5 runs. 

Results and Discussion 

The simulated isothermal grain growth curve using an anisotropy parameter of 0.45~ is shown in Fig. 13. 
The derivative of the best-fit function to the data of Fig. 13, dD,,,/dMCS, is plotted as a function of D,,, 
in Fig. 14. Figure 15 shows the derivative of the best-fit function to a typical set of isothermal grain 
growth data of Alberry et dD,/dt, plotted as a function of D,. Arrhenius plot of In(k2) versus 1/T, 
shown in Fig. 16, yields an activation energy of 470 KJ/mole, which is the same as that obtained using 
the data of Alberry et shown in Fig. 16. Figure 17 shows the raw grain growth data of Alberry et 
al.24, on which the grain growth kinetics obtained by simulation are superimposed. The agreement 
between simulated and experimental curves is excellent. 

Figure 18 shows the thermal cycles in the weld HAZ calculated using the Rosenthal equation and the 
parameters shown in Table 2. The effective MCS as a function of distance from the fusion line is shown 
in Fig. 19. Figure 20 shows the kinetics of grain growth at the 120 pm HAZ location and the kinetics of 
grain growth for bulk heating using an identical thermal cycle. It can be clearly seen that the kinetics of 
grain growth in the HAZ location is lower than that for bulk heating for an identical thermal cycle, thus 
indicating grain boundary pinning in the HAZ due to the temperature gradient. 

A comparison of the experimental and simulated isothermal grain growth data shown in Fig. 17 indicates 
that the MC technique, in conjunction with the methodology used for obtaining the correlation between 
MC and real parameters, can be satisfactorily used to simulate isothermal grain growth data for the 
Cr-Mo-V steel. The methodology also appears to successfully simulate the grain growth under bulk heating 
conditions, using a thermal cycle characteristic of a HA2 location. The present simulations predict an 
average grain size of 393 pm for a thermal cycle corresponding to a distance of 120 pm from the fusion 
line, which compares favorably with the grain size of 320 pm computed by Alberry et using an 
identical thermal cycle. The welding parameters, material properties, and the initial austenite grain size 
used in the current simulations are all identical to the ones used by Alberry et Since the MC 
technique appears to essentially capture the thermal pinning phenomenon, the simulated grain size at a 
given distance from the fusion line should also compare favorably with the experimentally measured 
values reported by Alberry et Hpwever, there seems to be an appreciable discrepancy between the 
two. While Alberry et obtained a grain size - 100 pm at a weld HAZ location 120 pm from the 
fusion line, the current simulations predict a grain size of 288 pm at the same location. Thus, although 
the MC simulation clearly demonstrates the presence of thermal pinning, the extent of calculated pinning 
for the Cr-Mo-V steel using the simulations appears to be different from that reported by Albeny et al.24 
Since present simulations successfully predict the grain size in both isothermal and bulk heating 
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conditions, the lack of agreement between experimental and simulated grain sizes in the weld HAZ could 
be due to the fact that there may be an additional pinning which is not related to the temperature gradient 
effects described earlier. 

Alberry et assumed that the pinning in the weld HA2 of the O.5Cr-Mo-V steel was entirely due to 
the steep temperature gradients that existed in the weld HA2 of the steel. The liquidus temperature for 
the steel is 1813 K. Alberry et al.24 assumed that the presence of liquid in HAZ locations below 1813 K 
did not have any effect on grain growth. However, one of the ways by which additional pinning can 
occur, especially in the regions close to the fusion line, is through the formation of grain boundary 

The presence of grain boundary liquid can result in a complete arrest of grain growth in the time 
scales encountered in welding. This is because in the presence of grain boundary liquid the kinetics of 
curvature-driven grain growth is orders of magnitude slower than in the absence of grain boundary 
liquid.2‘ Experimental evidence for liquid pinning is found in the 18Ni maraging steel, where the 
formation of subsolidus grain boundary liquid by the constitutional liquation of Ti-rich inclusions present 
in the steel arrests grain growth.’’ Since no grain growth occurs in the presence of grain boundary liquid, 
the portion of the thermal cycle in which grain boundary liquid exists need not be considered for the 
calculation of MCS. The equilibrium solidus for the Cr-Mo-V steel was calculated to be 1743 K. The 
solidus temperature on cooling is a function of the extent of backdiffusion of solute into the solid. Since 
the cooling rates are extremely high (of the order of 800 OWsec), it is reasonable to assume that the 
solidification on cooling will not be complete at the equilibrium solidus temperature. The extent of 
undercooling is difficult to estimate in a muticomponent system, since the diffusion coefficients for the 
solute elements are not accurately known. However, a rough estimate of the temperature range in which 
grain boundary liquid can exist can be determined from available differential thermal analysis (DTA) data 
for low-alloy steels with a similar carbon content as the Cr-Mo-V steel. DTA studies of a 
0.10C-0.82Si-1.6Mn steel at a cooling rate of 10 OK/min*’ indicate an undercooling of 85 K. In the case 
of the weld HAZ, the undercooling would be still higher because the cooling rates are an order of 
magnitude higher and, consequently, the extent of solute backdiffusion lower. 

Yet another mechanism by which grain boundary liquid can form is through the spreading of the liquid 
from the fusion zone along the grain boundaries, especially if the liquid wets the grain boundaries. In such 
cases, the liquid can spread along the boundaries up to a location in the weld HAZ where the peak 
temperature is a local solidus which is lower than the equilibrium solidus of the alloy. The local solidus 
will depend upon the relative rates of spreading and backdiffusion. Hence, in the presence of a weld pool, 
the maximum temperature in the HAZ above which intergranular liquid can form is lower than the 
equilibrium solidus temperature. 

Based on the above arguments, the HAZ simulations for the OSCr-Mo-V steel were carried out for various 
assumed on-heating liquation temperatures for the HAZ. The solidification temperature on cooling was 
assumed to be equal to the liquation temperature in each case. The portion of the thermal cycle above the 
assumed liquation temperature on heating, and the solidification temperature on cooling were not 
considered for the calculation of MCS. The cumulative MCS values for the thermal cycles shown in Fig. 
18, for various assumed on-heating liquation temperatures, are shown in Fig. 21. Note that the MCS 
values at HA2 locations where the p& temperatures are above the liquation temperature are lower than 
the corresponding values in the absence of liquation. Hence, in the presence of subsolidus or near-solidus 
liquation, the grains are pinned by grain boundary liquid close to the fusion line and by temperature 
gradient away from the fusion line. Figure 21 also shows that the MCS initially increases with distance 
from the fusion line before it starts to decrease. This is because of the fact that the heating and cooling 
rates decrease as a function of the distance from the fusion line. Figure 22 shows the HA2 grain structures 
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obtained for various liquation temperatures. Note the initial increase in the grain size as a function of 
distance from the fusion line, before it starts to decrease, which can be clearly seen for a liquation 
temperature of 1643 K. Figure 23 shows the ultimate grain size obtained at a distance of 120 pm from 
the hsion line as a function of the liquation temperature. The horizontal, dotted line in Fig. 1 1 represents 
the grain size that would be obtained under bulk heating conditions using the thermal cycle corresponding 
to the location 120 pm from the fusion line. 

In the case of bulk heating, it must be realized that the on-heating liquation occurs at the equilibrium 
solidus, since subsolidus liquation due to the intergranular spreading of liquid from the weld pool 
described previously is absent. In the present simulations, the peak temperature at a distance of 120 pm 
from the fusion line was 1708 K. Since it was less than the equilibrium solidus, it was assumed that there 
was no liquation during bulk heating. However, if the on-heating temperature is high enough to cause 
liquation in the bulk heating case, the on-cooling solidification temperature would again be determined 
by the kinetics of solute backdiffusion as in the weld HAZ. The grain size obtained under bulk heating 
conditions may be overestimated, if a possible liquation at the grain boundaries below the equilibrium 
solidus is overlooked. Such a subsolidus liquation is not expected to occur for the 0.5 Cr-Mo-V steel under 
bulk heating conditions because the enrichment of the matrix at the precipitate-matrix interface with 
respect to Cr, Mo, or V, as a result of incomplete dissolution of precipitates containing these alloying 
elements, does not result in an appreciable reduction in the local solidus. However, subsolidus liquation 
by the above mechanism occurs in the HA2 of many commercial all0ys,2*”~ and, hence, should be 
carefully considered in estimating the on-heating liquation temperature under bulk heating conditions in 
these alloys. 

From Fig. 23, it can be seen that in order to match the pinning results of Alberry et ai., a liquation 
temperature approximately 100 K less than the equilibrium solidus must be assumed for the weld HA2 
of the Cr-Mo-V steel. As described earlier, the spreading of the liquid from the weld pool along HAZ 
grain boundaries, and the undercooling of this liquid due to lack of backdiffusion into the matrix, may 
account for such a subsolidus liquation in the weld HAZ. DTA studies of undercooling in low-alloy-steels 
with approximately the same level of carbon as in the Cr-Mo-V steel2’ indicate that the assumption of 
undercooling of the order of 100 K is not unreasonable under welding conditions. The contribution of 
liquid pinning increases with decreasing liquation temperature and appears to become greater than that of 
thermal pinning for a liquation temperatures below 1643 K. 

Figure 24 shows the kinetics of grain growth at the HAZ location 120 pm from the fusion line for various 
liquation temperatures. The data for Fig. 24 were obtained by calculating the MCS at different HAZ 
locations for each real-time step of 0.01 s based on the current temperature of that location, and executing 
the MC algorithm at the end of each time step using the criterion shown in equation 10. The arrest of 
grain growth by grain boundary liquid can be clearly seen for liquation temperatures of 1643 K and 1693 
K. The peak temperature at the 120-pm location is 1708 K, and hence grain boundary liquid formed at 
this location for the above liquation temperatures. For a liquation temperature of 1743 K, no grain 
boundary liquid formed at the 120-pm location. However, the formation of grain boundary liquid in the 
vicinity of this location resulted in a significant reduction in the grain growth rate compared to the case 
where no liquation occurs in the HAZ (Tliq = 1813 K) as shown in Fig. 24. 

It must be mentioned that the ultimate grain sizes shown in Fig. 24 are slightly lower than those shown 
in Fig. 23 for the same liquation temperature. This is because of the fact that, in the simulations used for 
generating the data for Fig. 24, the MCS was calculated and MC algorithm executed at every real-time 
step. Since MCS is an integer by definition ( 1  MCS corresponds to one reorientation attempt per lattice 
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site for all the sites in the lattice), the calculation of MCS as an integer at every time step resulted in a 
truncation error, and the total MCS for the entire thermal cycle was slightly less than in the calculations 
used for the data in Fig. 23. However, the reason for illustrating the grain growth as a function of real 
time is not to calculate the ultimate grain size, but to show the effect of grain boundary liquation in the 
HAZ on the kinetics of grain growth. The ultimate grain sizes shown in Fig. 23 should be considered 
more accurate, since there was no truncation error at the end of each real-time step in these calculations. 

Conclusions 

The grain structure in the weld HA2 can be simulated with reasonable accuracy using the MC technique 
and a methodology for converting the MC parameters of grain size and time to real parameters. The MC 
technique also effectively captures the thermal pinning phenomenon that has been reported in the weld 
HAZ. However, the extent of thermal pinning reported in the literature for a Cr-Mo-V steel is significantly 
higher than the thermal pinning that can be obtained based on the temperature gradient alone. It is 
suggested that the formation of grain boundary liquid at HA2 locations where the peak temperatures on 
heating are above the liquation temperature, and the retention of the grain boundary liquid to lower 
temperatures on cooling because of incomplete backdiffusion of solute, can account for additional pinning 
at HA2 locations close to the fusion line. Incorporating the additional pinning due to grain boundary liquid 
has resulted in a closer match between simulated and experimentally measured grain sizes in the weld 
HA2 of a Cr-Mo-V steel. 

6.3 PARALLELIZATION OF MONTE CARLO GRAIN GROWTH CODE 

The MC algorithm for 2-D and 3-D grain growth has been ported to the ORNL KSRl computer. As in 
the parallelization of the welding code, the calculation domain was split into contiguous subregions or 
blocks, and each block was assigned to a different processor. Because the calculations for each point in 
the lattice involve only its nearest neighbors, only the outermost points of a block need any contact with 
neighboring processors. In this implementation, the outermost points of every subregion are stored in a 
shared-memory area that can be accessed by all of the processors. At the start of a time step, each 
processor retrieves its boundary values it needs from the shared memory region, then updates all of the 
points in its domain. At the end of each time step, each processor copies its outermost nodes into the 
shared-memory area where they can be used by the other processors at the next time step. This process 
is illustrated in Fig. 25. Barriers are used to implement the synchronization points at which all of the 
processors must wait for everyone to catch up. 

Results from massively parallel 2-D and 3-D grain growth simulations are shown in Figs. 26 and 27. 
Figure 28 shows the effect of parallelization on the computational time. Speedup is defined as the 
execution time for the single-processor case divided by the execution time for the multi- processor case. 
In Fig. 28, the line identified as linear behavior shows the situation in which using n processors makes 
the problem run n times faster. Note that for the analyses performed, the performance is close to, and 
sometimes above, the linear line. Superlinear behavior is usually achieved when the whole problem will 
not fit into one processor’s data cache, but the reduced size of the subregion will. For small problems in 
which the communications overhead :becomes large, the speedup falls below linear as the number of 
processors is increased. For larger problems, no falloff was noted for the 64 processors available on the 
KSRl. 
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6.4. SIMULATION OF WELD FUSION ZONE MICROSTRUCTURE USING CELLULAR 
AUTOMATON (CA) 

6.4.1 Introduction 

Melt-pool shape is a strong factor in the development of microstructures developing in the fusion zone 
of a weld. These structures play a major role in such defect formations as microporosity or hot-cracking 
and can affect solid-state transformations that may subsequently occur during cooling. In this sense, they 
are an important step in any welding process prediction. This section treats some of the fundamental 
aspects associated with weld-pool solidification. Included are such effects as heterogeneous nucleation of 
grains in the bulk of the liquid, growth kinetics, preferential growth directions of dendrites (as simulated 
by grain crystallographic axes), and competition between growth morphologies. 

The dominant methods for simulating joining processes are based on finite-element and finite-difference 
analysis. While these techniques give excellent results on a macroscopic level, their application on a meso- 
or microscale level, where grain structure effects are important, is not entirely satisfactory. The advent of 
CA techniques in recent years may provide another method of efficiently simulating material behavior 
under various solidification and joining processes. This section summarizes the approach, results, and 
discussion of results of our R&D effort in this topic. 

6.4.1.1 CAS as Efficient Modelers 

Although CA techniques have been used for many years as discrete microscale simulators, we have 
begun to explore their use in modeling mesoscale thermal and metallurgical problems with complicated 
boundary conditions. The classical CA is an autonomous device having no coupling to the external 
~ o r 1 d . j ~  Once its internal states are set and its rules chosen, it evolves as an independent system with 
either absorbing boundaries or within a toroidal (wrap-around) geometry. In an earlier paper, Dressj4 
showed how to modify conceptually the CA, allowing realistic boundaries for simulating the physics of 
matter and energy exchange at these boundaries with an external system comprised of fields and heat 
baths. In this sense, the method is reminiscent of standard finite-element analysis but allows a simple 
means of specifying complex boundary conditions, both temporal and spatial. 

The recent set of papers by Rappaz and Gandin3' and Gandin, Rappaz, and Tintilliei6 have shown the 
value of the CA for realistic simulations for microstructure formation in solidification processes. Dress 
explored the use of CAS in heat-transfer  problem^.'^ The present work incorporates both the thermal and 
grain-growth CAS into a single simulation with the goal of extending the application of CA simulators to 
the dynamic welding process. 

6.4.2 Initial Simulation of Grain Microstructure 

The present study attempts to model the fusion zone structure in a linear, autogenous GTA weld. The 
orientation and configuration of the grains that grow at the trailing edge of the melt pool are of primary 
interest. The goal of this work is to develop a model that qualitatively and quantitatively reproduces what 
is seen in actual situations. Rappaz and G a n d i r ~ ~ ~  simulated solidification in a casting by a CA. These 
authors showed that the grain growth dynamics are both qualitatively and approximately quantitatively 
correct for the case of solidification of an ingot. 
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A CA is specified by a set of states for each cell, a set of rules determining cell behavior, and a 
neighborhood function specifying which cells influence each other. The rules determine the transitions 
between states and are functions of the prior state and the neighborhood. In the microstructure simulation, 
the states were chosen to be a crystallographic orientation, a grain membership function, and a time of 
grain seeding. A reasonable model of crystal growth is to consider a wave of solidification spreading out 
from a seed or the boundary of a solidified grain, subject to the appropriate thermodynamic constraints. 
As pointed out in ref. 35, this Huygen's Principle method can only reproduce the shapes having symmetry 
of the underlying CA lattice, Le., squares for a rectangular lattice of cells and hexagonal for a hexagonal 
lattice of cells. To achieve grain-shape independence from the CA lattice, we depart from the technique 
developed in ref. 35, and define a velocity density, or probability of cell attachment to a given grain, that 
is based on a growth velocity as a function of the angle between the direction of the candidate CA cell 
in question and the crystallographic axis of the grain about to "attach" that cell. Although this is a 
departure from the method of ref. 35, it leads to results statistically indistinguishable from those therein, 
while maintaining the spirit of the CA computation of communication of information only between near 
neighbors. 

The velocity of the front spreading out from a grain boundary is proportional to the probability that a 
grain adds a cell located on the boundary at an angle, a, with respect to the principal axes of the grain. 
If we assume that the tip grows at the maximum velocity, and that the velocity 45' from the tip grows 
at a rate proportional to cos(45'), we obtain the velocity a distribution proportional to l/(cosa + sina). 
By taking a modulo go", a four fold grain symmetry is maintained. This form obviously neglects the 
microprocesses of dendritic growth and concentrates on the grain as the entity of physical importance. 
While not strictly correct, this simplifying assumption allows reasonable qualitative results to be obtained 
in mesoscale simulations. The velocity distribution around a cubic grain is shown in Fig. 29. The [loo] 
axis is assumed to lie along the zero-degree direction. 

6.4.2.1 Equiaxed Grain Growth 

This velocity distribution described above was used to compute an initial grain structure for the melting 
and solidification simulation. The method follows that of ref. 35 in that a certain undercooling is assumed, 
resulting in a tip velocity of about 0.25 m/s. The initial grain structure was obtained by seeding growth 
sites with randomly chosen locations and orientations throughout the plate and running the CA forward 
in time until all the cells were attached to a grain. Where a CA cell was adjacent to two or more grains, 
a competition based on the time for the growth front to reach that cell determined to which grain it 
belonged. The growth of a typical single (isolated) grain is shown in Fig. 30. 

Subsequent simulation of a cooling ingot with physical size, cell size, and undercooling specified as in 
ref. 35 resulted in a close reproduction of the results shown therein. This method successfully simulates 
both equiaxed and columnar grain growth. The success of the CA in thermal  calculation^,^^ and simulation 
of a cooling ingot with both columnar and equiaxed grain growth provides an impetus for attempting a 
simulation of solidification microstructure in an arc welding problem. The CA appears to be a useful tool 
for a certain class of metallurgical problems. In the next section, we briefly review the results of thermal 
calculations as carried out by a coarse.cel1 CA and then turn to the method and results of simulating grain 
growth in the weld fusion zone as calculated by a fine-cell CA. 

6.4.3 Weld Simulation 

A CA array in two or three dimensions can simulate the entire welding process of an arc traveling along 
a plate, melting the material to a certain depth as it moves. Each cell in the array must be assigned an 
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appropriate set of states that represents the physical properties of the material comprising the plate. The 
CA rules are particular, discrete versions of the appropriate physical laws of heat transfer and enthalpy. 
Those cells having a face on the plate boundary must be able to exchange energy with the plate’s 
environment. 

6.4.3.1 Thermal Simuiation 

Consider a GTA welding of thin sheet as described by Zacharia et al. (2). The CA model used in this 
simulation is an array of 30 x 60 cells having dimensions 1 x 1 mm in the plane of the plate. The plate, 
5 mm thick, is represented by one cell as we are considering only a 2-D model at this time. The simulated 
heat source specification, taken from ref. 5, was Gaussian in shape, with a circular cross section delivering 
95% of its power within a 3 mm radius. The simulated arc delivered 150 A at 15. I V with 60% efficiency 
and traveled at a rate of 0.423 mm/s. The results of this simulation are shown in Fig. 3 1 as a contour plot 
of isotherms within the plate, 33 s after the arc crossed the left edge. 

Although not necessary, the thermal calculation was decoupled from grain growth calculation to provide 
greater flexibility in exploring the effect of various rules and neighborhoods on grain growth patterns. This 
was accomplished by deriving an approximate form for the solid-liquid interface. The results of the 
thermal simulation were used as an external driving field that was coupled to the grain growth CA, and 
any consistent set of thermal calculations may be used as input to the grain growth CA. 

A solidus isotherm was fit to a fourth-order polynomial to approximate the shape of that curve. The results 
of this fit are shown in Fig. 32. The description of the isotherm as a polynomial allowed both arbitrary 
scaling and arbitrary sampling, as well as providing a time-dependent critical solidus line that could be 
swept along any plate of arbitrary length modeled by a CA grid of arbitrary cell size. In this way, the 
results of thermal CA served as input to the grain growth CA, decoupling the two calculations. 

Once the isotherm function has been determined for a particular plate geometry, it is a simple matter to 
sample the function for different cell sizes to compute the thermal gradient at each cell site. Thus, both 
the cells leaving the melt pool and the local interface velocity can be computed as a function of time. If 
y7(x,00) is the polynomial expression for the position of the isotherm as a function of distance across the 
plate where x is the coordinate in Fig. 32, then the position of the isotherm at time t is simply 

Once the moving interface has been defined, it is used to determine those cells changing from solid to 
liquid during any given time step. The method requires a choice of time step that is small enough so that 
only a few cells have crossed the interface at any particular instant. The criterion for cell selection is to 
choose only those cells whose center position as measured by x has just fallen beyond the y,(x,t) curve. 
Under the physical parameters mentioned above and with a 20 pm cell size, a time step of lo” s results 
in approximately 15% of those cells lying on the solid-liquid interface being solidified at each step. These 
few cells then become candidates for attachment to existing grains. 

6.4.3.2 Local Growth Directions and Angles 

To attach the candidate cells to adjacent grains, we make use of the two dominant features of the welding 
process: heat-flow direction and direction of arc travel. The direction of heat flow is assumed normal to 
the solid-liquid interface and is proportional to the gradient discussed above. New candidate cells can only 
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be attached to existing grains on which they border. If a candidate cell touches only one grain, it will be 
attached to that grain during the current time step. Only in the case of a candidate cell bordering on two 
or more grains can a choice be made. The competition as to which grain attaches the candidate cell 
determines the crystalline growth pattern of the solidification. This competition is based on the probability 
of attachment calculated from the crystallographic direction, the heat flow direction, and a direction of 
attachment . 

Consider the portion of the CA array illustrated in Fig. 33. The candidate grains are indicated by the 
shaded squares and the solid-liquid interface by the heavy line. The arc is traveling to the right. In Fig. 
33, we are examining a section of the CA lying along the upper portion of the plate, somewhere behind 
the arc position. 

To keep the interface at a constant shape, as determined by the moving curve given by equation 14, each 
of the candidate cells must solidify during the time step that they are produced by attaching to one of the 
neighboring grains. For each of the possible solid cells to which a candidate can attach, we define a local 
growth direction (direction of attachment) as a vector from the center of the solid cell in the neighborhood 
of the candidate grain through the center of the candidate grain itself. The local growth direction from 
neighbor 2 (lying in grain 2) is shown in Fig. 33. Both of the geometrical directions-the gradient or 
normal to the interface and the direction of the [ 1001 crystallographic axis-are referred to this local growth 
direction, giving the angles labeled yI and y2 in Fig. 33.  The only ambiguity is the choice for the 
crystallographic direction of the grain in question (labeled [hkl] in the Fig. 33) as there are four 
possibilities due to the cubic symmetry in the plane. We choose that axis lying closest to the local growth 
direction; note that this direction is necessarily forward, in the direction of arc travel. 

The probability that a candidate cell attaches to a parent grain is proportional to cosy,.cosy2, where yI is 
the angle between the local growth direction and the direction of maximum growth denoted by [hkl], and 
y2 is the angle between the normal to the solidification front and the local growth direction. This 
probability is calculated for each of the solid cells in the neighborhood, and the attachment of the 
candidate cell to a parent grain is made according to these probabilities in the usual manner. 

6.4.4 Results 

The grain structure resulting from a simulation of welding both single and polycrystalline alloys shows 
patterns consistent with experimental data, suggesting that the model is qualitatively correct within the 
approximations made. Figure 34 shows the results of one such simulation. The melting started about 2 mm 
from the left edge of the plate, and the arc traveled to the right at a velocity of 0.423 mm/s. While the 
thermal simulation was carried out for the plate shown in Fig. 32, only a central 12- x 17- mm region of 
the plate was used in the grain growth simulations to reduce the number of inactive cells in the CA. The 
initial grain configuration was computed by allowing 1500 randomly placed seeds to grow according to 
the method described, until each cell belonged to a grain. Each seed had a principal axis direction 
randomly chosen to lie between -44 and +45" with respect to the horizontal direction. The integer angles 
were chosen with steps of lo .  The size of each CA cell was 20 pm, resulting in CA dimensions of 600 
x 850. 

6.4.5 Discussion 

The random nature of the competition alluded to above is evident in the curvature of the grains as 
solidifying cells are attached at the solidus interface. A "winner-take-all" competition would result in 
predominantly vertically and horizontally oriented grain boundaries, with any change of direction in 
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growth taking place at a 90 degree angle as the previously winning grain abruptty looses the competition 
due to the changing gradient direction as the melt pool travels to the left. Since the winner is chosen in 
a probabilistic fashion, certain grains also taper off in width as they gradually loose to a competitor. In 
places, this tapering off leads to the appearance of intermingling of two grains for short distances. 

6.4.6 Summary 

We have demonstrated that CAS are efficient and accurate simulators of the welding process for a thin 
plate. They reproduce the thermal behavior of material samples and show good results when simulating 
equiaxed and columnar grain growth based on a growth front distribution. 

6.5. TRANSFORMATION PLASTICITY MODEL 

Temperature distribution, microstructure and stress-strain relationships are known to change in a 
complicated manner during welding. Such thermo-mechanical-metallurgical couplings can be listed as 
follows: (1) coupling between temperature and phase transformation histories through T-T-T diagrams and 
C-C-T diagrams, and influence of phase transformations on temperature through latent heat effects, and 
phase dependent thermal properties, (2) coupling between temperature and stress-strain histories through 
thermal dilatations and temperature-dependent mechanical properties, and influence of mechanical behavior 
on temperature through internal energy dissipation, and (c) coupling between phase transformation and 
stress-strain histories through transformation associated volume changes, transformation plasticity, and 
stress assisted phase transformations. Such couplings make it very dificult to model the residual stresses 
during cooling of the weld and the HAZ, and it requires a thorough knowledge of the thermal, mechanical 
and metallurgical transformation phenomena and their interactions. A finite element model based on the 
LAGAMINE code was developed to calculate the residual stresses during cooling of a steel cylinder. 
Figure 35 shows the contours of temperature, residual stress, percentage of austenite, proeutectoid ferrite, 
pearlite and bainite after 1400 s of natural cooling of a cylinder of 42CD4 steel, 0.2 m in radius. 

6.6 INTEGRATION OF THE WELD SIMULATION SOFTWARE WITH CTC’S RP’D 
TECHNOLOGY 

6.6.1 In trod uction 

The weld simulation codes that have been developed have to be integrated into a design framework, if 
they are to be used successfully by design engineers. The weld quality, productivity and profits will be 
enhanced if the welding engineers themselves are able to analyze the effect of various process parameters 
on the weldment. Thus there is a great need to convert these research tools into a design tool. This section 
describes some of the initial steps that were taken in an effort to provide the welding engineer with a tool 
that is easy to use but is based on scientifically proven first principles. Based on CTC’s experience in 
casting process analysis, it was believed that the ultimate usefulness of simulation efforts will be realized 
when the simulation techniques are based on the Rational Product and Processing methodology. This new 
approach to manufacturing parts right-the first-time is based on the principles of concurrent engineering. 

6.6.2 Rational Product and Process Design 

Based on the principles of concurrent engineering, CTC has developed the Rational Product and Process 
Design methodology. This methodology is shown schematically in Fig. 36, indicating the 
inter-relationships among different factors during a product and process design phase. 

21 



RP2D is a problem-solving service which enforces continuous quality improvement throughout the design, 
production, performance (or consumption), and recycle phases of the component life cycle. This 
methodology has been successfully used in the computer modeling of phenomena associated with the 
casting processes,3’. 38 resulting in the elimination of the trail and error method of prototyping and a 
drastic reduction in the lead time for part production. Physical phenomena occurring during the casting 
process were represented by appropriate mathematical equations and computer coded in a modular fashion. 
This resulted in a design tool called RAPIDKAST for use by foundry engineers. Process design times, 
quality, and yield have been substantially improved through the use of this tool.39 

6.6.3. Rational Product and Process Design for Welding Processes 

Based on the successful application of RP2D to the casting process, in the current investigation, a 3-D, 
transient, mathematical model for welding has been integrated with the same philosophy to create a true 
design tool aimed towards use by welding engineers. This highly interactive and graphic tool simulates 
the welding process from the start to finish and provides the user with capabilities to view the progression 
of welding and the associated heating and cooling of the substrate. The following sections briefly describe 
the requirements and the development of this tool. 
As shown in Fig. 36, a welding process under simulation can be logically divided into four major steps: 
(1) solid modeling, (2) welding simulation setup, (3) welding simulation, and (4) welding analysis. Each 
of these steps can be referred to as a module, which may be made up of one or more submodules. 
Integration of these modules through a graphic user interface leads to a highly interactive welding design 
tool for use by welding engineers. The following sections describe these modules. 

6.6.3.1 Solid Modeling 

Most of the current welding research models simulate the welding of two plates in various configurations. 
Real-world welding may not be as simple and may require fairly complex 3-D parts. Thus, the geometry 
under consideration needs to be accurate and realistic. This can be achieved in two ways. In the first 
method, one can rely on importing geometries created in various commercially available solid modeling 
packages. However, it has been seen that there is considerable difficulty in fully exchanging geometry files 
between packages. The second approach overcomes this by providing a built-in geometry creator. This 
means that an easy, but efficient and robust, module for creating 3-D geometric models is necessary. 
CTC’s experience during the development of the casting design tool is that there should be a standard file 
format through which file exchange can be achieved through various packages. This has been chosen to 
be STEP (aandard for Exchange of Product model data) which has been recognized by the IGESRDES 
(initial Graphics Exchange Specification/P_roduct Data Exchange Standard) Organization as the standard 
format. Therefore, in the current design tool, a capability is provided to modify geometry through the use 
of a solid modeling kernel. 

6.6.3.2 Welding Setup and Welding Simulation 

While the welding simulation setup module links itself tightly to the simulation needs, the welding 
simulation module is the core of the:design tool. The accuracy of the welding simulation will decide 
whether the predictions will lead to a satisfactory weld or not. Towards this, the welding code is used as 
the simulation module. Because of the modular nature of the tool, any piece of it can be replaced by a 
more recent and accurate model if necessary. 
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6.6.3.3. Welding Simulation Analysis 

The output from welding simulation codes consists of various entities in the computational domain. These 
include fields for velocity, temperature, density, pressure, composition, etc. Thus the larger the number 
of finite volumes, the larger the amount of data generated. To create a true design tool aimed towards use 
by welding engineers, various analysis modules have been developed for visualization and post-process 
analyses. Analysis modules analyze the temperature profiles to predict residual stresses and evolving 
microstructures. They also analyze velocity information to predict distortion of the geometry (e.g., 
weld-pool shape) and macrosegregation due to the fluid flow pattern. 

6.6.3.4 Welding Engineering Knowledge 

As can be seen from Fig. 36, welding simulations need welding engineering knowledge. The success of 
the simulation heavily depends on the knowledge or the understanding of the welding process. The 
framework allows that expert systems can be added into different stages of the welding simulations. These 
expert systems can be either rule based or algorithmic. The rules themselves can be either generic or 
specific for every welding shop. The use of these types of systems has been shown in the casting,40 as 
well as in the welding4' literature. 

6.6.4 User Interface for the Welding Simulation 

An important aspect of the design tool is the user interface which, in general, includes both user controls 
as inputs and visualization as outputs. Various graphic tools have been created for the user to fully 
understand the simulation results. For example, 2-D thermal history plots, 3-D temperature maps, and 3-D 
velocity vector maps, etc., have been developed. All these modules are color coded for easy 
comprehension. Various transformations like zooming, rotating, and translating can be applied to any data 
field. Thus, if the viewer is viewing the temperature profile, the person can zoom in on a particular area 
of interest or rotate the weld to any desired angle to view an otherwise hidden surface. Internal features 
can be viewed to examine the conditions inside the weld pool. This can be done by cutting through the 
weld by any desired plane or by isolating hot spots by drawing portions of the weld transparent. An 
important feature of all these visualization techniques is that the whole process is interactive. This 
simulates how a welding engineer would actually examine the weld once it is made. The overall 
framework is shown in Fig. 37. Figure 38 a shows a closeup of the internal temperature map of the weld 
pool by cutting/masking the solid. By proper rotation, the information about the weld pool from both 
depth and breadth can be viewed in a single plot. The temperature data can be used to predict the evolving 
microstructure and macrostructure and to predict residual stresses. Figure 38 b shows a typical weld fusion 
microstructure. These predictions were made using the CA approach described earlier. 
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Fig. 4. Grain growth in the presence of decreasing grain mobility. The solid curve in (a) represents 
the effective grain growth kinetics, when the mobility decreases from K, to K, during grain growth. 
The log-log plot of grain size versus MCS of the solid curve in (a) is shown in (3). Note that the 
grain growth exponent is lower than the theoretical limit of 0 . 5 , ~  long as the mobility is decreasing. 
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Fig. 5. The potential for grain nucleation during grain growth in the presence of anisotropy in grain 
boundary energy, using the old algorithm. Using Q=64, and 6' = 0.3n, the change in energy 
6E- = -(ETE,), when the orientation of the central atom is changed from 1 in (a) to 11 in (b) is 
negative. Hence, the orientation change is allowed, even though it leads to grain nucleation, which 
does not occur during grain growth. 
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Fig. 26. Results of two-dimensional parallel simulation 

Fig. 27. Results of three-dimensional parallel simulation. 
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Fig. 28. Speedup of computations in two-dimensional and three-dimensional grain growth using 
parallel code. 

Fig. 29. Velocity distribution around a cubic grain as a function of the angle between the 
crystallographic axis and an arbitrary point. Note the fourfold symmetry about the 90" points. The 
ordinate is in degrees, while the coordinate is in percent of the grain tip velocity. 
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Fig. 30. Growth of a single grain with [loo] axis at an angle of 15" with respect to the xdirection. 
The crystalline axes are shown as heavy lines centered on the grain. The superimposed grid depicts 
the location of the cellular automaton cells. Assuming a 50 pm cell size, this grain has dimensions 
of 1 rmn on a side. 
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Fig. 31. Contour plot of isotherms 33 s after starting the arc off the plate to the left. The contours 
range from 200°C to 2200°C in steps of 200°C. The solidus isotherm is the one at 1400°C (third 
in from the outer, fully closed contour). Coordinates are in millimeters, and cellular automata cells 
are 1 by 1 nun. The boundary of the white central disc indicates the 3-mm radius of the arc. Units 
are in millimeters. 

54 



Gradient Direction Along Solidus 

120; 

100. 

8 0 ;  

60. 

40: 

20 - 1 

0; 1 
25 50 75 100 125 150 1 7 5  200 

Fig. 32. An isotherm at the solidus interface showing the direction of the temperature gradient at 
every tenth cell along the width ordinate. The direction of arc travel is upwards in this view; the 
centered vertical arrow indicates the unit vector in the direction of arc motion. The coordinates 
refer to cellular automata cells in the array. 

Solid 
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[hkl] Direction for G2 

Normal to \ '2 \ Local Growth Direction 
Solidification Front (from neighbor 2) 

Liquid 

Fig. Illustration of cell attachment. The candidate cells are shown wit,, ,ar shading, and the 
heavy line is the solid-liquid interface. The cells are depicted as squares comprising the cellular 
array, which is not shown for clarity. The candidate cell discussed in the text is the one on the left, 
shown at the center of a neighborhood of cellular automata cells. This candidate cell borders on 
four grains indicated as G1 through G4. 
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Fig. 34. Partially solidified plate showing grain growth following the arc. Solidified grains 
thermal gradient and curve toward the arc position, about 3 mm off the figure' to the 
coordinate tick marks indicate plate dimensions in millimeters. 
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