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T. Diaz de la Rubia 
University of California, Lawrence Livermore National Laboratory, Liver-more, CA 94550, 
USA 

ABSTRACT 
We review our recent work on an atomistic approach to the development of predictive 
process simulation tools. First principles methods, molecular dynamics simulations, and 
experimental results are used to construct a database of defect and dopant energetics in Si. 
This is used as input for kinetic Monte Carlo simulations. C and B trapping of the Si self- 
interstitial is shown to help explain the enormous disparity in its measured diffusivity. 
Excellent agreement is found between experiments and simulations of transient enhanced 
diffusion following 20-80 keV B implants into Si, and with those of 50 keV Si implants 
into complex B-doped structures. Our simulations predict novel behavior of the time 
evolution of the electrically active B fraction during annealing. 

INTRODUCTION 
To reduce development time and costs, the semiconductor industry makes extensive 

use of technology computer aided design (TCAD) models aimed at predicting and 
optimizing the outcome of both front- and back-end-of-line manufacturing processes. 
Thus, continuum-level phenomenological models of dopant implantation and defect 
annealing, and of etching and film deposition have been developed. However, the 
Semiconductor Industry Association projects continued device scaling over the next few 
years to gate lengths less than 100 nm.’ At this scale, atomic-level control of the 
manufacturing process becomes critical to continued success. Moreover, new materials 
and processes will probably be required for source/drain engineering, gate electrodes, 
insulators, contacts, and interconnects. Clearly, a solid fundamental understanding of 
materials properties and behavior during processing and operation will be essential to 
success. 

The prospect of developing physically-based predictive process simulation tools for 
semiconductor manufacturing has been a beckoning, yet elusive goal. However, progress 
in the development of more accurate interatomic potential descriptions of materials, coupled 
with vast improvements in computational power and speed, have made this goal an 
attainable reality. Over the last few years, several research groups worldwide in academia, 
industry, and the National Laboratories have confronted this challenge. As a result, a 
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flurry of activity aimed at developing increasingly sophisticated modeling and simulation 
tools, based on the connection of experimental data and first principles calculations to 
kinetic models of material evolution, has taken place. In this paper we review results of 
recent efforts at Lawrence Livermore National Laboratory to develop a first-principles- 
based atomistic process simulation tool for modeling ion implantation and rapid thermal 
annealing (RTA) in Si. 

Ion implantation is currently the most widely used method for semiconductor doping. 
It requires a subsequent thermal treatment of the material in order to eliminate the induced 
crystal damage and to electrically activate the dopant atoms. During this thermal treatment, 
dopants can diffuse. While the implantation-induced excess defects are present, the dopant 
diffusivity can be orders of magnitude larger than it is at equilibrium defect concentrations. 
This phenomenon is known as transient enhanced diffusion (TED).2,3,4,5 So far, TED 
has not been a major problem in the development of semiconductor devices. However, as 
transistors evolve from one generation to the next, the gate length is reduced in order to 
improve performance. Problems arise when the gate size approaches the diffusion length 
of the dopant by TED. A fundamental understanding of TED, and the development of 
predictive models for the defect distribution under different annealing and implantation 
conditions, are necessary for the design of future devices. 

During ion implantation and annealing, the energy and dose of the implant, the highest 
temperature achieved, and the detailed thermal history (e.g., temperature ramp rates) all 
influence the final dopant profile. Thus it is important to know what combination of these 
variables leads to the most favorable final dopant profile with a minimum of residual crystal 
damage. However, experiments to evaluate the influence of each variable for each new 
generation of technology are expensive and time-consuming. The ultimate goal of our 
work is to develop a truly predictive model of dopant TED. Given the implant species, 
energy, dose, and dose rate, the detailed thermal history, and the impurity concentration, 
the model would produce the correct three-dimensional final dopant profile, as well as the 
degree of activation of the dopant and the damage remaining in the Si lattice. 

Thus far, models based on rate theory have been most commonly used to investigate 
diffusion of dopants in semiconductors6 These models are based on mean field theory 
and solve a coupled set of partial differential equations to provide the time evolution of 
diffusion in the defect and dopant system. However, most of these models have relied on a 
set of parameters that had to be fitted in order to reproduce particular experimental 
observations, limiting their predictive capabilities. In addition, the use of reaction-diffusion 
equations creates difficulties with the proper description of the nucleation and growth of 
defect and dopant clusters of all possible sizes. This limits the available kinetic paths of the 
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system. In order to be fully predictive, more fundamental models are necessary which 
include the atomic-scale details of the underlying physical phenomena that occur during 
irradiation and annealing. 

The simulation of phenomena such as dopant diffusion requires long time scales, on the 
order of seconds to hours, and relatively large length scales, on the order of microns. 
However, during ion implantation a dopant atom deposits its energy in the crystal in just a 
few picoseconds, and the fundamental diffusive jumps are but a fraction of a nm. 
Therefore it is necessary to use a model that can link microscopic times and length scales, 
such as those required for defect production, with those of macroscopic phenomena, such 
as the dopant profile evolution. We bridge these time scales using a kinetic Monte Carlo 
@MC) model, which takes as input a database of diffusion and binding energies obtained 
from fundamental experimental and theoretical methods, and which can produce as output 
three dimensional dopant and defect distributions over the course of hours of annealing. 

METHOD 
In our approach, fundamental diffusion and reaction barriers are obtained from ub 

initio planewave pseudopotential calculations or molecular dynamics (MD) simulations with 
tight binding or empirical interatomic potentials. These numbers are combined with 
experimental data to extract pre-exponential factors, and hence diffusion and reaction rates. 
The cascade of vacancies (Vs) and interstitials (Is) created by each energetic ion implanted 
into a Si crystal is simulated with the extended binary collision approximation model, UT 
Marlowe.7 Our kMC simulator uses these inputs to produce a three dimensional, atomic- 
scale description of dopant, defect, and impurity diffusion and clustering, on laboratory 
time and length scales. 

In the following sub-sections, we first describe the kMC simulator in some detail, 
and then discuss the origin of the input parameters it requires. 

Kinetic Monte Carlo Simulation 
The kMC simulations of damage accumulation and defect and dopant diffusion in Si 

described below were performed using the BIGMAC code developed by Johnson, Caturla 
and Diaz de la Rubia. The use of kMC to model defect diffusion during irradiation of 
materials has been rather sparse in the past, but the technique dates back over thirty years 
and has been discussed extensively by Beeler.* The earliest reference to this method is the 
work of Besco in 1967.’ Doran,” and Doran and Burnett” carried out short term 
annealing simulations of displacement cascades in fee and bee Fe, respectively, using a 
Beckman 2133 analog computer and a PDP-7 with 8K of memory. More recently, 

3 



Heinisch et a1.12 used a Monte Carlo code named ALSOME to model the migration, 
agglomeration and dissociation of the defects produced by 25 keV Cu self-irradiation at 
different temperatures. Within our own group, we have used the BIGMAC code to model 
defect escape from cascades in Fei3 and Au,14 and as we shall show below, dopant 
implantation and diffusion in Si.153’6*‘7718 The first application of the kMC method to model 
defect diffusion in Si was reported by Jaraiz et aZ.,19 and the method has since been used 
extensively by that group to model implantation and diffusion of defects and dopants in 
Si.20 

BIGMAC is a computationally efficient kMC program based on that of Heinisch et 
al. ‘2 As a function of time, it tracks the locations of defects, dopants, impurities, and 
clusters thereof. These various species are all treated as point particles with basic attributes 
such as size, diffusivity, and dissociation rates. Additionally, we can include 
microstructural features such as dislocations, surfaces and grain boundaries, which are 
treated as sinks of differing strengths. The data required to carry out these simulations are 
quantities such as the temperature-dependent diffusivities of defects, dopants, and 
impurities; the binding energies of clusters; the spontaneous recombination volume of 
vacancies and interstitials; the capture radius of point defects at clusters and extended 
defects; and the jump distance. 

The temperature dependence of the diffusivity can be written as 
D = Do exp(-E,/kT), (1) 
where D is the diffusivity, Do the pre-exponential factor, E,,, the migration energy, T the 
temperature of the crystal, and k Boltzmann’s constant. A similar form applies for 
dissociation rates from clusters, with E, replaced by a dissociation energy that includes the 
binding energy, E,, of a particle to the cluster. Specifically, the effective diffusivity for a 
free particle leaving a cluster is taken as 
D = Do exp[-(E,+E,)/kT], (2) 

because the particle must migrate one jump distance away from the cluster to be free. The 
BIGMAC program requires input tables of Do and E,,, for all mobile species, as well as the 
prefactors and binding energies for all possible clusters. The input tables can become 
rather large, but the program is very flexible, as only the input tables need to be changed to 
study another set of conditions or even another material system. 

During the simulation various kinetic processes are allowed to take place. The possible 
events are: (i) the dissociation of a particle from a cluster; (ii) the diffusive jump of a 
particle; and (iii) the introduction of a new cascade, that is, a new energetic dopant and all 
its associated Vs and Is. The dissociation and migration rates are given by 

R= (6D/a2), (3) 
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where 6 is the jump distance set by the lattice, and the appropriate value of D from 

equations (1) and (2) above are used. The rate of cascade introduction is the dose rate of 
the simulated implantation. At each time step, we randomly choose among all possible 
events, ensuring that events occur at the proper rate by assigning each event a probability 
proportional to its rate. Following each chosen event, we perform all events that occur 
spontaneously as a result of that event. For example, an I which jumps within the capture 
radius of an I cluster will then spontaneously join the cluster. The simulation time is then 
incremented by the inverse of the sum of the rates for all possible events in the simulation 
box: 

At = x l ( xi Ni*R; )-I (4) 

where the sum is over all possible events which can occur in the simulation box, Ni is the 
number of particles in the box that can take part in event i, and Ri is the rate of event i from 

equation (3). x is a random deviate that gives a Poisson distribution in the time steps, so 

that they take a randomly distributed amount of time, but the average time for any event is 
given by the inverse of its rate. The time step increases when the number of possible 
events decreases or the event rate is slower. Because a kinetic process occurs for every 
Monte Carlo step during a kMC run, time scales of hours can be reached with these 
simulations. Clearly, care must be taken to completely enumerate the relevant particles and 
events. A schematic diagram of the operation of the kMC simulation is shown in Fig. 1. 

Input to kMC 
The kMC simulations will not properly reflect reality unless the input files accurately 

represent the important physical phenomena underlying the effect of interest. The values 
used for the migration and clustering of B, C, and Si Is and Vs are discussed in the next 
subsection. Then the origin of the input files necessary to match ion implantation 
experiments are presented. 

1. Parameter Files 
The basic input data necessary for the simulation of dopant diffusion are migration 

energies and binding energies of Vs., Is, dopants, and impurities. Additionally, we must 
know the pre-exponential factors in order to determine the migration and dissociation rates. 
The required values can be obtained from different sources, both theoretical and, in some 
cases, experimental. The origin of the values used as input to our kMC simulation are 
shown in Table 1 and discussed in detail below. 
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Recent computer simulations have provided a better understanding of defect 
production, diffusion, and clustering in Si. V and I formation and migration energies have 
been obtained using ab initio simulations,2’*22s23 tight binding molecular dynamics24 and 
empirical-potential molecular dynamics.25 These quantities have not been independently 
determined experimentally, and controversy exists regarding their values. The cause of the 
wide range of experimentally determined values for the diffusivity of the Si self-interstitial 
will be discussed further below. Prefactors for V and I diffusion have been obtained from 
MD simulations. However, in recent experiments, Coffa and Libertino were able to 
separately determine the V and I components of Si diffusivity at room temperature.26 
Based on these data and calculated migration energies, we have extracted prefactors for V 
and I migration. 

When the implantation-induced defect supersaturation is large enough, Vs and Is 
form clusters. Values for the binding energies of small V and I clusters have been 
determined by tight binding and empirical potential MD simulations.25,27928*29 The binding 
energy for an infinitely large vacancy cluster was taken as the (calculated) formation energy 
of a vacancy, and the binding energy of an infinitely large interstitial cluster was determined 
from the experimentally measured binding energy for large { 3 11) defects, which are 
extended clusters of Si interstitials.30 Clusters of intermediate sizes were assumed to lie on 
a smooth interpolation between the small cluster energies and the infinite cluster energies. 
The prefactors for cluster dissolution were taken to be the same as those for the migration 
of the free species. 

The energetics of dopants and impurities (e.g., C) have also been studied using ab 
initio calculations. These can provide accurate information about the migration paths for 
dopants such as B and P,21,23 and about the binding energies of Vs and Is with dopant or 
impurity atoms.3 1*32733 B is a pure interstitial-type diffuser.34 It diffuses via a “kick-out” 
mechanism, with the aid of Si interstitials.2’835*36 An I binds with a substitutional B, 
forming the immobile cluster BI. Then there is some probability for the Si atom to “kick” 
the B atom off of its lattice site, creating interstitial B, Bi. Although it is in a higher energy 
state than the immobile BI, Bi can diffuse very rapidly. There is an energy barrier for 
“kick-in”, when it returns to its substitutional state by displacing a Si atom into an 
interstitial site. A Bi may bind to B to form B21, and a mobile I to may join a BI pair to 
form B12. These clusters in turn can grow with the addition of more Is and Bis. Thus we 
need the binding energies for clusters of B atoms and Si interstitials. Values for such B 
clusters from ab initio calculations are shown in Fig. 2. These are complex calculations, 
and the values in the table are continually being updated as first principles methods and 
algorithms advance. 
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Prefactors for B migration were obtained from a combination of experimental data and 
kMC simulations. Because of the kick-out mechanism, there are five events that occur 
during the migration of a B atom from one substitutional site to another: 

1. B+I+BI 

2. BI + Bi (“kick out”) 

3. Bi migrates 

4. Bi + BI (“kick in”) 

5. BI-+B+I 

Event 1 is assumed to occur spontaneously any time an I approaches a within a capture 
radius (0.235 nm) of B, and thus we are not concerned with its prefactor. The 
experimentally determined prefactor for equilibrium B diffusion is a complicated, 
temperature-dependent function of the prefactors for the remaining four reactions. 
Therefore we assume a prefactor based on the Debye frequency in Si for all four reactions 

(Do = v,o&*/ 6 = 1x10-” cm2/s), and monitor a kMC cell with periodic boundary conditions 

in which we originally have one substitutional B and one I. Based on the number of hops 
taken by the B atom (as Bi) as a function of temperature, and adjusting for box size effects 
and interstitial concentration, we obtain a value for the equilibrium B diffusivity. The 
prefactor for Bi migration is adjusted until the temperature dependent diffusivity in the 
simulation matched that determined experimentally.37 

The prefactors for the dissolution of B-I clusters are assumed to be determined by the 
prefactor for migration of the departing species. That is, the prefactor for the reaction 

B21+ BI + I is taken to be that for I migration, while that for B21+ B + Bi is taken to be 

that for Bi migration. These values are not independently determined, and may be adjusted 
(within limits) to change the time for dissolution of the B clusters. 

Energetics for the trapping of Is by C have also been determined by ab initio 
calculations. This interaction can be summed up as follows: 

c+IHcI 

CI+Ct, CIC. 

Thus there are two types of traps for the Si interstitial: a mobile trap with a single C, CI, 
formed by the Watkins replacement mechanism,38939 and an immobile complex, CIC, 
formed when a mobile CI interacts with a substitutional C atom.40*4’ It is possible for the 
CI pair to dissolve, releasing a free self-interstitial I. This interaction leads to an effective 
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diffusivity for the self interstitial which is higher than one would obtain for a simple fixed 
trap but far less than the bare I diffusivity -- even for modest concentrations of C. The 
prefactor for CI migration was obtained by a fitting to experimental measurements of C 
diffusivity,42 similarly to the technique described above for obtaining the factor for Bi 
migration. 

These reaction rates are fundamental parameters for any Monte Carlo simulation of 
defect and dopant diffusion in Si. The initial conditions or boundary conditions will 
change depending on the type of experiment to be simulated: ion implantation, oxidation 
enhanced diffusion (OED), etc. In particular, for ion implantation it is necessary to obtain 
the initial configuration of the Vs and Is created in the Si lattice by the energetic ions, as 
discussed next. 

2. Ion Implantation -- Cascades 
The distribution of the dopant atoms after implantation can be accurately modeled by 

binary collision codes, such as UT Marlowe. 7 UT Marlowe was developed by A.F. Tasch 
and co-workers at the University of Texas and is based on the original code of M.T. 
Robinson at Oak Ridge National Laboratory.43 This code has been discussed extensively 
elsewhere and will therefore not be described in detail here. In essence, it allows 
simulation of different implanted species, energies, angles and doses in Si. In the binary 
collision approximation, two atoms interact according to a simple repulsive interatomic 
potential, and it is assumed that collisions occur between a moving and a stationary atom 
only. Many-body effects that arise in dense collision cascades are ignored. The implanted 
ion undergoes a series of binary collisions with the lattice atoms. The recoiling lattice 
atoms collide with other lattice atoms, and so on. Thus the simulation also provides 
information about the cascade of defects produced by each implanted ion; that is, the 
location of all the Vs and Is produced during the irradiation. The defect distribution 
obtained from this model is valid for irradiation with light ions, when the damage is 
primarily in the form of V-I pairs (Frenkel pairs) and no direct amorphization is produced 
by the implanted ions. 

RESULTS 
Diffusivity of the Si interstitial 
1. C trapping 

One of the most important parameters in a microscopic model for dopant TED in Si is 
the diffusivity of the Si self-interstitial. Unfortunately, values for the interstitial diffusivity 
reported in the literature vary over at least 5 orders of magnitude at typical dopant activation 
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annealing temperatures (800-1000” C).44p45*46 It has been suggested that trapping of self- 

interstitials by different concentrations of C impurities may play a role in the differences 
reported. 

In order to examine the effect of C on self interstitial diffusion, we performed kMC 
simulations in which we fixed the I population at the surface, C(I,O), and monitored the 
evolution of the I depth profile with time. For pure I diffusion the concentration profile 
should follow 
C(I,x) = C(I,O) erfc {.x/sqrt(4 D, t) }, 
where Di is the effective I diffusivity and x is depth. In the simulations, the I surface 
concentration was maintained at 1x10’* cmM3 and the C concentration was varied from 0 to 

1~10’~ cma3. In the presence of C, the I profile is not expected to be a pure complementary 

error function; however, we find that the data can be closely fit with this function, and it 
allows us to calculate a diffusivity. By performing simulations at temperatures between 

700 and 1000” C, we create Arrhenius plots of the effective diffusivity of the Si self- 

interstitial for different C concentrations, as shown in Fig. 3. Notice that the C not only 
changes the prefactor for the diffusivity, but also dramatically increases the effective I 

migration energy, from 0.9 eV for no C to 1.98 eV for 1~10’~ C/cm3. 

These results suggest an explanation for the vast spread in the experimentally 
determined I diffusivity. Fig. 4 shows a comparison between our results and two general 
classes of experiments. One class involves monitoring the diffusion of metal tracers. 
These follow the same general trend of shallower slopes at higher values of diffusivity and 
steeper slopes for lower values of the diffusivity45,47*48,49,50 as our simulations do, with a 
few notable exceptions.5 1*52*53*54 (See Ref. 45 for a detailed comparison of the 
experiments). In the second class of experiments, the spreading of doped marker layers 
during OED is monitored. 44,46,55*56*57 In this case, a much lower diffusivity has been 
measured and activation energies for migration were determined to be in the range of 3.1 
eV. These results cannot be explained only by C trapping of Is. In order to understand 
these data, we must also include the effect of B as an I trap, as discussed next. 

2. B trapping 
In order to understand and help interpret the results of the B-spike OED experiments, 

we have used our kMC code to simulate the spreading of B spikes during OED and under 
the same conditions as the experiments of Gossmann et al. 55 The OED simulations were 
carried out as described above, but in this case the starting bulk consisted of a set of B 
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delta-doped spikes within a Si matrix, see Fig. 5. A background concentration of 

5~10’~ crnm3 C was included, which is about the level to be expected in epitaxially grown 

Si. The surface concentration of Si self-interstitials was maintained at 2x10” cmb3 and the 

annealing temperature was 810” C. Simulations were carried out for samples with six 

spikes with a maximum B concentration of lx lOI8 and 1~10’~ cmm3. For the case of low B 

concentration, the agreement between the experiments and the simulations is excellent. 
However, this is not the case for the simulations on the high B concentration spikes. We 
will return to the disparity in the high concentration case at the end of the section. First, we 
use the low concentration simulations to extract the effective diffusivity of the Si self 
interstitial two different ways. 

The first method to determine the diffusivity of the Si self interstitial is to measure the 
width of the as-deposited and annealed spikes to calculated the B diffusivities. The 
diffusivity of the Si self-interstitial is extracted from the B diffusivity profiles by fitting the 
spreading of the peaks with a Gaussian and assuming the B diffusivity is proportional to 
the self-interstitial concentration. This is the method that would be used in an experiment. 
The depth dependent B diffusivity extracted from these simulations is shown in Fig. 6(a). 
This method gives similar results to Gossmann’s analysis for low B concentrations where a 
simple diffusion model with traps is used to fit the diffusivity. B-I clusters are a small 
fraction of the total B, so the spreading of the peaks is expected to give a good measure of 
the effective diffusivity. Fig. 6 shows the results of such a procedure on the simulated 
profiles. The agreement between the simulations and the experimental data for the low B 
concentration case is excellent. 

The second method to determine the diffusivity of the Si interstitial was to examine 
directly the simulated interstitial concentration profile in the low concentration spike 
spreading experiment. We find that the spike spreading method gives a diffusivity of 
2.2~10~~~ cm2/s while a fit to the interstitial concentration profile yields an effective 
diffusivity of 3.6~1O~~~crn*/s. The difference is within the accuracy of the simulation, and 
the result supports the idea that B spike width spreading measures the interstitial profile. 
However, both of these methods give a Si self-interstitial diffusivity which is orders of 
magnitude smaller than the diffusivity we measure for a system with no B, only C (-1x10-* 
cm2/s, see Fig. 3). Yet B comprises only about 25% of the total number of traps within the 
delta-doped region. The effect is due to the fact that the first order C trap, CI, is still 

mobile, with a diffusivity of about 2~10~~ cm2/s at 810” C, while the BI complex is 

immobile. Thus a combination of C and B trapping of Si interstitials can reconcile the large 
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differences in diffusivity obtained from the different experiments designed to measure the 
diffusivity of the Si self-interstitial. 

Next we consider the high concentration B spikes. For this case, the spreading of the 
B markers is much less in the simulations than is observed in the experiments. The 
simulations show a lower effective diffusivity for the high concentration spikes due to the 
trapping of self-interstitials in B-I complexes and clusters. The dashed line in Fig. 5(b) 
shows the population of interstitials which are in immobile species for the high B 
concentration spikes. For comparison, the low concentration spikes had a peak cluster 

concentration of about 1x10” cme3, almost four orders of magnitude less than the high 

concentration spikes. The concentration profile of freely diffusing self-interstitials is 
shown in Fig. 6(b). Clearly the high concentration B spikes strongly perturb the I 
population, but no reduction in B diffusivity was observed in the experiments. We believe 
that the discrepancy is a result of the fact that at high B concentrations the diffusivity of B 
increases58,59*60 due to the increased concentration of charged Is and Bis, which have a 
different migration and formation energy than their neutral counterparts. This effect is not 
yet included in our model. Thus the higher diffusivity of B in extrinsic material could 
offset the reduction in diffusivity due to increased trapping. 

40 keV B implantation 
We have done a series of simulations of the TED of implanted B as a function of 

temperature and time, and as a function of the energy of the implanted B. A constant dose 

of 2~10’~ crnv2 was used in all cases. 

1. Temperature Dependence 

Fig. 7 shows the B concentration depth profile for a 40 keV B implant at 2~10’~ cmm2 

after an anneal at 700” C for 240 min., at 800” C for 60 min., and at 900” C for 5 min. 

The kMC results for the total B concentrations profiles (circles) are in good agreement with 
the experimental measurements for these conditions. 

In Fig. 8 we show the concentration of the most important B-I clusters as a function of 

time during the 800” C anneal. The percentage of electrically active (substitutional) B is 

also shown, on the right axis. After implantation, most of the B-I clusters are in the form 
BI and B12. Only 56 % of the B is active immediately after the room temperature implant. 
At this time, all vacancies are in clusters and most of the interstitials are isolated defects. 
During the early stages of the high temperature anneal, interstitials agglomerate to form 
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clusters and vacancy clusters grow and then dissolve. The average cluster size of Vs and-Is 
as a function of annealing time is shown on the left axis in Fig. 9. The high concentration 
of vacancies makes recombination with B-I complexes very likely, and thus a reduction in 
the concentration of these clusters is observed during the initial annealing stages. As the Si 
interstitials in the small B-I complexes are consumed, the concentration of substitutional B 

increases, with a total activation of 98% at 10e2 s at 800” C. This large active fraction 

persists until almost 10 s annealing time. Note that temperature ramps were not included in 

this simulation: the temperature was set to 800: C following the room temperature 

implantation simulation. The increase in the active fraction of B would presumably occur 
before the end of the temperature ramp during rapid thermal processing, but it should still 
last several seconds into the anneal. 

After approximately 10 s all the vacancies have recombined with interstitials or with the 
surface, as seen in Fig. 9. After this point in Fig. 8, we can see that stable B31 clusters 
begin to grow and the electrically active fraction of B decreases. The average size of the 
interstitial clusters also increases due to Ostwald ripening (Fig. 9): the larger clusters are 
better sinks than the small ones, so the large clusters grow while the small clusters 
dissolve. The best sink in the system is, of course, the surface, so when enough clusters 
have dissolved that the spacing between clusters becomes greater than the cluster-surface 
distance, all the clusters will tend to shrink. 

The magnitude of B TED is also shown as a function of time in Fig. 9. Interestingly, 
of the 48 nm of total B diffusion length, 8 nm occurs during vacancy cluster growth and 
dissolution, 36 nm during interstitial cluster ripening, and only 4 nm during the final I 
cluster (i.e., { 3 11) defect) dissolution. 

From the simulations described above we have extracted the B diffusivity at the end of 
the transient as a function of annealing temperature. This has been obtained by counting 
the total number of hops made by all the B interstitials in the simulation, until the time when 
no more Si self-interstitials are left in the bulk and all the B atoms are either in substitutional 
sites or in stable clusters such as B31. In Fig. 10 we present the results for the B 
diffusivity as a function of temperature (circles, left axis). The temperature-dependent 
diffusivity extracted from this plot is D, = 2.2~10~~ exp(-2.7 eV/kT) cm2/s, in good 
agreement with the experimental results of Solmi and Baruffaldi, who found 

D, = 2.2~10~~ exp(-2.5 eV/kT) cm2/s.6’ Also in Fig. 10 we show the total diffusion 

length after the transient as a function of temperature (squares, right axis). As reported in 
some experimental observations,62 the total diffusion length at the end of the transient is 
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lower for higher annealing temperatures. Thus the diffusion profiles and the diffusivity as 
a function of temperature are accurately predicted by this model. 

2. Energy Dependence 
The energy dependence of TED has been studied using kMC simulations and compared 

with experimental results. In Fig. 11 we present the results for B concentration depth 

profiles at the same dose reported above, 2~10’~ ions/cm2, and two additional energies, (a) 

20 keV and (b) 80 keV. Experimental profiles following a 800” C, 60 minute anneal are 

shown by solid lines. The total B profile predicted by kMC is shown by circles, and the 

total B in clusters is shown by XS. Again, there is good agreement between the 

experiments and the simulation. 
As in the case of the varying temperatures above, we have calculated the B diffusivity 

as a function of energy. In Fig. 12 we show the B diffusivity (left axis, circles) for three 
different energies and the same dose and annealing conditions. As observed 
experimentaIly63 there is a minimal dependence of TED on energy at these energy levels. 
The slight decrease in diffusivity with decreasing implant energy reflects the proximity of 
the surface to the peak of the implant damage: the closer the Si interstitials are to this large 
sink, the less B diffusion they can induce before being absorbed at the surface. The areal 
density of Si interstitials which have recombined at the surface at the end of the 60 min., 

800” C anneal is shown on the right axis in Fig. 12. As expected, more interstitials have 

been absorbed at the surface for the lower energy implants. 

Diffusion of B Marker Layers 
B TED was also studied in B spike structures grown by chemical vapor deposition 

(CVD) with implant damage created by subsequent Si ion implantation, The test structures 
consisted of several B concentration spikes of amplitude lx 1019 cmd3 created during the 

deposition of a 1 pm thick epitaxial Si layer. Implant damage was created by bombarding 

the structure with 5~10’~ Si ions/cm* at 50 keV. A rapid thermal anneal (RTA) was 

performed at temperatures between 750 and 1050” C for times between 15 and 255 s. 

Temperature ramp rates for the RTAs were 150” C/s for the 750” C anneals and 100” C/s 

for the others. 
We assume a uniform background C concentration of 1 x 10 l6 cme3, which is 

reasonable for CVD Si. Additionally, we assume that the front surface of the sample is a 
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perfect sink for V, I, and Bi. As discussed above, it is reasonable (within limits) to treat 
the prefactors for cluster dissolution as fitting parameters. We adjusted the prefactor for the 
dissolution of the BI pair down by a factor of one-third from the prefactor for I diffusion, 
and that for the B31 dissolution up by a factor of two from the prefactor for Bi diffusion, in 
order to improve the match to the experimental data. The same prefactors were used in all 
the simulations. 

Results of the simulations are shown in Fig. 13. The as-grown B profile, taken as 
input to the simulations, is shown by the dashed line. The experimentally determined total 
B profile after annealing is shown as the solid line in each plot. The simulated total B 

profile is marked by filled circles, and the concentration of B3I clusters is marked by xs. 

Fig. 13(a) and (b) show good agreement between the simulations and experiments for both 

15 and 255 s at 750’ C. Note that the concentration of B3I clusters is the same at 15 s and 

at 255 s. In fact, all B31 clusters in the simulation form during the initial temperature ramp. 
Fig. 13(c) shows excellent agreement between experiment and simulations after 195 s at 

850’ C. The predicted profile of B31 clusters is the same as in the 750’ C simulations. 

Reasonable agreement is also obtained for 150 s at 950’ C (not shown), although the 

simulation predicts too little diffusion in the deepest B peak. Some of the B31 clusters that 

form during the initial temperature ramp have dissolved after 150 s at 950’ C. The 1050’ C 

simulation grossly underestimates the experimental diffusion, as shown in Fig. 13(d). 
Experimentally, the deeper two B peaks have completely merged and become a shoulder on 
the first peak, whereas the model still predicts three distinct peaks. Further, all B and I 
clusters have dissolved and all defects have been eliminated from the simulation box by 
60 s simulation time. It appears that some additional mechanism which is not accounted 
for in the model is having a profound effect. 

This additional mechanism is not equilibrium B diffusion. The equilibrium diffusion 

length of B was calculated to be only 20 nm after 100 s at 1050” C. Additionally, we 

checked the effect of an equilibrium concentration of Si interstitials in our kMC simulation. 
The equilibrium number of Si interstitials in a sample the size of our simulation box was 
calculated to be about 0.1. We added a Si interstitial in a random position after the end of 
the transient, and set both the front and back surfaces reflecting. The interstitial had a 
minimal effect on the B profile after 10 s additional simulation. 

The effect may turn out to be due to unexpected OED. Felch and co-workers have 

shown that adding 300 ppm 0, to the RTA gas can increase the junction depth more than 

30 nm in 10 s at 1050” C.64 Further, it has been shown that hundreds of ppm of 0, can 
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outgas from the surface of a norninally oxide-free wafer at these temperatures,65 which 
might then cause OED. Further experimental work is required to identify the time scale and 
source of the observed diffusion. 

CONCLUSIONS 
We have described some recent simulations of defect and dopant diffusion using a 

kinetic Monte Carlo approach. We have shown that the trapping of Si interstitials by both 
C and B can help explain the enormous variation in their measured diffusivity. Excellent 
agreement was found between experiments and simulations for TED at temperatures 

between 700” and 900” C following medium energy B implants (20 - 80 keV). Our 

simulations produced novel predictions of the time evolution of the electrically active B 
fraction during annealing, which provide an intriguing possibility for experimental 
verification. Good agreement was also found between experiments and simulations of 
TED following 50 keV Si ion implantation into CVD-grown B spike structures at 

temperatures up to 950” C. For anneals above 950” C, our simulations do not correctly 

predict the amount of diffusion. This may be due to unexpected processes, such as OED, 
occurring in the experiment, or it may be due to a heretofore unexplored limitation of the 
physics in the model. Additional first principles calculations are under way with the 
expectation that improving the accuracy of the input parameters for the initial stages of B-I 
clustering and mobile Bi formation will improve the results of these simulations. Another 
area requiring further investigation for predicting the properties of future devices is the 
recombination efficiency of defects and dopants at surfaces, since the interactions of defects 
with the Si/SiO, interface is not fully understood. This is a critical issue when the 
implantation energies are reduced, so that most of the damage is concentrated near the 
surface. Additionally, Fermi level effects on dopant diffusion will become even more 
important as peak dopant concentrations approach 102’ cm‘3 and beyond. We are in the 
process of including such effects in our model. 
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FIGURE CAPTIONS 
Fig. 1 Schematic diagram of the operation of our kinetic Monte Carlo simulator, 
BIGMAC. The determination of rates and time steps is discussed fully in the text. 

Table 1 Origin of values for mobile species required as input to our kMC simulations. 

Fig. 2 B clustering reactions considered in the simulations presented in this review, with 
energies in eV from ab initio calculations. Adding an I (Si interstitial) transforms a cluster 
to the one below it to the left; adding a Bi (mobile B interstitial) transforms it to the one 
below and to the right, and adding a vacancy transforms it to the cluster above and to the 
right. These clustering or annihilation reactions all occur spontaneously. Additionally, 
B213++ and B312+ each spontaneously emit an I++, to form B212’ and B31‘ respectively. 
The energies given are those used for dissolution in our simulations, and include both the 
cluster binding energy and the migration energy for the emitted species. 

Fig. 3 Steady state effective diffusivity of Si interstitials in the presence of carbon 
concentrations from 0 to 1x10t8 cmJ. The top line is the interstitial diffusivity for a 
sample with no carbon, and the other lines are fits to the simulation data as follows: 
lOI C/cm3, 0.22.exp(-1.26 eV/ kT) cm2/s. lOI6 C/cm3, 18.5*exp(-1.7 eV/ kT) cm2/s. 
lOI C/cm3, 11.2*exp(-1.83 eV/ kT) cm2/s. 1018 C/cm3, 5.8*exp(-1.98 eV/ kT) cm2/s. 

Fig. 4 Comparison between the experimentally measured (dashed lines, open symbols) 
and the simulated (solid lines, closed symbols) Si self-interstitial diffusivities. Results 
labeled l-l 3 correspond to references 45-57, respectively. 

Fig. 5 Experiment and simulation of B diffusion during OED of two different structures 
with six B spikes. Initial peak B concentrations were (a) 1~10’~ cme3, and (b) 1~10’~ cm3. 
The as-deposited profiles (dotted lines) were used as the starting point for kMC 
simulations. The experimental profiles after 15 min. annealing at 8 10” C are shown by the 
solid lines. The simulated results (diamonds) are obtained with a surface Si interstitial 
concentration of 2x10” cmU3 and a uniform C concentration of 5~10’~ cmb3. Significant 
B-I clustering (dashed line) was observed only in the high B concentration case. Fermi 
level effects, which are not included in these simulations, are the probable cause of the 
discrepancy in (b) between the experiments and the simulations. 

Fig. 6 (a) Simulated B diffusivity as a function of depth for two different B 
concentrations. Assuming the B diffusivity is proportional to interstitial concentrations, 
a fit to a complementary error function (lines) yields an effective interstitial diffusivity of 
2.2~10~‘~ cm2/s for the low B concentration spikes (triangles), and 8.6~10~‘~ cm2/s for the 
high B concentration spikes (squares). (b) Si interstitial profile following OED in low 
concentration (dashed) and high concentration (solid) B spike structures. The fits to the 
interstitial profiles yield 3.6~10~‘~ and 3.3~10~‘~ cm2/s for the low concentration and high 



concentration structures, respectively. These are substantially below the diffusivity for 
bare Si interstitials, assumed to be - 6.5~10-~ cm2/s at 810” C. 

Fig. 7 B profiles following 40 keV B implantation at 2~10’~ cmU2 after annealing at (a) 
700” C for 240 min., (b) 800” C for 60 min., and (c) 900” C for 5 min. The solid line is 
experimental data, the circles are the total B profile from kMC simulations, and the xs are 
the kMC results for the B concentration in B-I clusters. 

Fig 8 Time evolution of the substitutional and clustered B fractions during an 800” C 
anneal of the 40 keV B profile shown in Fig. 7. The percentage of electrically active .B is 
shown on the right axis, while the concentration of B-I complexes are on the left axis. The 
fraction of B that is in substitutional sites increases from 56 % after the implant to 98 % 
after 10e2 s annealing time. However, it starts to decrease again after 10 s, as the vacancies 
disappear and the Si interstitial and B31 clusters start to grow. 

Fig. 9 Average vacancy and interstitial cluster size (left axis) and total B diffusion length 
(right axis) vs. time at 800” C. 

Fig. 10 B diffusivity (circles, left axis) and total diffusion length (squares, right axis) after 
the transient as a function of temperature from kMC simulations. Note that the total 
diffusion length at the end of the transient decreases with increasing temperature. 

Fig. 11 B profiles following 60 min. anneals at 800” C for 2~10’~ cme2 implants at (a) 20 
keV and (b) 80 keV. The solid line is experimental data, the circles are the total B profile 
from kMC simulations, and the xs are the kMC results for the B concentration in B-I 
clusters. 

Fig. 12 B diffusivity at 800” C as a function of implant energy (circles, left axis). Also 
shown is the area1 density of Si interstitials that have recombined with the surface 
(squares, right axis). As the energy decreases, the number of available interstitials 
decreases due to faster recombination with the surface. Therefore, TED decreases slightly 
with decreasing energy. 

Fig. 13 Comparison of simulations and experimental results for 50 keV Si implants into 
CVD-grown B spike structures. As grown total B profiles shown by dashed line. 
Experimental results for total B concentration after RTAs shown by solid lines. 
Simulation results for total B shown by filled circles, for B3I clusters shown by XS. 

(a) 750’ C anneal, 15 s. (b) 750’ C anneal, 255 s. (c) 850’ C anneal, 195 s. (d) 1050’ C 
anneal, 105 s. 
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Table 1 

Migration Energy Prefactor 

Species Value (eV) Source Value (cm2/s) Source 

I 
V 
Bi 
CI 

0.9 MDlab initio 
.0.43 MD 
0.3 ab initio 
0.8 Exp.lab initio 

2 Fit to exp.22 
5x1o-(j Fit to exp.22 
2x1 o-5 Fit to exp.29 
5x1o-5 Fit to exp.34 
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