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The subject of this study was the development of a computer -based system for the modeling of costing assumptions in an academic department. Initially, costing assumptions were defined as those assumptions made in the selection of costing sources and apportioning procedures in cost studies. The major theme of this study was that the system should allow for multiple sets of costing assumptions to be modeled, and it should allow for a very low level of cost disaggregation. This modeling system allows costs to be attached to individual course enrollments, and it also allows multiple departmental cost studies to be performed simultaneously so that any two may be compared for sensitivity analysis.

The modeling system was developed from an environmental analysis. The analysis took the form of a review of literatare from which design specifications were formulated. Chapter II contains this review of literature. A second review of literature, contained in Chapter III, was undertaken to establish a background for the selection of costing sources and apportioning procedures.

Chapter IV contains system documentation. In this chapter the six basic computer jobs and programs are described. Also, job control language, system files, and system operation are discussed.

Chapter $V$ contains a demonstration of the prototype computer-based modeling system. Seven costing iterations or cost studies were performed. Costs in each iteration were computed for every student major by level combination and for the whole department. Any two iterations at a time may be selected for sensitivity analysis, and the SENSITIVITY REPORT displays ratios containing the costs of one iteration divided by the respective costs of another iteration.

Data used in Chapter $V$ were selected from various sources. The data base, consisting primarily of department faculty, their courses, and enrollments in those courses, was obtained from existing institutional computer files for the 1973-74 academic year. Actual expenses used in the study were derived from departmental records, the institutional budget, and the RRPM 1.6 study performed on campus for that academic year.

Chapter VI contains implications and recommendations. The following implications were listed. First, there is not necessarily any basis for addressing questions of academic quality through a costing process. Second, "soft" approaches to modeling are appropriate, and third, they contribute to the expansion of existing modeling capability. Fourth, new
meaning attaches to the term "costing assumptions". Fifth, department level costs exert the major influence on resultant computed costs, and, sixth, a definite interaction exists between costing sources, apportioning procedures, and the data base. Finally, program costs computed by the system bear no relationship to the apportioning rates in formulas established by The Coordinating Board, Texas College and University System, and used for legislative appropriations requests.

The following recommendations were made. First, additional development in the area of departmental level management information systems should follow. Other recommendations were that the capabilities of the existing prototype system could be expanded to include data pertaining to the demographic properties of students, the expanded simulation properties of the modeling system, and the characteristics of potential student dropouts. Another recommendation was that the existing system could be expanded to include other apportioning alternatives. Finally, departmental administrators could perform their own cost studies and the individual departmental studies could then be combined to form an institutional study.
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## CHAPTER I

## INTRODUCTION

Higher education faces many crises usually subsumed under the general headings of governance, accountability, role, financing, etc. A generally accepted proposition is that the institution of higher education is unique in society and it follows that crises facing higher education are also unique. In the current era of financial stringency many of these crises are ultimately traceable to monetary considerations. Widespread interest exists in studies of university costs; the numerous efforts aimed at establishing cost values for instruction, research, and public service attest to the lack of agreement on cost objectives, definitions, units, sources, and apportioning procedures. The uniqueness of higher education contributes to the disagreement, since no definite profit motive or productivity functions exist as in business. A lack of precise definition and meaning also exists for measurable sources of costing input and output. In fact, general agreement is usually reached not on measures but only on the three major purposes of the university: instruction, research, and public service.

Interest in higher education costing is not limited to the immediate university community. Robert L. Williams (22, p. 322) listed as interested groups (in addition to
university presidents and administrators) legislators, boards of trustees, faculty, and supporting public. He continued: "The competition for financial support for higher education has led us to be more cost conscious than ever before" (22, p. 322).

The literature is replete with cost studies and cost models. The present study is intended to help address some of the aforementioned questions, through the development of a prototype computer-based modeling system.

Cost studies are not a recent development. Witmer (24, p.99) traced the origins of cost studies to the early $1900^{\prime}$ s and the advent of the scientific management movement. Early efforts were directed toward establishing acceptable accounting systems which emphasized uniformity in recordkeeping and reporting. Today, efforts continue at perfecting classification schemes (5, 6, 7). Early cost studies also were concerned with establishing simple measures of costs. Various measures were used: cost per unit, cost per fulltime student, cost per credit hour, cost per clock hour, cost per faculty member, etc. Similarly, various measures are used today.

Establishing measures of cost, however, is usually oniy one step in the process of dealing with questions of quality and economy. Some studies have examined the multiple relationships between educational expenditures and quality of education, state economic development and family income.

Recently, studies have addressed the less tangible issues of cost-benefit, cost-effectiveness and cost-utility (21). Cost information is recognized to be a useful tool in the management of educational institutions. In periods of growth and unrestricted resources, administrators do not have to deal with questions of efficient or financially justifiable operation. However, in periods of economic retrenchment, administrators must address financial questions on a priority basis, and the continued existence of many programs is primarily determined by financial considerations.

The Carnegie Commission (3) in its report, Institutional Aid: Federal Support to Colleges and Universities, referred to a "new depression" in higher educatuon. This depression, a direct result of the financial crisis facing presidents and boards of trustees, emerged in the early seventies. The report specified that the crisis was not limited to private institutions; several public institutions, public and private research universities, private 1 iberal arts and twoyear colleges, and black colleges were suffering financial problems (3, pp. 51~52). However, the Commission presented an apparent paradox in its final report (4) by concluding that increases in expenditures per student must continue to rise. One of the problems they saw, in fact, was that those expenditures had not risen fast enough (4, p. 63). Historically, costs per student had risen at a rate equal to the cost of living plus 2.5 percent. In the $1960^{\prime} s$
the rate increased to pius 3.4 percent (4, p. 63). Recently, however, costs per student rose at a rate only slightly higher than the cost of living. The report attempted to justify the need for adequate resources to maintain expenditure levels by comparing higher education to industry. According to the report, increased costs in industry are offset by annual increases in productivity of 2.5 percent. Higher education, however, does not lend itself to increases in productivity as is also the case with some other service sectors in the economy; therefore, to maintain quality and comparable salaries, the report recommended that expenditures per student must rise at a rate equal to the cost of living plus 2.5 percent ( 4, p. 64).

Framed in the light of demands for increased account ability, the need for a different view of costing becomes apparent. In the introduction to their book on higher education outputs, Lawrence, Weathersby, and Patterson referenced an unidentified quotation:
"Our mandate is clear. . . We are going to have to prove that we deserve the dollars spent on higher education and justify our asking for each additional dollar . . ." (11, p. 1).
Focusing specifically on the broad issue of accountability, they stated:

As never before, the university is being asked to justify itself--its purpose, its methods of achieving that purpose; its allocation of precious resources; its priorities; its responsibilities to the individual and to society. Yes, both from within and from without, institutions of higher education are being called to account (11, p. 3).

The costing issue is compounded by problems reflected in statements 1 ike one made by June $0^{\prime}$ Neill in the introduction to her report for the Carnegie Commission in reference to the rapid growth of higher education and public concern about costs in higher education, ". . . there is really very little firm knowledge about the magnitude of the costs of higher education and how they change over time" (15, p. 1). Directing her attention to units of measure, she speculated that changes in credit-hour measures of were dubious measures of real changes in output. She continued, ". . . underlying data are more imperfect than one would wish" (15, p. 1). The conclusion drawn by $0^{\prime \prime} N e i l l$ was that measures of productivity are only tentative and should serve as the impetus for further research.

As has been established previously, there is no unanimity of agreement on any particular approach to costing in higher education. The National Association of College and University Business Officers (NACUBO) (12, p. 1) described the determination of cost information as a process of approximation. Individual judgment plays an important role in costing, and it must reflect ". . . circumstances relevant to the purposes for which cost information is collected" (12, p. 1). Consequently, NACUBO recommended different cost methods for different purposes instead of one method for all purposes.

Part of the reason for the process of approximation is the nature of the university. The university environment is basically social and political, and Baughman stated that "University management is fundamentally different from industrial management because its problems must be solved with political rationality as a primary criterion and economic rationality as a secondary criterion" (1, p. 2).

In addition, few, if any, academic positions are simply associated with only one university function. As mentioned earlier, at least three university functions are generally identified: instruction, research and public service. In most cases it is a questionable practice to arbitrarily apportion all of a faculty member's salary to instruction alone. However, such practices are not uncommon. On the other hand, attempting to get a measure of every faculty member's activities for costing purposes is, at best, a process of approximation.

The various approaches to costing contribute to a lack of data compatibility and some confusion. Russell Thackrey concluded, "There is, in fact, no agreement whatever on how certain costs should be allocated among the multiple functions performed by American higher education . . ." (19, p. 415). In addition he noted:

The assumptions and the nature of the evidence are usually stated in detail in papers describing the research, but what reaches the public, and policy makers, is most often only the summarized findings and conclusions, without any warning that the product may
be unreliable or have dangerous side effects untested by the producer (19, p. 415).

The problem of getting acceptable data, according to Thack rey, involved agreement on definitions, reporting categories and allocation procedures (19, p. 417). Thackrey recommended that time should be taken to ask basic questions about statistics. Similarly, Logan Wilson sumarized succinctly by noting that, ". . . obsession with costs can lead us to know the price of everything and the real value of nothing in higher education" (23, p. 102).

Examples of Cost Studies
Joan Frisbee (8) studied direct and indirect costs of the organized instructional program in a small private liberal arts college. The unit of measure used in her study was the credit hour generated (CHG). Frisbee defined direct costs to include teaching salaries, and payments made by the school for Social Security, insurance and retirement. Indirect costs included departmental expenditures which were not identifiable at the course level and institutional expenditures which were identified at other than the departmental or course levels. Some costs were prorated on a semester-hours-taught basis while others were prorated on either a credit hour generated basis or full-time-equivalent staff basis (8, p. 34).

Scheerer (17) claimed that her efforts were directed toward deriving a realistic measure of instructional costs.

Her study was limited to the courses in the divisions of arts, business administration and the graduate school of a university. Her unit of measure was cost per equivalent student credit hour (ESCH) which provided for the assumption that faculty spend more time and energy on graduate courses than on upper-level courses and likewise on upperlevel courses than lower-level courses. Direct costs included departmental costs (salary, non-salary and library book allotment), the departmental share of the costs of the undergraduate dean's office, and the departmental share of the graduate dean's office. Indirect costs included central administration, student services and plant maintenance. Capital expenditures were excluded (17, pp. 25-26).

Raichle's analytical study (16) concerned private and public costs as well as cost-utility aspects of a selected post-secondary vocational-technical educational program. In this study direct per pupil costs included teachers' salaries, depreciation of classroom or laboratory furniture used in each course, and depreciation of the facility space cost of the classroom or laboratory used in each course. Indirect costs allocated to each student included salaries other than instructors', administration expense, general expense, physical plant expense, resources of the library, student personne1 services costs, and depreciation costs of equipment, furniture and facility space associated with administration, student personnel services and the library
(16, pp. 33-34). Private costs included foregone earnings, fees paid by the student, book costs and miscellaneous supplies costs (16, p. 58). Public costs were calculated by subtracting internal funds (student fees, vending machine profits, and other miscellaneous sources of non-public income) from the total program cost (16, pp.59-60). Private and public utility costs were also calculated.

The National Center for Higher Education Management Systems (NCHEMS) at the Western Interstate Commission for Higher Education has established a lead in the research and development of higher education planning and management systems. Computer software developed and marketed by NCHEMS includes the Resource Requirements Prediction Model 1.6 (RRPM 1.6), an instructional cost simulation model. Recently, NCHEMS marketed the Costing and Data Management System which interfaces with RRPM 1.6. The entire system allows user institutions substantial flexibility in cost source selection, apportioning procedures and units of measure.

The Study of Assumptions
Some effort has been directed toward the study of costing assumptions, that is, those assumptions made in cost studies which concern costing sources or apportioning procedures.
E. G. Bogue (2) reported on a study conducted at Memphis State University. The study concerned researching the changes in instructional cost patterns which resulted from salary allocation to courses on the basis of faculty effort as opposed to course credit, and course number as opposed to student classification. The unit of measure used in his study was the semester credit hour and the only cost source was faculty salaries. Two primary findings of Bogue's study were:

1. There is a definite and pronounced stairstep increase in unit costs when allocation to instructional level follows course number rather than student classification.
2. There is a tendency toward higher unit costs at the doctoral level when allocation follows faculty distribution of effort rather than course credit value (2, p. 91).

Explaining the first finding, Bogue pointed out that there were large numbers of upper division students taking lower division work; therefore, more costs were allocated to lower division courses than were the case when costs were allocated on the basis of course numbers. Regarding the second finding, a dramatic shift in costs from lower division courses to doctoral courses resulted when allocation was based on faculty distribution of effort as opposed to allocation on the basis of course credit value. Such a shift was directly related to the assumption that faculty members devoted more effort to doctoral level courses than to master's level courses, etc.

Sheehan and Michaels (18) reported the results of seven sensitivity tests on an established cost study methodology at the University of Calgary. Sensitivity tests were used to show the dependency of results of modifications to procedures in the methodology. Sensitivity tests involved dividing per-student costs produced by each modification to the methodology by the corresponding costs determined by the methodology. The output was one column of ratios for each sensitivity test that depicted, for each type of student by major and level, the cost computed by the particular modification divided by the corresponding cost computed by the methodology.

The methodology had been used to ". . . assess the validity of the enrollment weighting formula by which the Alberta Universities Commission apportions operating funds among universities in Alberta" (18, p. 186). The research performed by Sheehan and Michaels involved modifying some cost apportioning procedures from those established in the methodology. For example, "Activity costs for Research, Library Services and Department Administration are assigned by the methodology to Instruction and Supervision of Graduate Student Research and Thesis Work" (18, p. 188). The first sensitivity test of their study concerned the effect of allocating all of the aforementioned activity costs exclusively to Instruction. Important cost source omissions in this study were capital expenditures and
research fundings. Results of two of the tests indicated that the methodology amplified costs of undergraduate programs relative to graduate programs when compared with the respective modifications to the methodology (18, pp. 189190).

Other researchers have concluded that additional studies in the area of costing assumptions should be encouraged. In a paper dealing with simulation models and their effectiveness in higher education, Krampf and Heinlein (10, p. 96) listed the study of "What types of relationships exist among variables that are part of the models?" as a recommendation for further research. David Humphrey (9), in a dissertation concerned with the development of a course cost-analysis instrument in higher education, listed the need for assessment of course cost assumptions as one implication. Finally, in regard to the proposed study, Russell Thackrey in personal correspondence concluded with the following statement, "Your dissertation is on a topic of major importance which has, if my opinion, been far too much neglected" (20).

A review of the literature on cost studies in higher education confirms that individual studies vary greatly from one another. Some of the causes for the variation are purposes of the study, definition of terms, units of measure, sources of costs and apportioning procedures. One conclusion drawn by Williams in his cost study was:

There are so many variations in the factors affecting costs that comparisons of average costs, with implied meanings for efficiency of operation without consideration of quality, become of highly questionable value (22, p. 327).

Subject of the Study
The subject of the study is the development of a prototype computer-based modeling system for analysis of the sensitivity of selected costing assumptions in an academic department. The modeling system was tested in an academic department at North Texas State University (NTSU).

Purposes of the Study
The purposes of this study are to

1. Develop a framework which establishes the role of costing at the Department level in higher education management.
2. Review higher education costing literature to synthesize major costing sources in higher education.
3. Review higher education costing literature to synthesize major apportioning procedures in higher education.
4. Simulate the application of selected costing sources and apportioning procedures to develop sensitivity tests for each.
5. Establish a precedent for higher education costing development to document implications of costing assumptions.

## Exploratory Questions

1. What is the role of costing at the departmental level in higher education management?
1.1 What role does cost analysis, costbenefit analysis, cost-utility analysis, and costeffectiveness analysis play in higher education costing?
1.2 What role does educational output play in the costing process?
1.3 With regard to purposes, to what extent is the costing process commonly pursued in cost studies?
1.4 What is the role of costing in an academic Management Information System?
1.5 What is the use of costing information developed at the macro level and micro level? 2. What costing sources are commonly used in higher education cost studies?
2.1 What costs are commonly identified as direct costs?
2.2 What costs are commonly identified as indirect costs?
2. What apportioning procedures are commonly used in higher education cost studies?
3.1 What quantifiable procedures are commonly used to apportion cost sources?
3.2 How do apportioning procedures relate to the costing purposes?
3.3 What is the role of weighting in estab1ishing an equitable distribution of costs? 4. How sensitive are costs to selected costing sources and selected apportioning procedures?
4.1 How sensitive are costs to selected costing sources commonly identified in costing systems?
4.1.1 What effect do costing sources identified at the departmental level have on cost sensitivity?
4.1.2 What effect do costing sources identified at the college level have on cost sensitivity?
4.1.3 What effect do costing sources identified at the institutional level have on cost sensitivity?
4.2 How sensitive are costs to selected apportioning procedures commonly identified in costing systems?
4.2.1 What effect do selected methods of apportioning salaries have on cost sensitivity?
4.2.2 What effect do selected methods of apportioning other expenses have on cost sensitivity?
4.2.3 What effect do selected weighting schemes have on cost sensitivity?
4.2.4 What effect do dropouts have on cost sensitivity?
3. What implications and recommendations may be drawn from the study of costing assumptions?
5.1 What relationship exists between costing and academic quality?
5.2 What are the implications of the study of selected costing assumptions modeled by the prototype system?
5.3 What recommendations may be made from this study of selected costing assumptions?

## Definitions

Costing refers to the process of determining the monetary value of a product by measuring and relating prices paid for materials, labor and overhead to some measurable unit of output.

Costing assumptions are those assumptions made in cost studies or cost simulations which concern costing sources or apportioning procedures.

Cost-benefit analysis refers to analysis which yields numerical ratios. In each ratio the numerator and denominator represent the economic benefits of competing objectives.

Cost-effectiveness analysis refers to analysis concerned with assessing the desirability of alternative approaches to a single objective. This type of analysis often yields units of measure which are other than economic units.

Cost-utility analysis refers to analysis concerned with assessing the usefulness or importance of competing objectives. Utility is generally conceded to be a subjective measure used with ordinal scales where statements may be made concerning a "greater than" or "less than" relationship between objectives; however, it is often used with interval scales where statements may be made concerning the equality of intervals separating objectives.

There is no unanimity of agreement concerning the precise meanings of the three preceding forms of analysis. Frequently, differences in meaning exist only in degree and emphasis. In fact, some authors like Raichle (16, p. 9) use the terms cost-benefit, ~effectiveness, and -utility synonymous1y.

Mode1 refers to a representation of a system. For purposes of this study, various costing representations will be developed.

Sensitivity of an application is determined by dividing the costs of each set of simulated assumptions by the costs of an initial set of simulated assumptions.

Simulation means the execution of a model.
Weighting is a process used to relate quantitatively the value or importance of different variables to each other.

## Limitations

Data can be gathered only for the Fall 1973 and Spring 1974 semesters at North Texas State University. These are the only two semesters for which the RRPM 1.6 has been run on campus. Both semesters have been combined to yield cost information for the 1973-74 academic year--a commonly accepted practice. This study is not intended to provide comparable cost information to the RRPM 1.6 or to serve as an alternative to RRPM 1.6. RRPM 1.6 and a supporting subsystem, the Induced Course Load Matrix, will simply be referenced in this study. The induced Course Load Matrix is a multidimensional matrix which shows the number of credit hours that students of each major take from each department. Some of the information generated by these systems (such as hours generated by departments and consumed by majors, departmental expenses, and departmental budget as a percent of institutional budget, etc.) is used in the simulation of selected costing assumptions.

Possible Benefits of the Study
This study is intended to shed light on the impact of some assumptions commonly made in cost studies. Little
research has been done in this area. By expanding on the work already accomplished, this dissertation will establish a basis for documenting implications of some costing assumptions.

A more subtle benefit may be reflected in the generation of dialogue as a result of the proposed study. No two cost studies are the same, due in part to the fact that no two universities or departments of a university are the same. Consequently, this study should provide the impetus for similar studies elsewhere.

## Unique Features of the Study

The uniqueness of this study derives from the expansion on the limited work done in the area of costing assumptions, plus the level of detail to which this study proceeds, the departmental level, and the development of a prototype computer-based modeling system for departmental analysis of the sensitivity of selected costing assumptions. As previously established, typical cost studies are characterized by assumptions made in what may be referred to as two dimensions: costing sources and apportioning procedures. Consequently, costing assumptions may be viewed in matrix form with costing sources and apportioning procedures representing a two-dimensional matrix. A typical cost study, therefore, may be viewed as a matrix of one row and one column-that is, one set of costing sources and one set of apportioning procedures. The results of any cost study are
highly dependent upon the assumptions that are made in these two dimensions.

Two studies $(2,18)$ have been referenced which were more than typical cost studies-they were studies of costing assumptions. Bogue's institutional study (2) included only one costing source, faculty salaries, and four methods of apportioning that source to instructional levels. The assumptions Bogue studied, therefore, may be viewed in matrix form as one column, the single costing source, and four rows, the four methods of apportioning that source.

The institutional study by Sheehan and Michaels (18) concerned seven different ways of apportioning costs to perstudent costs of programs. Although their study included more than one source of costs, those sources remained constant in each sensitivity test. Their sensitivity tests, therefore, represented seven different ways of apportioning the same costing sources. Viewed in matrix form their research may be described as one column, the costing sources, and seven rows which represent seven methods of apportioning costs.

Similarly, RRPM 1.6, used at NTSU as well as at many other institutions, provides the flexibility for modeling selected costing sources and apportioning procedures, and for simulating their impact at the institutional level. Each separate model may reflect hypothetical policy decisions and the simulation of those decisions may aid in forecasting
resource requirements. RRPM 1.6 does not directly provide the capability of comparing one simulated model with another to produce sensitivity tests as was performed in the Sheehan and Michaels study. However, institutional-level sensitivity tests could be computed by hand.

An important notation is that Bogue's study, the Sheehan and Michaels study, and the RRPM 1.6 system do not actually apportion costs through individual courses. Rather, they group all courses of a level together along with the sum of corresponding costs and the sum of corresponding enrollments and compute an output measure based on both sums.

This study expands on work done in the area of costing assumptions by including more than one set of costing sources and more than one set of apportioning procedures. This study, therefore, may be viewed in matrix form as comprised of more than one column and more than one row.

This study, instead of focusing on an institution, focuses on a single university department where enrollment in courses can be studied in detail. Cost studies typically deal with entire levels of costs apportioned in a uniform way and do not attach specific costs or enrollments to specific courses. The prototype modeling system allows costing sources to be apportioned to courses and enrollments within courses in four different alternative ways.

This study concerns the development of a prototype computer-based modeling system which allows sensitivity tests
to be performed on two cost models simultaneously. Sensitivity tests concerning student major costs are reported. No comparable departmental modeling system has been found in the 1iterature.

Finally, departmental administrators will be able to reference this work as a basis for similar departmental studies. This study provides a background for data base development, modeling characteristics, and the implications of both.

## Procedures for Collecting Data

The Director of the NTSU Office of Planning and Analysis granted permission for the NTSU RRPM 1.6 cost study of 1973-1974 to be referenced (14). This material served both as a cost study to be cited in the dissertation and as part of the data for simulation purposes.

The NTSU Registrar granted permission for the Student Schedule and Student Master files for Fall 1973 and Spring 1974 to be accessed in this study. These files were accessed to tabulate enrollment by major and level in the courses offered by the department to be studied, and to tabulate dropouts by major and level in the same courses.

The chairperson of the department to be studied in this dissertation granted permission to access departmental budget records for Fall 1973 and Spring 1974. These records were searched primarily for a detailed breakdown of departmental
expenditures. The chairperson also agreed to provide a brief activity analysis for the faculty of the department for the period of time to be covered in the study.

Additional cost source data were obtained from the North Texas State University Budget, 1973-1974, located in the NTSU library (13). No budget information is disaggregated below the departmental level except for the department being studied.

In accordance with a reasonable concern for confidentiality, no salary information for any faculty or staff member is specified in the study except for the department studied. In the department studied, no names are specified.

A computer-based system was designed and written to perform the sensitivity tests previously described. The system consists of programs written in COBOL. One program represents an interface with existing institutional administrative files and it produces a departmental roster file suitable for system use. Another program is used to read in different sets of apportioning procedures in the form of weights. The next program converts each set of apportioning procedure weights to percentages which sum to 1.00 . Another program computes costs for one set of costing sources and one set of apportioning procedures--both of which represent one iteration. This program reports costs pertaining to the particular iteration and it writes a data file to be subsequently accessed by the final program. The final program
computes and displays sensitivity information regarding any two existing iterations or costing models resident on the data file.

Organization of the Study
This study is developmental in nature. Consequently, the purpose of the review of literature is to develop system specifications and identify system input. Rather than approaching a review of literature from the point of view of justifying preconceived notions, direction is provided by Exploratory Questions 1,2 and 3 . These questions were formulated with the goal of establishing a comprehensive basis for inquiry to provide the background for system specifications and system input.

Chapter II, the first literature review, addresses the question of the role of costing in departmental level management as specified by Exploratory Question 1. The purpose of this chapter is to establish the prototype system's specifications. Specifications are presented in the form of premises which define the scope of this particular system in view of the costing process as it exists in higher education at the departmental level.

Chapter III, a second distinct review of literature, identifies costing sources and apportioning procedures commonly found in higher education cost studies. This review, directed by Exploratory Questions 2 and 3 , provides a
background for the selection of costing sources (system variables) and apportioning procedures (system parameters). A final premise is presented in this chapter.

The purpose of Chapter IV is to document the prototype system's design. Appendix A contains program listings, Appendix $B$ contains file formats, and Appendix $C$ contains system job control language (JCL).

Chapter $V$ is concerned with responding to Exploratory Question 4 which concerns the sensitivity of computed departmental level costs. Exploratory Question 4 provides direction for determining the ability of the system to meet its specifications.

Implications of the study and recommendations are presented in Chapter VI. Direction for the development of this chapter is provided by Exploratory Question 5. This chapter represents an attempt to step away from the preceding work, and to return, in effect, to the starting point for the purpose of assessing meaning and implications of the study. Chapter VI, instead of being conclusive, is a point of departure for further development in the area of departmental costing.
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## CHAPTER II

A REVIEN OF THE ROLE OF COSTING
AT THE DEPARTMENTAL LEVEL

Developing prototype system specifications requires an analysis of the environment within which the system is intended to operate. This analysis consists of a thorough review of available literature and other relevant solicitations as necessary. Little work in the area of departmental level costing has been published; therefore, primary analysis is based on those sources defining the environment which can be assessed in the literature.

Since the subject of this study is the development of a prototype computer-based modeling system for analysis of the sensitivity of selected departmental level costing assumptions, the research of the environment was directed by Exploratory Question 1 , which concerned the role of costing at the departmental level. If this role can be established through premises advanced from an environmental analysis, then system specifications may be developed and translated into computer software. Chapter II represents a written narrative of this process.

Cost and Costing
The terms "cost" and "costing" are in constant use in higher education and frequently serve as a basis for decision making. Their use is often unaccompanied by definition, the assumption is that such common-knowledge terms to not warrant definition. However, the numerous approaches to costing cast doubt on the legitimacy of this assumption. Therefore, an examination of these terms serves to establish an initial environmental background. Since the terms originate from accounting and economics, discussion will begin in these two areas.

Crowningshield (16, p. 8) asserted that cost is a term which is loosely used and cannot be simply defined. As an authority in accounting, he stated that definitions in accounting often differ from those in economics. Within the academic field of accounting, he defined cost as representing ". . . an expenditure . . . to secure resources for the purpose of producing revenue" (16, p. 8). Expenditures represent transactions which transfer actual resources, usually money.

Costs may be distinguished on the basis of cost systems. Describing two basic types of cost systems, the author defined a job-order cost system as existing where ". . . costs are accumulated for specific jobs or production orders . . ." and a process cost system as existing where " . . . costs
are accumulated by processes, or departments, for a selected period of time" (16, p. 48).

In the field of economics, costs are viewed from a perspective where definitions and usage differ from those in accounting. The study of costs resulting from opportunities foregone ( 16, p. 8) is characteristic of an economic approach. Briefly, opportunity costs may be defined as those costs which ". . . consist in foregoing the opportunity of deriving an income from employing factors in alternative uses" (54, p. 256). Rather than being necessarily shown explicitly as in a profit or loss statement, these costs are often implicit.

The economic oxientation stresses the study of optimization in policymaking. Typically, optimization takes the form of profit maximization or cost minimization for a firm. Numerous cost concepts are involved in the procedures necessary to optimize the profit position of a firm, for example, fixed costs, variable costs, total costs, marginal costs, average fixed costs, average variable costs, and average total costs (54, p. 141). Optimization methodologies often reduce the study of a firm to that of a black box where primary interest is with inputs to and outputs from the box, both usually defined in pecuniary terms.

Being input-output oriented, a definition of cost in terms of input and output is consistent with an economic point of view. Murad defined average physical cost as
". . . the number of units of input required on the average to produce one unit of output" (54, p. 19). Other costs referenced above are also defined in terms of inputoutput, rather than as entries on a balance sheet as is characteristic of an accounting orientation.

Having briefly touched on approaches to cost definition from accounting and economics, the precedents for similar efforts in higher education may be clearly established. Two highly regarded national organizations that have done much work in this area are the National Association of College and University Business Officers (NACUBO) and the National Center for Higher Education Management Systems (NCHEMS) at the Western Interstate Commission for Higher Education (WICHE). NACUBO's historical precedents, established by the American Council of Education, are well documented (77, 58), and Humphrey (33, pp. 44-45) documented the development of NACUBO itself. Two recent NACUBO publications are College and University Business Administration, 1968, and the Administrative Service that was published subsequently under the same title, College and University Business Administration. The latter publication is looseleaf in design with individual section copyright dates. These two publications are commonly regarded as authoritative sources on budgetry structure and definitions in college and university business administration.

NACUBO regarded the determination of cost information as an inexact process requiring the exercise of judgment on the part of individuals performing cost determinations (56, p. 1). NACUBO also distinguished different definitions for cost depending upon whether background derivation was from the field of financial accounting, cost accounting or economics (56, p. 3). In financial accounting, cost was defined as " . . . the amount or equivalent paid or charged for something of value . . ." and it was viewed as primarily an organizational unit or function measure. In cost accounting a similar definition resulted, but it was a unit cost measure (56, pp. 3-4). In economics the view would be of society as a whole, "macro", or of an organization, "micro" (56, p. 4).

NCHEMS' growing impact on higher education (33, p. 23; 78 , p. 23) is a result of its research and development of resource allocation and information system tools. Its efforts encompass a wide range of products and applications. NCHEMS has led the way in product development for application at the institutional level. Recently its work has expanded in diverging directions: in the area of state and national level applications and in the area of intrainstitutional applications.

Of immediate interest to this study are definitions found in the Cost Analysis Manual (69), one of the publications of the NCHEMS Cost Finding Principles project.

Although a disclaimer noted that the manual was not intended to suggest one set of procedures to cover all situations, the final outcome of the recommended procedures was a term referred to as "full costs". NCHEMS defined full costs as "The sum of direct costs, capital costs, and allocated support costs for an activity center or group of activity centers" (69, p. 22). Activity centers take on meaning in light of a standard structure advanced by NCHEMS, the Program Classification Structure. An activity center represents a level of aggregation within this structure to which costs are attached ( 69, p. 10) .

The brief preceding review is intended to establish a frame of reference for understanding limitations in the terminology of cost concepts. No single commonly-accepted approach to cost determination exists. The process of costing serves many distinct purposes. The problem is not limited to higher education; its origins, as aforementioned, may be traced to accounting and economics. For example, Meigs claimed the distinguishing feature of cost accounting is the resolution of problems in accurately measuring costs; however, he warned that "If cost information is to be used intelligently, the user must understand that any cost figure has inherent limitations and that no single method of arriving at cost will serve equally well all the varied purposes for which such information is needed" (46, p. 746). With regard to higher education, Topping concurred by
alerting users of his manual that he ". . . has not identified one particular set of procedures to cover all situations . . ." since different cost studies are conducted for different purposes ( $69, \mathrm{p} . \mathrm{v}$ ). About the only consensus to be found in the literature regarding the use of the terms cost and costing concerns the latter, and that consensus may be reflected by the nebulous definition of costing as ". . . the cost determination process" (56, p. 1).

> Cost Analysis, Cost-Benefit Analysis, CostEffectiveness Analysis and Cost-Utility Analysis

Numerous cost concepts are referenced in higher education costing literature. The most frequently applied concepts are cost analysis, cost-benefit analysis, costeffectiveness analysis and cost-utility analysis. The selection of one concept as the most appropriate one for general use at the departmental level is not readily apparent. The following review of literature is intented to clarify this matter and to guide system specification development.

Limitations concerning consistent definition of cost have been reviewed. Since some kind of costing process is fundamental to cost analysis, cost-benefit analysis, costeffectiveness analysis and cost-utility analysis, the stage is set for an approach to individual definition.

## Cost Analysis

Cost analysis terminology ranges from the general to the specific. For example, Rourke claimed that ". . . cost analysis measures the unit cost of past and present operations" (62, p. 74). Humphrey, in a dissertation concerned with course cost analysis, referred to cost analysis as ". . . the basic element in the conduct of fiscal analysis and constitutes an essential ingredient therein" (33, p. 4). The specific cost analysis definition listed by Humphrey for his purposes cited the utilization of objective data and procedures so that relationships between costs and programs might be estab1ished (33, p. 12).

The National Association of College and University Business Officers devoted an entire section of College and University Business Administration to the subject of fundamental cost considerations in higher education (56). Their definition, which was the most detailed and specific of those reviewed, is considered to be the accepted standard for higher education business administration. NACUBO defined cost analysis as ". . . the process of examining cost and statistical information and deriving meaning to satisfy the needs of users. The three basic cost analysis categories are full cost analysis, cost-volume-revenue analysis, and controllable cost analysis" (56, p. 2).

An interesting paradox was presented by Topping in his work sponsored by NCHEMS entitled Cost Analysis Manual because the manual contained no specific definition of cost analysis (69). The closest Topping come to defining cost analysis was to refer to costing procedures that are included in the manual to give users a way to determine full cost (69, p. v). As previously discussed, this approach identified with a program budgeting orientation based on the NCHEMS PCS structure.

Although the recommendations of NACUBO and NCHEMS are highly regarded in higher education, other potentially useful definitions of cost analysis are in the literature. One notable characteristic of the definition of concepts reviewed in this chapter is the frequent use of one or more concepts in the definition of other concepts. For example, in Witmer's article concerning higher education cost studies, cost accounting was used to define cost analysis as follows:

Cost accounting is that method of accounting that provides for the assembling and recording of all the elements of cost incurred to accomplish a particular purpose. Cost accounting facilitates cost analysis, which is useful in relating costs to benefits and in reducing costs relative to benefits (77, p. 107).

Sheehan and Gulko (66) compared the uses of cost
analysis to cost accounting when defining the former. In their view, cost analysis was the more useful procedure:

Cost analysis attributes cost to selected cost objectives by means of various analytic formulations; usually it relates to specific management problems and purposes and often to specific institutions. Therefore,

> cost analysis normally is more useful than cost accounting for institutional management decisions $(66$, p. 57$)$.

Cost accounting is a procedure that permits financial transactions to be recorded by cost center so that each expenditure is attributable to the ultimate cost objective (66, p. 56).

In some studies, cost analysis was viewed as a component of one of the other costing concepts. For example, Lovell, in his cost-effectiveness study of instructional programs, made this distinction: "Program cost-analysis is an essential aspect of cost-effectiveness analysis" (42, p. 112). He subsequently listed the main features of cost analysis as " . . . direct costs are emphasized; (2) shortcut formulae are used in allocating indirect costs; (3) appropriation account records may be used (ex-ante evaluation); (4) it is periodic operation; (5) it may be done in a sampling rather than on a complete basis" (42, p. 113). Some studies view cost analysis as being a comprehensive term encompassing one or more of the other costing concepts. As an example, Meeth defined cost analysis as " . . . a general term used to describe a three-part concept composed of cost accounting, cost-effectiveness analysis, and cost benefit" (45, p. 123). He then stated ". . . cost accounting is essentially the act of determining the cost of a single program or educational unit, taking all the costs related to a particular objective or program and grouping them together" (45, p. 123). Far more detailed was his
definition of cost-effectiveness analysis, an unusually comprehensive concept:

Cost-effectiveness is a much more complex concept [than cost accounting] and is the heart of the cost analysis idea. It is the act of comparing the relationship between input and output, between the resources and their related dollar costs and the achievement of desired goals, competencies, or other outcomes. As a technique for comparison, cost-effectiveness analysis can (1) help assess the relative worth of several programs with the same educational outcome determine whether a single program is becoming more or less effective as time passes; (3) help assess the relative worth of the same program for different groups of people. . . ; and (4) act as a useful device for comparing programs among institutions of similar purpose and types of programs (45, p. 124).

Cost-benefit analysis concluded Meeth's definition of
cost analysis and it built upon the preceeding concept.
Being the final step, Meeth stated:
The result of ranking alternative analyses of costs in relationship to effective program results is cost-benefit determination. That is, cost benefit is the accrued value of the least expensive, most effective program outcome in terms of all resource allocations, looking both at accomplishing objectives and assessing consequences (45, p. 124).

## Cost-Benefit Analysis

Paralleling cost analysis, definitions of cost-benefit analysis may be exclusive of other cost concepts as well as inclusive of them.

Warren Gulka, who was done extensive work in the area of program classification in higher education, portrayed costing concepts in terms of a program budgeting perspective. He stated that " . . . cost/benefit analysis in higher
education attempts to assist admistrators in evaluating the cost of an individual program relative to the expected benefits of that program and other alternative programs" (23, p. 6). Gulko's view of cost-benefit analysis allows incommensurables to be compared, that is, not only can various approaches to the same program be compared, but also different programs as well. Another definition from the program perspective was offered by Harris (28) in his dissertation concerning program benefit-cost analysis. His definition also allowed for the comparison of various programs although his main interest was with economic returns. He stated that ". . . an analytical, economic approach for evaluating and projecting the economic returns of students who attended vocational education programs is a benefit-cost analysis" (28, p. 8).

The economic frame of reference pervades cost-benefit analysis definitions. Rather than simply containing a passing reference to the economic approach or to economic returns, some definitions are rooted firmly in the terminology of economics. For example, the concepts of value added and input-output are derived from economic theory and both surface in a definition by Iye11: "Cost benefit studies compare the costs of resource use relative to the value added to the product--the difference between input quality and output quality" (35, p. 76).

Some authors view cost-benefit analysis as being applicable only in macro-1evel studies. Their studies assume a high level of aggregation. In a paper on the topic of higher-education outputs, the economist John Vaizey found cost-benefit analysis applicable at a high level of aggregation: "Benefit-cost analysis provides but small opportunity for contrasting different sectors of the economy; it is only applicable within sectors, and is there to compare and contrast activities which closely resemble each other" (72, p. 20). Note that this definition appears to exclude the comparison of incommensurables in contrast to the definition of cost-benefit analysis by Gulko.

Marshall Harris offered a definition of benefits which included high and low levels of aggregation. Although his definition of cost-benefit analysis has been previously referenced, his view of benefits further clarified the scope of his study. He defined the economic benefits of vocational education as ". . . the change in economic welfare of society (public benefits) and the individual student (private benefits) caused by vocational education" (28, p. 8).

Many researchers advocate the measurement of benefits in dollars while others allow for nonpecuniary benefits. Following are examples of both points of view. Lelong and Mann advocated the former: "Ideally, all benefits should be
measured in terms of dollars as a common denominator" (41, pp. 190-192). One of the most specific examples of this orientation may be found in a definition by the economist, E. H. Weiss:

A cost-benefit analysis may be thought of as a fraction, with dollars in both the numerator and the donominator. Thus, it is possible to perform a costbenefit comparison of programs with very different objectives (76, p. 26).

Weiss' definition appears to allow for the comparison of incommensurables also. As an example of both points of view, a definition of benefits advanced by F. G. Cary is the view of benefits as
. . . being related to the fulfillment of intermediate range goals and objectives. Benefits might be used to describe the performance of high school students in colleges, employment incomes five years after graduation, the number of different jobs held five-six years after graduation (12, p. 42).

A significantly different twist to cost-benefit analysis definition surfaced in a dissertation by Lovell. Here the main criterion remained monetary and was based on the distinction that if alternative outputs were quantifiable in terms of dollars, cost-benefit analysis should be used; if outputs were not quantifiable in terms of dollars, costeffectiveness analysis should be used (42, p. 10). Lovell viewed value judgments as being an integral part of costbenefit analysis where ". . . value judgments are given dollar values and thus the result is a single answer--the cost-benefit ratio" (42, p. 10).

Some references blur the distinction between costbenefit analysis and other cost concepts. Thus, even though the purpose of his article was to distinguish major cost concepts, Weiss readily conceded that benefit is frequently used synonymously for utility (76, p. 26). NACUBO, on the other hand, estabished a relationship between benefits, utility and effectiveness. For example, benefits ". . . may be considered as the utility to be derived from a given program. This is the cost-benefit/cost effectiveness as employed in program budgeting" (55, p. 3).

Other references view these cost concepts with little or no distinction. Cost-benefit analysis in the view of AASA was
. . . the process of examining and comparing alternative courses of action with respect to two main considerations: the cost in terms of needed resources, and the benefits (in general, the gains, utility, value or effectiveness) in terms of the objectives to be attained (1, p. 162).

Raichle (61) was more specific with regard to lack of distinction between cost-benefit analysis, cost-effectiveness analysis and cost-utility analysis. He stated in his dissertation:

For the purposes of this study, these terms are used synonymously and are assumed to be common in principle. Whatever differences are found in the literature are considered as simply matters of degree, emphasis, and context (61, p. 9).

## Cost-Effectiveness Analysis

A progression through the literature of cost-effectiveness analysis is similar to that of cost analysis and costbenefit analysis. Definitions of this cost concept abound; some are definitions exclusive of other cost concepts and some are not.

As is the case with other cost concepts, some references define cost-effectiveness analysis in terms of outputs or outcomes. The question of what constitutes outcomes remains to be discussed, but reference to outcomes and their qualitative nature is common. L. R. Meeth noted that costeffectiveness analysis was one part of a three-part concept which described cost analysis. Concerning cost-effectiveness analysis in particular, however, he referred to it as a ". . . qualitative judgment made about the relationship of cost to outcomes" (45, p. 124). As previously discussed, it concerned the comparison of input (resources and their costs) and output (outcomes of which goals and competencies were two types) (45, p. 124).

Other writers refer to evaluating alternative approaches to objective achievement. No specific mention of output is found in some of these definitions. In a study concerned with the development of a cost-effectiveness model, F. G. Cary presented a cost-effectiveness analysis definition of this type:

The process of solving problems of choice which requires the definition of measurable objectives, identification of alternative ways of achieving the objectives, identification of the anticipated cost and effectiveness of each alternative, and identification of the optimum alternative which potentially achieves the desired objectives (12, p. 6).

For Cary, the cost-effectiveness analysis process was concluded by selecting an optimum strategy to accomplish a mission (12, p. 2).

Weiss concurred with Cary on the view that costeffectiveness analysis pertained only to the evaluation of commensurables. In this regard he stated that ". . . costeffectiveness comparisons are concerned with the evaluation of alternative means to the same objective" (76, p. 26).

Although Cary presented an explicit definition of costeffectiveness analysis exclusive of other cost concepts, his definition of cost-effectiveness included a reference to benefits. Specifically, cost-effectiveness was ". . . the relationship of anticipated resource requirements to anticipated results or benefits" (12, p. 6). Both definitions were found on the same page; while one was defined as a process and the other as a relationship, the two did little to complement each other in terms of specificity.

John Vaizey, an economist, in a paper concerned with outputs in higher education, saw little distinction between the concepts of cost-benefit analysis and cost-effectiveness analysis. His was an input-output orientation and the
following passage succinctly established his view:

- . the technique which has become prominent for calculating the relationships of output to input in the public sector goes under the name of 'benefitcost analysis' or--something similar, 'cost effective techniques.' These techniques date, in essence, from Pigou's work on the Economics of Welfare . . ." (72, p. 20).
While Vaizey established the fact that these cost concepts were rooted in economic theory, he also limited the use of cost-benefit analysis to ". . . compare and contrast activities which closely resenble each other' (72, p. 20). This restriction typifies the problem of dealing with cost definitions since it contradicts definitions from other sources.

About the only consistent theme in cost definitions is the lack of consistency. This point is easily documented by referring to the various writers, some of whom distinguish cost-effectiveness analysis from cost-benefit analysis primarily on the basis of the issue of commensurables, while others do not. Love11 adopted the former view by concurring with those authorities who consider the cost-effectiveness concept as appropriate for comparison of different approaches to one goal, that is, the comparison of commensurables. Cost benefit, on the other hand, was viewed as appropriate for comparing incommensurables--the comparison of different goals (42, p. 11).

A diametrically opposed position was asserted by Sanford Temkin (68) in an article written specifically to attempt to
clarify meanings and implications of these terms. In effect Tempkin agreed with Vaizey regarding the relationship of cost-benefit analysis to commensurables, and he took exactly the opposite view from Lovell with regard to both cost concepts. Although he added that time was a distinguishing characteristic, the main basis upon which he distinguished the two was the issue of commensurables:

Methodologica11y Cost-Effectiveness Analysis aims at the selection of one or more alternatives from a pool of alternatives, each of which has been designed to meet one or more objectives. Where the time dimension is a near dominant consideration in the benefit-cost approach, time as a structural component is ignored in the cost-effectiveness approach. CostEffectiveness Analysis is, moreover, a natural substitute for Benefit-Cost Analysis for those situations in which benefits are incommensurable and inappropriate for dollar valuation (68, p. 43).

Temkin viewed both concepts as being of limited value. Briefly, he contended that the main limitation of costbenefit analysis was its limited applicability where results need to be acceptable to various audiences. In addition, since cost-effectiveness analysis deals with even less tangible issues, Tempkin asserted that there was no accepted model for the cost-effectiveness analysis concept (68, pp. 42-43).
Cost-Utility Analysis

Cost-utility analysis is the most abstract of the concepts reviewed in this study. As with the other concepts, its origins are found in general economic theory ( 61, p. 10).

The application of cost-utility analysis is most frequent in those cases where incommensurable quantities must be related on a common basis, that is, where the attempt is to make incommensurables commensurable. The common unit of measure in such cases is the utile, hence the concept, costutility analysis.

The main assumption in any cost-utility analysis study concerns the need to establish at least an ordinal numerical relationship, and often an interval numerical relationship, between variables. The ordinal relationship requires a ranking scheme to rate alternatives. Often an additional assumption is made that money values are an adequate measure of utility. Weiss was an exponent of this view: "Costutility comparisons are performed by having policy makers and managers assign false money values (units of utility, or 'utiles') to a wide range of program results' (76, p. 26).

More advanced work in the area of cost-utility analysis has been done by Tuscher in a dissertation concerned with the development of a cost-utility analysis model for educational programs. His requirements were such that an interval numerical relationship had to be assumed. For his purpose he referred to the utility of a program as ". . . a function of some set of criteria or objectives" (71, p.50). He continued by stating,

Most allocation decisions will be based on such multicriteria situations. The problem is one of evaluation.

That is, how to obtain single valued comparisons of the utilities of program alternatives when each utility must take into account the contributions of several criteria or objectives. Additive utility theories offer one possible approach to this problem (71, pp. 50-51).
 numerical relationship must be established and Tuscher asserted this point with the following statement: "The resource allocation problem requires at least an interval scaling of program utilities with respect to the given set of criteria or objectives (Cardinal Utility)" (71, p. 53). Other references view cost-utility analysis in more classic economic terms. Raichle, for example, while holding to a monetary unit, viewed utility as measured in marginal returns. He stated,

The term utility refers to the usefulness or marginal return that is produced by the program under study. Relationships between utility and costs are sometimes expressed in numerical ratios similar to investmentreturn ratios. These ratios are computed simply by dividing the marginal utility (return), which is either quantifiable in monetary terms or assigned a utility rank number, by the total costs of the program (61, pp. 8-9).

Finally, the concept of utility is often found to be relegated to those areas of analysis where constraints yield a problem beyond the scope of other cost concepts-generally the more abstract or intangible areas. For example, Lovell defined cost-utility as ". . . a decision-making value based on the relationship between the cost of a process and its utility value" (42, p. 194). On a much larger scale, Cary
wrote of a relationship between long range goals and utility: "Long range goals and objectives are fulfilled by 'utility' criteria involving the returns to society" (12, pp. 42-43).

## Cost Concepts Summary

The cost concepts reviewed in this study suffer from a number of limitations. One is the lack of concise, consistent definition and application. Authors attempting costbenefit analysis, cost-effectiveness analysis or cost-utility analysis studies usually acknowledge that the concept chosen will have its own reticular definition and application. Many concede no substantive difference between cost-benefit analysis, cost-effectiveness analysis and cost-utility analysis. Cary was of this disposition as verified by his claim that differences in terminology ". . . usually reflect the degree, emphasis, and context used by the author" (12, p. 42). He established his particular definitions.

Lovell, in a cost-effectiveness analysis study, concurred almost verbatim with Cary's assessment, but went one step further. While acknowledging that much effort has been applied to seeking precise, accepted definitions, he conceded that such efforts have not been successful, and the destruction of precise meaning has resulted from popular usage of the terms (42, p. 9).

A second limitation pertains to cost-benefit analysis and concerns the problem of defining benefits. Many authors
are highly critical of studies which define benefits solely in monetary terms. Harris, in his benefit-cost analysis study, considered an analysis limited to monetary benefits to be a partial analysis only (28, p. 7). Keniston and Gerzon pursued this theme by declaring,
. . acceptance of the pecuniary concept of 'benefit' neatly sidesteps and avoids all of the issues that are most controversial about higher education today. Public anxieties about higher education have very little to do with its influence on lifetime earnings or gross national product, but very much to do with its effects on the outlook, consciousness, and behavior of those who attend colleges and universities (36, p. 55).

Some writers see many types of benefits. In a chapter on the economic benefits of higher education, Hansen and Witmer developed the notion of benefits by defining those which are monetary and nonmonetary as well as those which are individual and social. They distinguished these definitions as follows:

Monetary benefits--higher earnings--are economic benefits; moreover, they can be measured, though not always easily, in dollars. Nonmonetary benefits-including the joys and pleasures derived from one's education-might or might not be classified as economic; some nonmonetary benefits can be expressed in monetary equivalents but others are difficult or impossible to quantify. Further, there are individual benefits and social benefits, that is, the benefits which are captured by individuals as contrasted to the total benefits, including individual benefits, which accrue to society (27, p. 24).

Some authors have addressed this issue by dealing with the question of who benefits from higher education. In response, Louis Hausman listed employers, the individual and society as benefitting (29, pp. 7-11). He noted that
industry and government would rather hire college graduates, and many economic benefits to the nation flow from the greater earnings of college-educated persons. Hausman primarily viewed benefits in an economic light.

The well known author and authority in the area of institutional analysis, Paul Dressel, also discussed benefits by responding to the question of who benefits. His was a much more broadly based response:

To whom do the benefits of higher education accrue? Statements of educational objectives usually emphasize individual benefits, but benefits are multifold. Some are highly personal or consumer oriented and accrue primarily to the individual and his immediate associates; others accrue to the geographical or political region, the immediate community, state, and nation. Society benefits; donors and supporters of higher education benefit; and to a much greater extent than is commonly realized, the institution itself benefits (19, pp. 7-8).

Instead of expanding on the question of who benefits, some sources see the need to decide how the question of benefits can be limited. One well-known authority, F. E. Balderston, on the topic of higher education outputs, considered the problem of distinguishing between ". . . the social benefits of higher education and the private benefits accruing to business firms and to the individual student and his immediate family" (3, p. 12) as one of the broadest issues to be resolved. He also wondered whether benefits should be limited to a consideration of money income or utility for a student or whether the various implications for society should be considered.

Even when narrow and restricted views of benefits are adopted, as with institutional level benefit studies, problems still remain. Donald Lelong (40) succinctly pointed out that there was no way to establish a costbenefit relationship for various instructional modes as far as a student was concerned since a student cannot allocate his fees to maximize his benefit. In other words, although the fulltime student could usually take between twelve and twenty hours a semester, his impact on faculty time inside and outside the classroom varied with the student, and his fees remained unchanged irrespective of class size (40, p. 212).

The reason for the inability to measure benefits satisfactorily, even on the limited institutional level, results in part from the inadequacy of existing measures. In a discussion of their institution's attempt to deal with the questions of benefits, Lelong and Mann listed this perplexing problem:

After reviewing the most commonly used measures of output from the instructional process, they were discarded as grossly inadequate for any really meaningful analysis. The credit hour, for example, is neither a measure of input nor of output. It is only tenuously related to the effort expended by the student or the teacher, much less to what the student achieves toward his own education. Number of degrees granted represents another straw which is probably grasped by most, at one time or another, in a desperate attempt to show concrete evidence of the institution's productivity. However, no one would suggest that those students who do not receive a degree do not receive some worthwhile instruction, nor that degrees in various fields and at various levels, awarded to persons of differing intellectual capacity, represent equivalent units of output (41, p. 192).

The reluctance of many authorities to be involved with cost-benefit analysis in higher education is typified by the current policy of NCHENS which holds strictly to the position of developing cost analysis tools independent of other costing concepts. The products developed by NCHEMS allow users tremendous flexibility in local application and definition, but no encouragement is given for the use of cost-benefit, cost-effectiveness or cost-utility concepts. This philosophy was enunciated by Warren Gulko in documentation for the project he worked on at NCHEMS, the Program Classification Structure:

Although many studies have been undertaken, some of which have exhibited a careful and thoughtful approach to the problems, the general application of cost/ benefit analysis will remain a theoretical exercise until more is known about measuring and evaluating the outputs or benefits of institutions of higher learning (23, p. 6).

Limitations similar to those found in applications of cost-benefit analysis are found in applications of costeffectiveness analysis. As alluded to previously, most studies which concern cost-effectiveness are usually prefaced by a concession that procedures will be subject to question from many quarters, and that other titles or descriptions could be appropriate. Ned Lovell made such a statement in his dissertation on cost-effectiveness. He said, "The type of study proposed in this chapter might very well be called a systematic study of generated alternatives
rather than cost-effectiveness" (42, p. 57). Lovell concurred with other authors who saw the main problem of higher education cost-effectiveness analysis studies as being the inability to determine the final product of the teacher (42, p. 56). He conceded that ". . there are no universally useful ways to assess effectiveness" (42, p. 12).

Most studies which concern the issues of benefit, effectiveness or utility, usually present both sides of the argument. These studies point to limitations previously discussed, then counter with arguments that such limitations are acceptable. The economist, Alain Enthoven, on the issue of higher education outputs stated that experience had taught him that ". . one should not expect to find an allembracing criterion of value added or effectiveness, and such criteria really aren't necessary for improved allocation decisions. Simple, crude indices can be very useful" (21, pp. 52-53). This, then, is the main issue regarding the use of these cost concepts in higher education. Lack of information, said Harris, is ". . . an important imperfection in estimating the returns to education" (28, p. 1). This imperfection pertains particularly to benefit, effectiveness and utility relationships; they are frequently considered synonymous or as differing only slightly. Lovell acknowledged that ". . . there has been little research on the actual effectiveness of the educational system" (42, p. 27).

The reluctance of many authorities to be involved with cost-benefit analysis pertains also to cost-effectiveness analysis. The same kind of statement made by Gulko with reference to cost-benefit analysis studies is frequently made with reference to cost-effectiveness analysis studies. Cary, in his own cost-effectiveness analysis study, conceded that the potential for analysis of that type was restricted since measures of effectiveness are approximate and the future cannot be adequately predicted (12, p. 50).

Cost-utility analysis suffers even more dramatically from the same limitations and criticisms. Even those references which recommend the use of cost-utility analysis in the business environment, where a measure may be estab1ished by observable market phenomena, concede that there is no way to measure the utility of an intangible (47, p. 26). The main theme of arguments against the use of benefit, effectiveness and utility concepts in higher education costing has been the lack of tangible measures which enjoy common acceptance. Thus it is consistent with those arguments that few attempts have been made in the area of cost-utility analysis in higher education.

A final limitation of the concepts of cost-benefit analysis, cost-effectiveness analysis, and cost-utility analysis (alluded to previously) concerns their inherent high levels of aggregation. These studies, without exception,
require aggregation of data, and studies of interinstitutional measures require high levels of aggregation.

## Summary: Departmental Costing

Limitations of the cost-benefit analysis, costeffectiveness analysis and cost-utility analysis concepts directly impact the design of a modeling system intended for use at the departmental 1evel. A1though occasionally applied at a low level of aggregation, these concepts are founded on tenuous assumptions, and individual applications usually address broad areas of analysis. Newman and others, for example, contended that "So far, most of the thinking about cost effectiveness has concerned itself with problems once or twice removed from the goals of courses or curricu1um" (59, p. 31). General agreement with regard to the societal costs of education and the benefits of education to individuals and society was offered by Russell Hankins in a paper on the literature of college and university cost analysis applications (25). In his study ". . . societal costs of education, out of pocket and opportunity costs to students and their families, capital costs, and the valuation of the outputs of higher education as benefits to individuals and society . . ." were not included since they were deemed ". . . not related directly to institutional decisions or current operations" (25, p. 2).

The origins of these cost concepts have been traced to economic theory. They are all tied to the fundamental inputoutput underpinning; they are frequently used interchangably, and they suffer from common limitations. The consequent impact of these concepts on higher education, voiced by a substantial segment of the higher education community, was summarized by Trotter and Creet: "A growing body of literature in diverse fields provides testimony that cost/benefit or input-output approaches have not worked for universities" (70, p. 52).

Cost analysis also enjoys no consistent definition. The lack of consistency in definition, however, allows this concept to be widely applied in higher education cost studies. Many studies are simply referred to as cost analysis studies. In addition, however, analysis of costs is basic to the study of benefits, effectiveness or utility. The costing process (determination of costs) is fundamental to any cost study. Humphrey succinctly affirmed this point: "Cost-analysis is the basic element in the conduct of fiscal analysis and constitutes an essential ingredient therein" (33, p. 4).

Cost analysis applications are found at high levels of aggregation as are applications of the other cost concepts, but they are also found at low levels of aggregation. In fact, as the level of aggregation decreases, applications of the other cost concepts decrease since their required assumptions become increasingly tenuous. Consequently,
intrainstitutional cost studies are generally some kind of cost analysis.

Tremendous variation in the types of intrainstitutional cost analyses remain. To accommodate this variation, tools developed by NCHEMS have been designed so that users are provided with substantial latitude in definition and procedures $(69,51)$. For example, the following admonition is highlighted in the Academic Unit Planning and Management manual: "It is most important to note that this planning manual does not prescribe standards for academic unit planning, nor does use of the manual imply the exchange of information about academic units" (51, p. vi).

Intrainstitutional costing is the environment of the present study. To focus on costing assumptions in this environment, the thesis is advanced that a highly disaggregated level of costing is appropriate. Support for this thesis is found in two recent cost analysis studies (78, 33). One premise advanced by Ziegler to justify his focus at the course level in an institutional cost study was that "there could be cost characteristics of academic programs that would appear only if the costing was carried out at the course section leve1" (78, p. 7). Ziegler supported this premise with logic based on a low level of aggregation and lent credence to his study by pointing to its uniqueness:

The point advanced here is that if variances in scheduling due to the needs of the students have any effect on program costs this is an ideal environment in which
to explore and the use of the class as the final cost center should be the most sensitive vehicle to use.

Other studies in the field have either not used the matrix approach to costing which loses the interaction effects or, when employing the matrix system, utilized higher levels of aggregated activity as cost centers such as courses, disciplines or departments (78, p. 8).

The matrix approach to which Ziegler referred is basically the induced course load matrix concept pioneered by Suslow and NCHEMS $(67,31)$.

Humphrey was of a similar disposition when he set out to develop a course cost analysis instrument for use with specific traditional and nontraditional courses (33). He also opted for the same disaggregated level of study. In reference to current approaches to costing, he offered this criticism:

Current techniques for analyzing instructional costs focus primarily on departmental or program calculations, although some adaptations in the existing systems have been made to allow for cost determination by course. Such techniques heavily rely on averaging and are inherently based on traditional instructional patterms. Contemporary approaches to the costeffectiveness of education are thwarted by an inability to subject teaching-learning situations to detailed cost-analysis for purposes of determining their financial implications (33, p. 7).

Humphrey added additional weight to his argument and highlighted the dearth of similar studies:

Furthermore, previous instructional cost-analysis efforts have generally culminated at the departmental level. Course costing which has occurred results from a variety of averages and percentages within the department allocation. A cost-analysis instrument specifically designed to measure the financial implications of a single course in higher education, has not previously been designed (33, pp. 10-11).

Finally, Humphrey bolstered the argument that cost analysis is the appropriate costing concept at this level by noting that his effort was not aimed at the budgeting level nor the interinstitutional comparison level. Also, he rejected the notion of using the concepts of cost-benefit analysis, cost-effectiveness analysis or cost-efficiency analysis (33, pp. 3-4).

In light of the preceding review, initial design premises may now be advanced. A modeling systen designed for use as a tool to examine costing assumptions must focus on a disaggregated level. Although the level of disaggregation in any study is subject to debate, for intrainstitutional studies the course level is a common point of interface for costing and the measures to which they are attached. Also, the individual course has now been adequately established as a justifiable, appropriately dis" aggregated level. The study of costing assumptions at this level would relate to subsequent studies at the same or higher levels of aggregation, including studies based on the other cost concepts.

Premise 1. The prototype modeling system should be based on the cost analysis concept.

Premise 2. The individual course represents an acceptable level of disaggregation for the costing point of interface.

Premise 3. Subject to conceptual cost analysis limitations, and limitations imposed by a low level of disaggregation, the prototype model will concern only commensurables.

## Micro and Macro Costing

The terms "macro" and "micro" surface frequently in the costing vernacular. As with costing terminology previously discussed, a thorough understanding of these terms should help define the costing environment of this study and contribute to the development of system specifications.

Consequently, in light of Premise 2 , which proposes the individual course as the costing point of interface, a context for use of cost information at this level remains to be developed. The purpose of this section of Chapter II is to develop that context.

A previous reference to College and University Business Administration highlighted the basic economic definition of macro and micro. To elaborate, NACUBO specified,

In economics, cost can be viewed from the 'macro' or 'micro' point of view. The macro definition of cost typically considers society as a whole rather than focusing attention on a particular institution. . . . On the other hand, the micro definition of cost used in economics focuses on the activities of an organization (56, p. 4).

In an article concerning state and national level higher education models, Iyell (35) distinguished between the two on the basis of detail. He characterized each as follows:

An overview or macro model would take some broad parameters and variables and simulate the effect of changes in the environment on broadly based categories. . At the same time, it may be appropriate to develop very detailed models for specific applications (35, p. 84).

A slight variation on this theme, yet consistent with the view that detail is the distinguishing characteristic, was offered by Corcoran and Anderson:

The differences in macro- and micro- level conceptions of enrollment study are epitomized by the contrast between the term student flow, which is frequently used in conjunction with macro-level studies, and the terms student movement or student enrollment behavior, which seem more appropriate to micro-level studies. The term student flow suggests a conception of enrollments as analogous to a liquid mass, flowing through a course, regulated by gates of various heights. The student population under investigation is assumed to be homogeneous in character and consistent in enroliment decision processes. The terms student movement or enrollment behavior, on the other hand, suggest a more dynamic conception of enrollment choices, involving many different forms of decisions, including changes in course and interruptions of enrollment. The focus of attention for the macro approach is on the prediction of general trends in college enrollment patterns without attention to the underlying considerations that are the prime concern of the micro approach.

Another way of expressing this difference in perspective of the two approaches is that the macro-level view looks at the educational system from the outside while the micro-level view gets inside the system (14, p. 54).

Another source also distinguished on the basis of detail, but claimed that both macro and micro models could be used within the same area of application. Webster Cash (13) used both terms to define cost simulation models designed for institutional use. In a paper presented at the Thirteenth Annual Forum of The Association for Institutional Research,
he described the development and use of a locally designed do-it-yourself model implemented at approximately the same time as the NCHEMS RRPM 1.6 and Cost Finding Principles models. In a comparison of the separate models, Cash referred to the locally designed model as involving only macroanalysis--". . . a broad-brush treatment of budget projections" (13, p. 100). Basically, this model was intended to make future projections of the institution's operating budget. With regard to the Cost Finding Principles and RRPM 1.6 models from NCHEMS, Cash referred to them as microanalysis models due to their considerable detail (13, p. 100).

A distinguishing characteristic between the terms macro and micro appears to be the level of detail. Consensus on the relative amount of detail required to distinguish, however, is lacking. Assuming that micro means disaggregative, advantages and limitations of both remain to be distinguished.

In a dissertation on efficient resource allocation in a university, David concurred with the view of macro models as aggregative and micro models as disaggregative (17, p. 7). She cited the following advantages of disaggregative models: (1) the smaller size of decision units which reduces aggregation problems, and (2) more meaningful evaluation of effects of various policies (17, p. 19).

Robert Wallhaus (74) described very real constraints for potential users which pertain to the question of aggregation.

He stated that "aggregation, of course, tends to cloud details, whereas disaggregation may render the model virtually useless, due to infeasibilities in obtaining data or performing experiments" (74, p. 130). He elaborated on the question of disaggregation:

The question of the degree of disaggregation depends on many factors-the availability of data, the economics of data collection, the purposes of the model, the constraints on the computational requirements of the model, and the structure of the system being modeled, including the amount of stratification which is possible (74, p. 130).

Wallhaus concluded by emphasizing the basic strength of disaggregation resulting from attention to detail. "Micro modeling minimizes the probability of 'teetering on the brink of witchcraft' and, indeed, often allows one to solve the model, in the sense of selecting the best alternative directly" (74, p. 138).

A counter argument to the contention that detail is necessary derives from the situation where funds are limited. An aggregative approach may be viewed as being the less expensive alternative. In a technical report sponsored by the Carnegie Commission on Higher Education, Mood and others set out to determine the extent to which three preconditions for effective management (defined by the authors) had been adopted by institutions of higher education (52, p. 12). As the approach selected, the authors tried to ". . . 1imit the amount of detail and simply deal with fairly large aggregations of students, staff and faculties" (52, p. 44) since
it was a less expensive task than creating a large detailed mode1.

Criticisms of aggregative models, however, persist. Two recent articles $(35,18)$ claimed that these models were severely lacking. Iye11 contended that ". . few of the hoped for results of implementing large-scale models have been achieved, but there is reason to expect some improvement in the future ${ }^{\prime \prime}(35$, p. 75). He also noted that few of the goals of large-scale models have been achieved (35, p. 85).

In an article which evaluated planning models in higher education, Dresch advocated studies of narrow focus:

The important question, of course, is whether research of this type directly focused on the postsecondary education sector can be most effectively pursued in the context of broader, comprehensive models or in the form of individual, more narrowly focused studies. My own guess is that at this stage more restricted studies of individual facets of the system will make a greater contribution to our longterm understanding of the postsecondary education system. The fact that such studies are partial need not imply that they ignore significant interactions in the system. Rather, by breaking the required research into more limited modules, they offer at least the hope that as the understanding of these modules is improved, it will become possible to integrate the components into a more comprehensive view of the complex of interactions which characterize the system (18, p. 271).

Dresch noted that "while the more aggregative analyses have attempted to capture important environmental effects ignored in the micro studies . . . effects are of limited value because the analysis is at such a high level of aggregation" (18, p. 259). As a counter argument, he noted that:
". . . micro studies have captured fewer of the important elements of the environment which impinge upon educational decisions" (18, p. 259). Although pointing out limitations of both, in regard to policy making, he viewed macro models as being of limited use:

Finally, research directed at the development of comprehensive models should be clearly recognized as of limited and qualified relevance for current policy decisions. Preliminary prototype models may be useful in suggesting unanticipated potential implications of particular policies in a closed context, incorporating indirect, feedback effects. However, those involved in the policy process should not delude themselves (or others) into believing that such models at the current stage are capable of providing a firm basis for policy decisions. Less inclusive, more restricted, and perhaps more informal policy analyses should also be employed to inform decisions and to evaluate the apparent implications of formative models (18, p. 250).

Some references view both types of models as unique where each has a separate and distinct role to play. In this view both types of models should complement and support each other. Corcoran and Anderson, for example, have written:

Macro-level models can provide a valuable base for enrollment prediction, particularly under stable circumstances, but they need to be supplemented by experimental investigations in which the interaction of individual and situational variables in enrollment decisions can be explored (14, p. 58).
Thomas Mason argued the place for both macro and micro modeling:

A debate has developed during the years of experimental modeling between advocates of large-scale, comprehensive systems and more limited, problem-solving approaches. . . One argues that large masses of data structured in the vast conceptual scheme that is out of date before the data can be integrated cannot help with real-world decisions. But the advocates of larger scale modeling contend that the critical problems are at least
institutional and often statewide, provincewide, or nationwide in scope; therefore, small-scale problem solving generally should contribute to the larger framework.

An apparent systhesis is that large, even cosmological, conceptual frameworks are needed if smallscale problem solving work is to advance a growing, comprehensive understanding of the complex processes of policy making. Using the larger scale modeling experience to identify and define issues of immediate concern should help to estab1ish the goals that sma11scale problem solving seeks to achieve (44, p. 107).

## Summary: Micro and Macro

The advantages of micro costing have been documented: problem solving support for larger models, and the capability to investigate variable interaction by focusing on a level of detail otherwise clouded by aggregation. These advantages are in consonance with the proposed study and lend credence to it.

Premise 4. A prototype modeling system, as proposed in this study, should support more high1y aggregated models 1ike RRPM 1.6. Consequently, costs will be computed for students by major subject of study, and for the department.

## Educational Outputs

Preceding sections of this chapter have documented the lack of consensus that exists with regard to definition and application of the cost concepts previousiy reviewed. Costing is assumed to be the process of determining costs, and
the process itself is subject to criticisms and limitations documented earlier. Paralleling those limitations and contributing to them are the varied views of educational outputs.

The topic of educational outputs has been discussed previously, and it will surface again in other parts of Chapter II since Exploratory Questions 1.1 through 1.5 are interrelated. Dealing with one question is impossible without concurrently dealing with the others. Thus it is that the cost concepts are in fact tied directly or indirectly to various views of educational outputs. Some studies make definite references to output and output measures; others simply discuss what measures are used. Both, however, deal with some form of output. Output, after all, is the subject of measurement.

The concept of output is rooted in economic theory. References to output are generally based upon the black box or input-output theory (30, p. $93 ; 12$, p. 19). This theory advances the notion that input is related to output by relationships, known or unknown, which transpire within the black box or firm. Thus, any firm takes input, subjects it to some kind of processing, and produces output which is then subject to environmental market mechanisms: supply and demand. The input-output theory holds to the notion that actual costing of output does not require detailed knowledge of a firm's operations as long as costs can be attached to
input and to output--hence, the term "black box" in reference to an operation which converts input to output.

Whether the input-output theory is appropriate for higher education is subject to debate. There is no doubt, however, that tremendous interest exists in higher education resources, the processes of higher education, whatever they may be, and the results of those processes. In the introductory remarks of published proceedings of a seminar held to address the issue of higher education outputs, Lawrence, Weathersby and Patterson identified three broad issued which have forced this interest--demands for accountability, dwindling financial support, and overreaction to matters which were short-term, for example, Sputnik (38, pp. 2-3). The proposition that higher education is being subjected to increasing scrutiny from many segments of society is commonly acknowledged. In a paper written to develop a perspective on higher education outputs, Balderston described the problem at hand: ". . . we have bumped hard into the question of output and its measurement because, among other things, we are seeking now to link the resources used to the results achieved--in other words, to link inputs with outputs" (3, p. 11).

With critical attention being drawn to higher education, and much of it concerning that which is called output, the application of an input-output approach to higher education costing has received extensive attention and application.

This portion of Chapter II addresses higher education outputs or output proxies.

Some authors attempt to define output in rather general terms so as to be consistent with a local design. For example, Lovell defined output as "the result(s) or end product(s) that should occur when resources or inputs are used through a strategy (usually a program) to achieve a specified objective" (42, p. 196).

Other writers highiight the difficulty in deriving acceptable measures of output. Balderston, for example, suggested three measures of output: the earned degree or certificate, ciass standing, and students' relationship at program completion relative to their standing at the beginning of a program--the value-added concept. Conceding that these three measures of output are often referenced, Balderston acknowledged that they do not address matters of student attrition or educational quality (3, p. 14).

David G. Brown, an economist, administrator and an exponent of the input-output concept, claimed that output measures must have the following characteristics: quantifiability, additivity, divisibility, transferability, consensus acceptability, and flexibility (10, pp. 28-29). He depicted the university as a growth environment which produces multiple products. For Brown, growth in the university was of five types: whole man growth, specialized man growth, pool of knowledge growth, growth of society, and
the joy of growing and being in an educational environment (10, pp. 27-28). Since Brown's major thrust was with the idea of growth, he claimed the most meaningful proxy measure was value-added. Thus, he defined gross educational outputs as the sum of the five types of university growth. Net educational output was gross output minus gross input (10, p. 38) .

A different view was expressed by Alexander W. Astin. Although not from an economic background, he basically adhered to the input-output concept. He viewed the higher education process as being comprised of three distinct components: student outputs, student inputs, and the college environment. Student outputs included ". . . measures of the student's achievements, knowledge, skills, values, attitudes, aspirations, interests, daily activities, and contributions to society (2, p. 75).

Astin proposed a three dimensional taxonomy model for output measures. One dimension would consist of cognitive and noncognitive measures. The second dimension would consist of psychological and behavioral measures. The third dimension would portray the temporal aspect of output measurement (2, pp, 77-73). To yield these measures, Astin suggested the use of achievement tests. A high level of aggregation was assumed.

An example of one of the most rigid applications of the input-output model to higher education was presented by

Robbin R. Hough (30). Hough did not view outputs specifically in terms of the value added; rather, he viewed outputs simply as a marketable product, the degree. An economist, Hough saw institutions of higher learning, referred to as IHLs, as being directly comparable to firms in microeconomic theory. As such, IHLs were decision-making institutions in possession of ". . . clearly specifiable goals and instruments for attaining those goals" (30, p. 93). Hough defined outputs as degrees and inputs as students and faculty. Within the black box, the IHL production function related student and faculty input to degree-holder output (30, p. 98).

The notion of production function was clearly derived from the input-output model where the firm and its production function(s) tie input to output. For Hough, then, production functions in higher education were ". . . commonly used to relate characteristics of incoming students to the characteristics of outgoing students" (30, p. 98).

This application to higher education of the input-output model was concluded by locating IHLs in the environment of the market place. Hough viewed IHLs as operating in a market place characterized by the supply and demand for degrees. The role of IHLs was that of certifying and legitimizing. "The 'firm', then, might be said to produce in a market in which degrees are supplied and demanded" (30, p. 97).

Hough's quantitative view of this subject was typified by his references to baccalaureats who pursued doctorates. He referred to them as "apples" (30, p. 93).

Although the preceding discussion of outputs is far from exhaustive, it documents the general tenor of debate regarding higher education outputs. Review of the literature on cost studies quickly establishes the understanding that a direct or indirect foundation based on some input-output concept undergirds most studies. Equally easy to establish are acknowledgements of production functions in higher education and the value-added concept of output. However, beyond acknowledging these two, little agreement exists on consistent definition or application. For example, Lelong and Mann (41) described a struggle for an acceptable output measure. After rejecting conventional measures, they turned to the value-added approach, but conceded that it was not adequately developed.

What must be found are usefully sophisticated, and, at the same time, usefully simple measures of the value added by the education process. Only by measuring before-and-after differences in students can the institution's productivity with respect to the students be determined. For that matter, the same holds for all output effects and side effects of institutional operations. For this reason, the basic concept of valueadded, as employed by economists, seems to be fundamental to valid techniques for measuring institutional output (41, p. 192).

Other sources acknowledged the potential of the valueadded concept and its limitations. In a thoughtful and comprehensive paper on the subject of graduate outputs in
higher education, John Perry Miller stated,
The first instinct of an economist is to explore the concept of 'value-added' by graduate education. This is, of course, a useful measure for judging the overall effectiveness of the total system of graduate education and of many subdivisions. It has the advantage of being expressed in the common denominator of money and, therefore, can be readily balanced against costs, which are to a large extent expressed in such terms (48, p. 107).

However, he continued by pointing to its limitations. One was the lack of ". . . appropriate predictive scores" (48, p. 107). A related matter concerned the fact that valueadded as measured by income ". . . may not be all valueadded" (48, p. 108). In other words, that which contributes to a person's value-added may be the result of more than the formal academic experience.

Miller concluded his paper by suggesting that the valueadded approach may be appropriate on a large scale or aggregated basis-that is, at a nationwide, regional or institutional level. In addition, he saw the need for other measures of output, some of which are not monetarily oriented. For example, he cited as other output measures: man-years of study, number of degrees, opportunity equality, and measures of those completing degrees as opposed to those who do not (48, p. 108).

The difficulty in reaching consensus on the concept of value-added may be traced directly to what transpires within the black box: the concept of production functions or productivity. Resolution of this debate is far from complete.

Describing the plight of an analyst in higher education, Robert Wallhaus, deputy director of NCHEMS and an acknow1~ edged authority in the field, warned,

In assessing the productivity of higher education, the first and most obvious difficulty is measurement-determination of the value of inputs and the virtually insurmountable problem of quantifying the value of outputs. But measuring productivity is only a point of departure. The relationships between inputs and outputs must also be determined. At the same time analysts must recognize that not only are outputs related to inputs, they are a function of the educational process and a host of other factors, such as the enviromment in which higher education is carried out and the attributes of those who participate (75, p. 6). The close relationship of value-added to productivity was apparent in a definition of the latter by Wallhaus: ". . . productivity is defined as the value of outputs relative to the value of inputs" (75, p. 1). Further, he contended that this definition might be interpreted in many ways based on different decisions, policy issues or persons in higher education: "in summary, the technical definition of productivity--the value of outputs relative to the value of inputs--when viewed in the context of policy issues, the products, and the missions and goals of higher education has many complex meanings" (75, p. 6). This view is currently maintained by NCHEMS and is reflected in documents like the Cost Analysis Manual by Topping: "A good understanding of the production functions in the higher education process still does not exist" ( $69, \mathrm{p} .2$ ).

The literature is replete with arguments advancing the shortcomings of output measures in higher education. Most arguments tend to tie directly or indirectly to the matter of productivity. Rourke, for example, said "the belief that educational outputs cannot be measured is a high1y cherished one in higher education and it is, in some respects at least, unassailable" ( 62, pp. 8-9). He contended that judgments about the many aspects of institutional productivity were ultimately based on qualitative rather than quantitative standards of achievement, and were, therefore, highly subjective. Plourde maintained this theme by stating: "The production functions of higher education are not concisely defined, and there is no accepted formula for determining the resources required to produce a unit of output" (60, p. 18).

Criticisms of the economic basis of costing approaches in higher education usually are heard from academicians with backgrounds in fields other than economics. However, a notable exception is John E. Brandl (9), whose academic background includes economics. His position left little room for doubt: ". . . it is claimed that the analytical techniques for estimating production functions of firms are inapplicable to universities" (9, p. 85). Brandl also pointed out that ". . . economic theory has to do with maximization (consciously or unconsciously) of known objectives" (9, p. 86). However, higher education, unlike the firm, is fraught with competing viewpoints and objectives: "Academic organization
is, then, the institutionalized antithesis of the firm . . ." (9, p. 87).

Other criticisms of attempts to view institutions in higher education as synonymous with the firm in economics can be found. John Vaizey, also an economist, made the following point:
. . . evaluation of the outputs is not independent of the evaluation of the inputs or of the procedures by which you reach the outputs and that, therefore, many of the techniques which are used for measuring the results or industrial or economic activity are not necessarily applicable to education (72, p. 21).

Vaizey indirectly referenced the incommensurable or multidimensional nature of educational outputs when he highlighted the critical assumption of the economic approach to output measurement: ". . . there is a constant marginal utility of money so that scarcities in one area can be compared with scarcities in every other area" (72, p. 19). Critics point out that this assumption in higher education is tenuous.

Still another criticism of the comparison of the firm to an institution in higher education concerns the profit motive or lack of one in education (26, p. 152). Economic theory apparently assumes agreement on the pursuit of profit within the firm; such is not the case in education.

Due to the aforementioned reasons, many authorities view the definition of higher education outputs and their measurement with open skepticism. Lelong stated: "Definition of the outputs of higher education is largely impossible in
any final social or philosophical sense" (40, p. 238).
Brandl struck an equally disconsonate note with the statement "There are irreconcilable differences in this society as to what the outputs of higher education are [italics omitted]" (9, p. 86).

Other references are more conciliatory. Astin (2, p. 82) declared the largest problem with student output measures to be the existence of multiple measures; he viewed the use of a single measure as unrealistic. However, Bowen and Douglass (8, p. 80) simply stated that outputs are subjective. Others contended that outputs simply vary with constituencies (41, p. 189; 51, pp. 69-70).

Summary: Outputs
Productivity and output measures are directly related. Criticisms of various output measures or proxies are in fact criticisms of the weak underpinnings of such measures-the ill-defined production function. The desire to skirt these criticisms culminates in an abundance of unit cost measures of output in institutional and intrainstitutional cost studies. A unit cost measure enjoys the general agreement that institutions do produce credit hours; hence, an output measure based on the credit hour is defensible. Credit hour measures may be poor proxies for output, but their current wide acceptance bespeaks the shortcomings of other measures. A comment by Robert Wallhaus reflecting his position summed
up current sentiment:
Perhaps the state of the art of measuring productivity in post-secondary education is best reflected in the use of unit costs (such as dollars per student credit hour--\$/SCH) as a basis for allocating resources. Many states (and institutions) utilize some variation of unit costs (student/faculty ratios or degree/cost ratios, for example) as a basis for 'formula budgeting' (75, pp. 11-12).

In his paper Wallhaus listed a number of assumptions which underlie the state of the art with regard to productivity. One of the assumptions listed concerned credit hour measures: "The student credit hour, a unidimensional measure, is assumed to be a proxy for the multiple outcomes of postsecondary education" (75, p. 13). He continued by noting that, as such, this unidimensional measure was not capable of reflecting joint products or production functions. He concluded, however, by advocating the use of unit costs as a proxy for a production function which relates costs as the measure of input and semester credit hours as the measure of output (75, p. 12).

In an article entitled "The Fundamental Cost Model", Sheehan and Gulko (66) 1isted the elementary ideas necessary for understanding cost analysis. Their theme was consistent with that expressed by Wallhaus (75) when they defined the fundamental cost model to be based on the unit cost, dollax per semester credit hour ( $\$ / \mathrm{SCH}$ ) ( $66, \mathrm{p} .65$ ). The focus of both articles was on institutional level cost analysis studies, the most common type of study found in the literature.

Ample support has now been accumulated to advance an additional premise. Two justifications, authored by acknow1edged authorities of national prominence, have been cited for the use of unit cost measures ( 66,75 ). In addition, two variations on the cost analysis theme have been cited which contended that the disaggregated level of the individual course is a justifiable focal point for the study of heretofore unreachable nuances of cost studies (33, 78). Consequently, the following design premise is advanced:

Premise 5. The unit cost measure of this study will be cost per semester credit hour ( $\$ / \mathrm{SCH}$ ).

This premise is based on the following cumulative conclusions: that a general input-output approach to cost analysis is fundamental; that the concepts of value-added and joint production functions are beyond the scope of a study intended to focus on departmental level costing assumptions; and that cost per semester credit hour is the most widely accepted unit cost measure in cost analysis studies.

## Costing and Purposes

The preceding discussion of output measures has highlighted the lack of general agreement on the nature of higher education's black box in the general economic input-output model. Since the relationship of higher education's purposes to higher education's production functions is generally unquestioned, could the ill-defined nature of one
account for the same in the other? In light of the preceding review of output measures, therefore, a related question is whether a lack of well established foundations in purposes contributes to the wide variation in costing methodologies.

Most recent cost studies begin with a background developed from references to accountability or financial stringency in higher education. For example, Harris made the following reference in his dissertation:

Increasing public demand for educational accountability and a persistent scarcity of resources have encouraged administrators-economists to research and develop new evaluation and planning methods in order to allocate scarce resources to those programs which are most efficient (28, p. 1).

He cited the need to assess the costs and benefits of vocational programs since they were more expensive than conventional programs, and he added,

Another dimension of educational accountability pertains to the need to provide advance information about the costs and benefits of vocational education programs to prospective students in order for them to make informed decisions relative to their vocational training choices, and thus their future occupations and primary source of income (28, p, 1).

The purposes which are referenced in cost studies usually pertain to the purposes of the study, not educational purposes. In the Harris dissertation, for example, purposes of the study were listed as follows:
. . . first, it developed a methodology for conducting a statewide benefit-cost study of vocational education programs in Florida; second, it examined, compared, and analyzed the pubiic and private benefit and cost aspects of four vocational education programs in Florida; third, it compared the public and private benefit and cost aspects of students who attended vocational education
programs while enrolled in day high school and students not enrolled in day high school; fourth, it yielded formulae which resulted in the development of a model for predicting public and private economic returns of vocational education programs (26, pp. 2-3).

In developing background for his study, Cary contended 'The need for an explicit instructional cost-effectiveness analysis model for use in school district decision making is becoming more apparent. Administrators need a systematic tool for more rational allocation of scarce resources" (12, p. 2). Correspondingly, he cited as the purpose of his study the need ". . . to invent an operational costeffectiveness analysis tool that has the potential to assist school personnel to rationally and systematically analyze and plan instructional activities" (12, p. 3). In seven research questions formulated as germain to his study, none addressed the relationship of methodology to the purposes of higher education (12, pp. 5-6).

Typical of the pattern, Raich1e, when discussing purposes, wrote in terms of those pertaining to his study. Three were 1 isted:
. . . first, it examined the public and private costs and utility aspects of a representative technical education program related to the field of electronics technology; second, it yielded formulae which resulted in the development of a simulation model which can be used by educational administrators for planning optimum allocation of staff, facilities, finances, and other resources; and third, although the analysis in and of itself was not equivalent to a planning, programming, budgeting system (PPBS), it provided the basic conceptual tools for future implementation of a PPBS (61, p. 3).

In tying study purposes to cost measures, Raichle acknowledged "there are numerous methods and procedures for educational program cost accounting" (61, p. 29). Following procedures detailed in a statewide public junior college accounting manual, he established per pupil costs as the cost unit in his study by contending that multiples of this unit allow for the calculation of larger units like courses or prograns.

Joan Frisbee (22), in a study concerned with analyzing instructional program costs in a small private college, cited as background to her study the problem of accelerating costs out-distancing accelerating income. She noted that private colleges have not realized the increased governmental support or increased private sector support as have public institutions (22, pp. 1-2). Consequently, she stated, . many of the private and church-related institu-
tions of higher learning have been engaging in
information gathering processes to secure base data
about the detailed characteristics of their institu-
tions so that some long-range planning might be
initiated to save their schools from possible
disaster (22, p. 5).

In this regard, her study concerned the analysis of classroom instructional and supply costs at the course level. These costs would reveal ". . . some important bases for more effective long-range staffing and curriculum planning and scheduling' (22, p. 7).

Frisbee's mention of purposes concerned the purposes of her study, not educational purposes. Her purposes had to do
with identifying, allocating, and analyzing direct and indirect instructional costs of the organized instructional program at a college ( $22, \mathrm{p} .8$ ). She referred to her study as quantitative rather than qualitative; it did not consider ". . . the value or success of the instructional function" (22, p. 17).

Frisbee used a common cost analysis unit of measure in her study, the credit hour generated (CHG). She assumed it to be ". . . a reliable method for placing a value on instructional output" (22, p. 19). She conceded the results of her study were not comparable to similar forms of analysis and placed the blame on variances in institutional accounting systems (22, p. 17).

Ziegler conformed to the examples previously cited by initially establishing a background based on a call to accountability ( $78, \mathrm{pp} .1-4$ ). His main purpose was to implement a cost model (78, p. 16). However, he went one step further by noting that while research and public service are two outputs of higher education ". . . the major portion of resources input and resultant outputs is gauged by the ability to meet the educational needs of post secondary students" (78, p. 2). He saw this need as being met primarily by the offering of academic programs: his output.

Humphrey (33) also referred to the call to accountability as he developed a background for his study. He noted that as one response to this call, non-traditional
instructional programs have been developed in higher education. He then proposed, as the purpose of his study, the development of an instrument for cost analysis at the course level ". . . through provision of a new perspective towards analyzing the cost implications of both traditional and non-traditional instructional programs" (33, p. 2).

Humphrey, like other sources cited, made no attempt to tie his unit of measure and methodology directly to a purpose of higher education. Purposes referenced in his study referred to purposes of the study. Humphrey's assumption was that instruction itself was a purpose within the focus of the study, and the credit hour was an acceptable unit of measure.

Other studies exhibit even less specificity toward educational purposes as well as study purposes $(32,64,63$, $65,6)$. Often, no purposes are mentioned at all, just a brief explanation of what the study has attempted to do $(64,6)$. The tacit assumption in many cost analysis studies seems to be that the instructional program is the primary educational purpose and related units of measure, for example, credit hour costs, costs per FTE student, program costs, department costs, etc., need no justification.

One notable exception to the trend was a book titled University Costs and Outputs By Verry and Davies (73). While accepting the general economic input-output model, the authors went to great length to discuss strengths and
weaknesses of various input and output measures as well as the concept of production functions in higher education. Through this process they adequately justified their selection of variables and procedures. In fact they went a step further by elaborating on the limitations of selected variables, procedures and model design, and they specified reasonable alternative approaches where feasible. As an example, they noted their ". . . analysis has been conducted within the paradigm of orthodox economic theory ${ }^{10}$ (73, p. 242), and they admitted to taking certain liberties with the theory as required by the context of the study.

As an alternative to the economic approach, Verry and Davies suggested the study of costs and outputs deriving from political and social science. They said,

For example, it can be argued that the decision-making process and resource flows within universities would be better understood by a thorough examination of the location and exercise of power, i.e., by using the paradigms of the political scientist and the sociologist (73, pp. 242-243).

The concern shown by Verry and Davies to explain their approach was exemplified by their frequent assumption of the devil's advocate role. As an example, in the following quote, they acknowledged that the economic model used in their study might be inappropriate at times.

Some readers may be especially unconfortable at our somewhat bland use, in the mode1 of Chapter 3, of the concept of a 'university utility function', in which the welfare or utility of the university depends on the teaching and research output of its departments. We
would emphasize therefore that this idea is simply a conceptual device . . . specified at the level of abstraction and simplification appropriate to the model of which it is a part. In no sense is this utility function intended to reflect the actual conplexities of university behaviour and organization, or to imply the existence of a concensus as to the relative weights to be attached to the different arguments in the university objective function. The direct and indirect participants in the university production process have diverse, and often conflicting, interests and we freely admit that a socio-political approach may sometimes be more relevant to the study of these conflicts and their resolution than the more strictly economic approach followed in this study (73, p. 243).

Consistent with the theme running throughout this chapter, there are numerous reasons for the many approaches to conducting cost studies. Differences in cost studies have been related to differences in measures of output. Measures of output are directly related to purposes: both identification of one or more purposes of higher education which account for initial interest in some attempt at proxy measurement, and study purposes. References to the former are typically lacking in cost studies; references to the latter are more common but usually lack substance since clearly defined educational purposes are rarely cited.

Some sources speak to the need for developing clearly
defined purposes. For example, NACUBO stated,
There are many purposes for determining cost information to satisfy both internal and external requirements. It is essential that the purpose of obtaining cost information be identified at the outset in order that appropriate definitions and methods of costing can be selected (56, p. 2).

NACUBO contended,
The definition of cost depends on the purposes for which cost information is to be used. There is no single definition of cost that will satisfy the variety of needs for cost information. Accordingly, significant differences in cost information will be derived, depending on the selection of cost definitions used for different purposes (56, p. 4).

In the context of a discussion on decision-making in higher education, Lawrence, Weathersby and Patterson (38) concurred with NACUBO. In introductory remarks to their volume they stated,

The major point of this discussion is that different roles have very different perspectives of the institution and a different set of descriptive attributes is appropriate for each decision-making role. Therefore, in our analysis of the major challenges our institutions face, it is critically important that we identify all of the relevant decision-making roles and then choose the attributes appropriate to each role (38, p. 4).

Continued emphasis is placed on the need for a well developed theoretical background before initiating a study. This process is assumed to be a prerequisite to the selection of measures:

The basic assistance to decision-making that the use of activity or output measures offers is one in which a person, faced with a difficult resource allocation decision, seeks to think through his problem very carefully. He first identifies the characteristics of higher education that are important to him and then selects an appropriate measurement technique (38, p. 5).
In the same volume and speaking specifically to the topic of purposes, Enthoven declared,

Output and cost information does not exist in a vacuum. To be meaningful, each bit must be an answer
to a precisely formulated question. In searching for output measures, it is important to keep the purpose of each measure clearly in mind (21, p. 51).

He continued: "Measures for different purposes are answers to different questions. They do not have to be the same. In fact, they probably will not be the same. Moreover, we may have no explicit way of relating one to another" (21, p. 51).

The inability to relate one to another was described in a paper which documented an attempt to compare the results of three different cost models at one institution. Donald C. Bruegman (II) claimed that different methodologies accounted for the inability to compare model results. Differences in output format, program classification structure, financial data used, faculty effort allocation, indirect cost allocation procedures, and joint cost inclusions attested to differences in methodologies (11, p. 5). Bruegman concluded,

As long as there are so many different cost models, there is little chance anyone will understand the costs of higher education. There needs to be much more cooperation than there is now among the national associations, state agencies and institutions when undertaking cost studies and developing standardized cost methodologies. Somehow, too, the leaders in higher education must come together and champion a united course of action. (11, p. 10).

Tying in with the discussion of purposes and adding to what has been established, Russell L. Hankins (25), in a paper concerned with a review of literature on cost analysis, noted an interesting absence of written material regarding
specific uses of cost analysis. In describing how his analysis was structured from the standpoint of four potential uses of cost analysis, resource acquisition, resource allocation, managerial control, and accountability, he acknowledged that ". . . it was recognized that few authors have addressed the uses of cost analysis in specific terms. Most have concerned themselves with methodology, but frequently out of context" ( $25, \mathrm{p}$. i).

Hankins offered four observations resulting from his review:
. 1) inadequate attention has been given in the iiterature to applications of cost analysis to administrative processes; 2) there has been a general lack of awareness of the historical development of cost analysis; 3) communication of current developments is inadequate; and 4) few writers seem willing to discass successes and failures of specific cost analysis applications (25, p. i).

Consjstent with the theme developed in this chapter, it appears reasonable that such shortcomings are inextricably related to ill-defined purposes as precedent underpinnings in cost studies. With indefinite ties to purposes in higher education and consequent purposes of cost studies, results of cost studies are often dubious and their impact on consequent decision making is frequently inconsequential.

Hankins summed up his study of cost analysis literature by describing the lack of clear relationships of cost analysis to decision making:

Most discussions of decision making that we found were general in their approach and did not consider
information system theory. It is relatively easy to develop from this literature a picture painted with a wide brush of how colleges were managed ten or twenty years ago. It is difficult to come away knowledgable about the sociological, political or educational ramifications of specific decision processes and the implications of these for cost analysis. To describe this in simplistic terms, the cart has preceded the horse. Contributors to this literature have considered primarily the technical feasibility of cost analysis rather than where, when and how cost analysis can become a useful input to decision making (25, p. 11).

## Summary: Costing and Purposes

The relationship of purposes to measures and to methodologies has been established. As cited in Chapter I, general agreement is usually only reached on three purposes of the university: instruction, research and public service. More concise definition and consensus is lacking. In light of this background, the following premise is now advanced.

Premise 6. A prototype modeling system, as proposed in this study, assumes a basic educational purpose to be the instructional program: the generation of credit hours.

Consjstent with Premise 3 , which stipulated the constraint to deal with commensurables, only one educational purpose should be assumed. Study purposes are listed in Chapter I.

Role of Costing in a Management Information System

Premises advanced to this point have restricted and clarified the characteristics of a modeling system intended
for the study of costing assumptions. Questions pertaining to various forms of cost analysis, purposes, output measures, and levels of costing, have been pursued to establish system specifications. Although prototype system specifications are essentially defined, the system's relationship to departmental level information generation mechanisms remains to be established. Along with other notable limitations observed in cost studies, one is the often overlooked place of definitions of objectives and of cost studies in day-to-day management. Final system specifications, therefore, should establish the relationship of any costing effort to existing information generation mechanisms. Consequently, attention is now directed toward the role of costing in a management information system.

In the classic work, Institutional Research in the University: A Handbook, Thomas Mason documented the need for management information systems in higher education:

> As political awareness of higher education has become more acute, a national movement to establish systems of control and accountability over the pluralistic, diverse, and previously self-regulating (or unregulated) higher education complex has taken shape. The development of systernatic management information systems designed to support massive reorganization of the governance of higher education has become an imperative in the eyes of institutional, state, and federal administrators concerned with justification and rationalization of resource allocation in higher education (43, p. 194).
> Mason's reference to resource allocation justification estabIished the pecuniary role as an important aspect of a management information system in his view. He also viewed
management information as deriving from a broader contextual concept, the information system.

An information system functions at three levels:
(1) Data collection, storage, and maintenance. . . .
(2) Data retrieval and reporting. Operating reports are generated at various levels of sumarization and at specified time intervals. . . . These reports tend to be highly detailed and are used primarily in the control and management of a particular operation or activity: (3) Analysis and evaluation. Management information is created when the detailed operational data are interrelated, analyzed, interpreted, and evaluated in reference to the policy issues and decision problems facing the institutional administration (43, p. 174).

A similar view of information system levels was expressed by Dusseldarp:

Information needed for a college to function can be divided into three levels-(1) information for management decisions and planning, (2) information for control, and (3) information for operations.

The lowest level, information for operations, consists of the information needed for clerical functions-. payroll, student records, financial transactions, and the like.

The middle level, information for control, involves information needed to implement administrative decisions and policies.

The highest level, management decisions and planning, involves the use of information in formulating management decisions as well as developing policies and plans (20, pp. 30-31).

Dusseldorp stated that most attention has been directed toward the lowest level of information system: "To date, most of the effort to improve information systems with the aid of the computer has been directed toward applications at the operations level" (20, p. 31). However, he offered a broad comprehensive definition of management information system as
". . . an organized method of providing management with information needed for decisions, when it is needed and in a form which aids understanding and stimulates action" (20, p. 32). In order to provide this kind of management information, a definite supportive relationship must exist between information system levels:

Thus the systems for the three levels-operation, control, and management--should be developed together with the operations systems feeding information into the control and management systems and the control system feeding information into the management system. The operations and control systems then form a data base from which some information for management may be drawn (20, p. 36).

Another view of the relationship of management information systems to information systems was presented by Robert Huff who contended that "Educational information systems can be thought of in three hierarcial levels" (31, p. 3). Every institution has the lowest level of information system for daily operation.

First-level information systems provide the control and operating reports that are necessary for the daily execution of institutional business. Such reports include budget and accounting information, student registration records, payroll and personnel information, grade reports, etc. (31, p. 3).

Huff claimed that the second level of information system is the management information system (MIS). This level of information system yields analytic reports by linking data elements from level one. "These analytic reports can display a great deal of historical information about utilization of
resources, interrelationships among organizational units, and a variety of measures related to the current operation of the institution" (31, p. 3).

Huff referred to the third level of information systems as planning and management systems (PMS).

The major difference between the second-level of management information systems and the third-level of planning and management systems is that the secondlevel systems are driven by historical data and display reports related to the status quo, while third-level systems offer the user an opportunity to alter the historical inputs on the basis of policy decisions and thus forecast the resource requirements that will be a consequence of those decisions (31, p. 3).

A different slant on information systems and management information systems was proposed by Khateeb Hussain (34). He adhered to the basic input-output approach by noting that an information system has the following components: input, processing, contro1 and feedback, and output (34, pp. 83-85). Specifically, he defined an information system as ". . . an assemblage or combination of things or parts forming a complex or unitary whole to produce information according to a plan (34, p. 85).

Hussain (34) questioned the existence of management information systems, and focused instead on information types and hierarchy. He defined five administrative activities as planning, organization, direction, operation and control (34, p. 103). These activities were viewed as a pyramid with planning and organizing at the apex, direction and
control in the middle and operations at the base. These activities corresponded to top administrators, middle-level administrators and operations personnel (34, p. 107). An information system must produce relevant information for the three defined administrative levels according to Hussain. NACUBD defined a management information system as ". . . an organized method of providing past, present, and projection information related to internal operations and external intelligence" (57, p. 1). Further, NACUBO contended that it must have ". . . the understanding, involvement, and support of the chief administrative officers to be success ful" (57, p. 2) and ". . . the capability of transcend organizational boundaries' (57, p. 4).

NACUBO specified that a management information system could be tied to three major systems and related subsystems. Major systems were resource management information, student-sponsor-patron information, and program management information. Examples of subsystems within the resource management information system were personnel, facilities, equipment-supplies-materials, and finance (57, p. 5).

Another approach to MIS definition is related to the data base concept. John Gwynn offered the following definitions and relationships:

A data management system (DMS) may be defined as a set of procedures to facilitate the construction and maintenance of a data base.

A management information system (MIS) is a set of processes (mechanical or otherwise) which, when properly executed, obtain data or produce information from data in the data base in a manner which is responsive to the needs of institutional management and in direct response to a request.

Often an MIS will be coupled with a DMS, and the combined package is referred to an an MIS (24, p. 12).

The wide range of variation in management information system development was documented by Minter and Lawrence (50). They stated: "Management information systems range from very simple to complex. They may be operated by hand or may employ third generation computers and sophisticated analytical models" (50, p. viii). Baughman added to this theme by noting,
. . . most university management information systems range in goals from collect a data base and then model' to 'build a model and then collect the data' and are, in general, too far from full implementation to permit evaluation as to performance or effectiveness (5, p. 1).

He continued,
. . . the performance of the university management information system will be evaluated on the basis of how well it serves in making university management viable. Its effectiveness will be evaluated on the basis of how well it supports the planning, organizing, and controlling processes of this management (5, p. 7).

Baughman touched on the underlying issue which plagues efforts to produce consistency in MIS definition as well as related costing definitions. He defined management functions as planning, organizing and controlling. However, he contended that agreement is lacking as to what constitutes management in the university (4, p. 4). Such an assertion
is bolstered by the lack of agreement on what constitutes management functions. NACUBO, for example, defined management functions as planning, contro1, and operation (57, p. 2). Miller, however, defined four: planning, programming, personneling, ancl financing and budgeting (49, p. 4). Finally, as previously referenced, Hussain discussed five administrative activities. His activities substantially overlap what are referred to by others as management functions. In fact, the literature yields no consistency in definition concerning either term: management or administration (53, $50,7,4,49$ ).

Summary: MIS
Consistent with the theme running throughout this chapter, limitations pertaining to other cost related concepts pertain to MIS development. This theme was best summarized by the following statement:

The problem lies in our inability to specify the goals and objectives of the systems, to identify decisions that must be made, and to specify the information needed for these decisions. The major need for research and development in college information systems today is not in hardware, software, or systems development. It is in the decision process at the college level, identification of decisions and decision situations, and specifications of the information needed for decision making (20, p. 40).

Eugene Craven (15) concurred. In an article on information decision systems in higher education, he contended that "In the fields of higher education administration and management information science, there does not seem to be a universally accepted definition of information systems, generally, or
management information systems, in particular" (15, p. 127).

From the preceding roview, it is not unreasonable to argue that the costing process is a fundamental aspect in most management information system definitions. Many definitions like those offered by NACUBO (57, p. 5), Huff (31, p. 3) and Mason (43, p. 194) directly referenced the use of a MIS in justification of resource allocation or budgeting. Other definitions contained references to management or administrative functions (34, p. 103; 49, p. 4). Further study of these references showed ultimately that costs in some form surfaced within one of the defined functions. And, in an article concerned with three MIS case studies by Leo Kornfeld (37), the study of costs surfaced as the major focal point of each.

Costing also is the main point of interest in two recent preeminent model development efforts: CAMPUS by Systems Research Group and RRPM 1.6 by NCHEMS. RRPM 1.6, for example, is an ". . . instructional cost simulation model" (31, p. 1). Ben Lawrence (39) director of NCHEMS, considered cost information to be essential to the management information systems (MIS) program developed by NCHEMS. Discussing the MIS program, he said,

In justifying rising budgets and deciding where to allocate scarce resources, the administrator should be able to calculate the costs of various alternative courses of action and relate them to some measure of achievement of institutional objectives (39, p. 109).

Although the costing process is generally assumed to be fundamental to management information system development, both enjoy such varied definition and application that acceptance of specific definitions requires some rejection of other definitions. Therefore the following premise is now advanced:

Premise 7. A prototype mode1, as proposed in this study, should yield cost information consistent with that found in the literature. In this case consistency with NCHEMS' approach is assumed.
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## CHAPTER III

A REVIEW OF COSTING SOURCES AND APPORTIONING PROCEDURES

This chapter represents a separate review of literature concerned wi.th identifying costing sources and apportioning procedures commonly used in higher education cost studies. Seven prototype system specifications were established in Chapter II. Costing sources and apportioning procedures respectively constitute system input variables and system parameters. While the basic system design, once established, remains unchanged, each iteration of the system is unique since different variables or parameters or both are modeled. Each iteration of the system constitutes, in effect, a cost study-selected costing sources and apportioning procedures. Thus, the purpose of Chapter III is to identify some costing sources and apportioning procedures found in the literature.

Frisbee pointed out that most intrainstitutional unit cost studies undertaken in this country are usually confidential and confined for distribution purposes within an institution. Her literature review was correspondingly limited to representative studies by funded groups, state higher edication officers, and individual university researchers (4, p. 46). Frisbee studied the institution and her literature review extended to interinstitutional studies.

The study at hand is a departmental level study, not an institutional level study. Literature reviewed in this chapter, therefore, will be restricted to representative institutional and intrainstitutional cost analysis studies.

Available representative literature may be divided into three groups for review purposes: dissertations, other institutional studies, and NCHEMS' projects. These three divisions developed naturally once the review of literature was underway. Dissertations, while not always readily available, can be accessed. Other institutional studies, typically initiated by faculty of staff members, are available through journals and copies of proceedings. NCHEMS' materials are available locally.

## Dissertations

The David Allen Humphrey Study
David Allen Humphrey (7) undertook the development of a cost analysis instrument for his dissertation. Instead of being a typical institutional level cost study, however, Humphrey's study focused at a disaggregated level on three traditional and non-traditional college courses. Initially, he performed a cost analysis on both types of courses using "contemporary instructional costing procedures" (7, p. 149). Next, he identified problems resulting from the application of these contemporary techniques. The problems Humphrey identified then served as the basis for a new cost analysis
instrument entitled the Course Cost-Analysis Instrument (CCAI) (7, p. 175).

Humphrey limited his study to instructional costs in individual courses. He noted that "Previous efforts had not specifically pursued cost factors to this operational level" (7, p. 14). He contended that current costing techniques ". . . focus primarily on departmental or program calculations . . ." and they ". . . heavily rely on averaging and are inherently based on traditional instructional patterns" (7, p. 7). The instrument he developed was intended to combat these limitations.

Consistent with other cost studies, the focal point for Humphrey's dissertation was the instructional process. Cost sources were generally limited to operational expenditures, not capital and other expenditures (7, p. 14). A1so, Humphrey concurred with general findings in the literature that the semester credit hour was ". . . the most reliable numerical measurement for course output calculations" (7, p. 182).

Humphrey defined two cost sources: direct and indirect costs (7, p. 56). Direct costs consisted of salaries of faculty members who taught the selected courses. Indirect costs were defined as a proportional amount of support costs for the department. Both costs, direct and indirect, were combined to produce a measure called the direct cost of
instruction for each course (7, p. 149). Computation procedures were described in Chapter $V$ of his dissertation:
. . . a proportionate share of each instructor's salary was calculated, according to Weekly Faculty Contact Hours (WFCOH) and assigned the section(s) of the course for which he had instructional responsibilities. Total course salary costs for each course were determined through addition of all appropriate instructional faculty costs.

The second step, calculation of the direct course costs, was accomplished in this chapter. This procedure involved the application of a proportionate share of departmental support budgets to each course. The costs were apportioned according to three contemporary techniques which required the determination of total departmental instructional activities in three areas: Weekly Faculty Contact Hours (WFCOH), a measure of faculty classroom hours; Weekly Student Contact Hours (WSCOH), a measure of student-faculty interaction; and Student Credit Hours (SCRH), the number of academic (term) credits generated by all students. The support costs, once apportioned, were added to the instructional salary costs to achieve the direct course costs. Costanalysis of each course was then conducted to establish unit costs per WFCOH, WSCOH, and SCRH. The cost per FTE student was also computed for each instructional activity indicator using this information (7, pp. 149150).

The relationship of apportioning procedures utilized by Humphrey and the purposes of his study warrents discussion. As previously noted, Humphrey costed six courses using what he called contemporary costing procedures. Then he sought to detect ". . . analytical failures to provide cost data representative of the instructional techniques employed" (7, p. 56). He noted two basic failures and proceeded to develop his CCAI.

Humphrey's contemporary costing procedures were distilled from his review of literature (7, p. 56). However,
although he cited a couple of references which approximated what he referred to as contemporary costing procedures (7, pp. 33, 42, 46), he also cited a number of references which adhered to entirely different approaches (7, pp. 44, 34-38, 23-26). One point to note is that those references upon which he based his selection of contemporary costing procedures reflect an approach to costing which is dated and not consistent with the current, contemporary efforts of NCHEMS, for example. In addition, it appears that Humphrey did not distinguish the basic difference between budgeting and costing. The two are not the same. The work of NACUBO which he traces to the efforts in 1935 of the National Committee on Standard Reports for Institutions of Higher Education (NCSRIHE) is basically associated with attempts to standardize budgeting and reporting procedures in higher education. On the other hand, although tools developed by NCHEMS which Humphrey referenced are intended to supplement and impact the budgeting process, they are primarily intended for use as cost simulation tools based on the PCS structure.

The point of the preceding digression concerns the relationship of apportioning procedures to study purposes. The use of dated costing procedures serves as a distinct contrast to his proposed CCAI. Although, it has been estab1ished in Chapter II that no two cost studies are the same, many contemporary costing approaches do not share the limitations Humphrey attributed to them in his version of
contemporary costing procedures.
Two of the three contemporary costing procedures utilized by Humphrey also involved differing units of measure in each computation. All three ultimately produced SCRH costs. However, the first procedure apportioned support costs on the basis of WFCOH and then divided the resulting cost by senester credit hours. The second procedure apportioned support costs on the basis of WSCOH and likewise divided the resulting cost by semester credit hours. The third procedure apportioned support costs on the basis of semester credit hours and divided the resulting cost by semester credit hours. Consequently, what Humphrey cited as one of the major problem areas is, in fact, to be expected when different apportioning procedures are used. Whether different apportioning approaches should be viewed as problems is beyond the scope of the present study. Suffice it to say that there exists no unanimity of agreement on any particular approach, and the lack of such agreement no doubt pertains to the approach ultimately recommended by Humphrey: apportioning on the basis of instructional FTE (7, p. 184). Humphrey did not utilize a formal weighting scheme. Costs, however, were indirectly weighted when WFCOH, WSCOH or SCRH were used.

## The Joan Frisbee Study

This study concerned an analysis of instructional program costs in a small Baptist College over a three-year period (4). Citing the problems of relatively less givernment support than public institutions receive, declining private contributions and existing high tuition rates (4, p. 2), Frisbee stated that many ". . . private and churchrelated institutions of higher learning have been engaging in information gathering processes to secure base data about the detailed characteristics of their institutions so that some long-range planning might be initiated to save their schools from possible disaster" (4, p. 5). Specifically, she stated,

Since a large percentage of the school's operating
budget goes for classroom instructional and supply
costs, it was felt a detailed analysis of these costs
at the individual course level would reveal some
important bases for more effective long-range staffing
and curriculum planning and scheduling (4, p. 7). Thus, Frisbee defined three purposes of her study: to identify direct and indirect costs of the instructional program for a three-year period, to allocate those costs to the instructional program on a departmental basis using appropriate apportioning procedures, and to analyze resultant costs expressed as costs per credit hour generated (4, p. 8). Formal analysis and presentation of costs was at the aggregated levels of ". . semester, department, course level, laboratory/nonlaboratory, subject and enrollment classifications" (4, p. 9).

Some cost sources were initially excluded from her study as not being directly related to the instructional program. Basically, ". . . current operating expenditures for general support, research, services to the pubiic, and services to the academic community were not allocated to instructional costs" (4, p. 12). Two particular expenditure exclusions were Office of the Dean of Students and operation and maintenance of the plant.

An exclusion of a different type concerned enrollment. Frisbee costed each senester with no provision to account for withdrawals or audits. She considered the number of withdrawals to be insignificant to the extent that costing results would not be affected (4, p. 17).

Noting that ". . . there is little uniformity in the nethods for aggregating instructional costs among the colleges" (4, pp. 17-18), Frisbee defined three instructional cost source levels: course, departmental, and institutional. Costs identified directly with courses were charged to courses. Costs identified at the departmental level were charged to that level and were then prorated to courses. Costs identified at the institutional level were handled in 1ike manner (4, p. 29).

Direct costs in Frisbee's study were divided into two major categories: faculty salaries and fringe benefits. A faculty member's salary was ". . . prorated over the teaching
load of that instructor, on the basis of credit hours taught" (4, p. 31). Therefore, if five three-hour courses were taught by an instructor, each course would receive onefifth of the salary. Fringe benefits consisted of faculty Social Security, retirement and insurance payments made by the school. As with faculty salaries, fringe benefits were prorated to courses on the basis of credit hours taught.

Indirect costs were also divided into two major categories: department costs and institution-wide costs. Department costs included ". . . department administration, faculty development, professional training facilities, the department expense account, department secretarial help, and department book purchases" (4, p. 32) and any fringe benefits. The first three cost sources were prorated on a semester-hours-offered basis. The last three, expense account, secretarial help and book purchases, were prorated to all courses on a credit hour generated basis (4, pp. 32-33).

Institution-wide costs included ". . . catalog pub1ications, mimeograph services, geneneral supplies and services, registrar's office, guidance and placement office, library (including operation and general book purchases), audiovisual equipment, and the expenses attached to the academic dean's office" (4, p. 33). Again, any applicable fringe benefits were included. Costs associated with the academic dean's office were prorated on the basis of FTE staff; all
others were prorated on the basis of credit hours generated (4, p. 139).

In order to establish the relationship between selected apportioning procedures and purposes of her study, a review of Frisbee's explanation of each was necessary. As noted previously, one of her purposes was to allocate instructional program costs using appropriate apportioning procedures (4, p. 8). To select appropriate apportioning procedures, Frisbee presented a review of related literature on the major cost categories. She then selected a procedure on the basis of that review. In the case of faculty salaries and fringe benefits, Frisbee's review of literature established numerous approaches: teacher contact hours; the product of faculty hourly rate, course credit hour value, and the number of weeks in the semester; semester hours taught; and others (4, pp. 106109). She concluded that local definitions of faculty workload would determine which procedures to use. Correspondingly, the number of semester hours taught served to define workload at the institution of her study and it, therefore, was selected as her basis for allocation.

When she surveyed indirect instructional costs, Frisbee found that ". . . no uniform definition [of indirect costs] could be derived from the related studies that were reviewed" (4, pp. 111-112). Consequently, she stated that the final choice of which indirect costs to include in the study was hers. Her choice was made based on consensus in the
literature and objectives of the institution where the study was done (4, p. 118). Similarly, concerning indirect cost allocation, she concluded that ". . . no prevailing rules were evident from the studies reviewed" (4, p. 126). She continued: "It is difficult, if not impossible, to find a method of allocating indirect expenses that is free from theoretical objections" (4, p. 129). In the end, she selected two apportioning procedures for indirect costs at the departmental level. One procedure was based on personnel involved; the other was based on time (4, p. 130). At the departmental level, costs for department administration, faculty development and professional training were apportioned on the basis of semester hours offered (time). Costs for department expense account, secretarial help and department library books were apportioned on the basis of credit hours generated (personne1) (4, p. 131). The rationale for apportioning some costs on the basis of time was that they were basically fixed over time and did not fluctuate relative to enrollment. The opposite was true for costs apportioned on the basis of personnel or enrollment. Here, costs were assumed to fluctuate in relation to enrollment; hence, credit hours generated was used as the apportioning basis.

In the case of department chairpersons, Frisbee noted that it was administrative policy to consider one-fifth of these salaries to be apportioned to administration with the
remainder being apportioned to their respective instructional responsibilities (4, p. 132).

At the institutional level, Frisbee chose two apportioning procedures based on credit hours generated and FTE staff. These two procedures
. . . were derived from a consensus in the related research, from logical reasoning of what seemed appropriate under the budgeting and accounting procedures of the institution, and from necessity where the manner of record keeping limited prorating choices (4, p. 140). Institutional level costs for the academic dean's office were apportioned on the basis of FTE staff; all other institutional costs were apportioned on the basis of credit hours generated. Consistent wj.th the rationale used to apportion departmental level costs, institutional level costs apportioned on the basis of credit hours generated were assumed to vary in relation to enrollment or the generation of credit hours. Costs associated with the academic dean's office, on the other hand, were assumed to vary on the basis of FTE staff rather than enroliment.

Of the cost studies reviewed, Frisbee's presented the most thorough explanation of apportioning procedures ultimately utilized. All of her apportioning procedures were founded on previous research. With regard to one purpose of her study, the use of appropriate apportioning procedures, she satisfied that purpose.

Frisbee did not implement a formal weighting scheme. Indirectly, however, the apportioning procedures utilized in her study constituted a weighting scheme.

## The Clayton Lawrence Ziegler Study

The study by Clayton Ziegler differed from other studies reviewed in this chapter in a number of ways. First, his approach to cost source identification was unique in that he did not distinguish between direct and indirect costs. Instead, he identified what were called elements necessary for college operation, and assigned costs to them. Second, the object of his dissertation was the development and implementation of a disaggregated cost model, not of the pursuit of a specific cost study (12, p. 15). Finally, Ziegler utilized a matrix approach similar in concept to the ICLM from NCHEMS for the purpose of deriving academic program costs.

Ziegler's approach to cost source identification consisted of defining an expenditure sector for his model which fed to individual course sections. The expenditure sector consisted of ten elements primarily identified by the line item budget which were ". . . Plant Operations, Faculty, Departmental Costs, Administration, Instructional Resource Center, Faculty Service Center, Student Services, Library, Classrooms, and Laboratories" (12, p. ii). Interrelationships between these elements were established for cost
transferral purposes on the basis of services rendered. First, each element was assigned a prime cost. Next, since some of the elements fed entirely or fractionally into other elements for costing purposes, Ziegler described a cascade process which accounted for the flow and accumulation of costs through the expenditure sector. Correspondingly, costs of the Plant Operation element fed only to other elements, not directly to the final cost center defined by Ziegler as the course section. P1ant Operations costs were cascaded into each of the other expenditure segment elements except the Department element. The basis for this apportioning was total campus building area (12, p. 70).

Instructional Resource Center (IRC) costs consisted of prime costs plus those cascaded in from Plant Operations. IRC total costs were then cascaded into individual departments in the Department element on the basis of the proportion of supplies consumed by each. The head of the IRC directed that this method be used since he viewed it as being the most accurate ( $12, \mathrm{p} .83$ ).

Faculty Service Center (FSC) costs were cascaded into two other elements: Administration and Department. Total FSC costs consisted of prime costs plus those cascaded in from Plant Operations. FSC proration ". . . was based solely on the proportion of total jobs processed for each department or the administration as identified on each work order" (12, pp. 85-86).

Administration costs fed into the Department and Faculty elements as well as directly into the final cost center, the course section. The reason for this apportioning approach was that efforts of the five central administrators who constituted this element were viewed as being divided into three activities: college, faculty, and student (12, p. 87). These administrators responded via surveys designed to elicit from them what portion of their own costs should be assigned to each of the three activities. Total Administration costs consisted of prime costs resulting from the five administrators as well as cascaded costs from FSC and P1ant Operations. The costs which flowed directly from this element into the final cost center were ". . . directly related to the number of students enrolled in the various classes offered by the college" (12, p. 92). That is, the sum of all class enrollments became the denominator of a fraction whose numerator was the total cost cascaded directly from the Administration element to the course section. The resulting quotient, cost per student in a class, was multiplied by the number of students in each class to compute the cost apportioned to each class. This quotient was called a cost transfer constant.

Department element costs flowed directly into the final cost center, the course section. These costs consisted of prime costs plus those cascaded in from the IRC, FSC and

Administration. Actual apportioning of costs to individual course sections was on the basis of the number of classes offered rather than student enrollment or credit hours. Ziegler made this decision on the basis of discussions with department chairpersons (12, p. 96). Therefore, a cost transfer constant was computed for each department based on the costs for an individual department divided by the number of classes that department offered. The resulting quotient was expressed as a cost per class section.

Costs from the Faculty element of Ziegler's expenditure sector were apportioned to the final cost center in two ways. First, costs cascaded into this element from Administration were distributed on the basis of the total sections: the cost transfer constant derived was in terms of cost per section (12, p. 97). Other costs cascaded into this element from Plant Operations were distributed on the basis of total fulltime faculty. In other words, a cost figure was computed for each full-time faculty member, and it was added to each member's contract salary. These costs were then distributed over classes taught on the basis of credit hours (12, pp. 9899). Cost transfer constants were computed for each faculty member since they would vary depending on salary and credit hour load (12, p. 109).

Classroom element costs flowed directly into course sections. Total classroom costs consisted of prime costs plus those cascaded in from Plant Operation. Again, cost transfer
constants were computed and they varied with the type of room. The formula was room area for each room type multiplied by the number of rooms of each type multiplied in turn by building costs per square foot. Once costs for each room type were computed, they were divided by the respective number of scheduled hours to yield cost transfer constants in the form of cost per hour (12, pp. 103-106).

Library costs also flowed directly into course sections. Total library costs consisted of prime costs plus those cascaded in from Plant Operations. Apportioning of costs was on the basis of student enrollment in all classes (12, p. 100). Thus, total element costs were divided by total class enrol1ment. The resulting quotient, cost transfer constant, was expressed as cost per student in a class.

Laboratory costs, likewise, fed directly into course sections. Total laboratory costs consisted of prime costs plus those cascaded in from Plant Operations. Costs of this element were apportioned on the basis of actual usage hours for each department. A cost transfer constant was computed for each laboratory, and it was expressed as cost per laboratory hour (12, p. 105).

Finally, Student Services (SS) element costs flowed directly to course sections. Total costs again consisted of prime costs and cascaded Plant Operations costs. As with Library costs, SS costs were apportioned on the basis of student enrollment in all classes. Therefore, total element
costs were divided by the total enrollment in all classes (12, p. 100), and the resulting cost transfer constant was expressed as cost per student in a class.

Cost transfer constants, computed for each terminal channel from the expenditure sector of the model to the final cost center ". . . provided the vehicle for making cost assignments to the classes" (12, p. 135). These cost transfer constants along with enrollment data from each class were used to calculate course section costs which were then distributed to academic programs on the basis of section enrollment by major.

As mentioned previously, Ziegler did not define direct or indirect costs. Cost sources input to his model corresponded, instead, to functional institutional elements. These elements constituted his expenditure sector and the pecuniary relationship between them was based on what he defined as services rendered. In fact, most of the costs utilized by Ziegler would have been defined in other studies as indirect costs. Only certain faculty salaries and other benefits closely related to course sections would have been considered direct costs.

Since Ziegler's primary purpose was to implement a model to demonstrate ". . . feasibility of utilization" (12, p. 15), the study time frame and apportioning procedures utilized were of relatively less importance. For example, he used data from one quarter only and he noted that other analysts would no
doubt want to look at a year (12, p. 15). In like manner, quantifiable apportioning procedures were well defined, but they were variously derived from faculty or staff members employed in those elements defined in the expenditure sector. The basic cost apportioning guide corresponded to services rendered (12, p. 11); however, as has been well established, consensus in this area on any basis is lacking. The relationship, therefore, in Ziegler's study of apportioning procedures to costing purposes is a tenuous one. Other approaches could have been selected (12, p. 96).

As with the two dissertations discussed previously, no formal weighting scheme was utilized by Ziegler. Each method of apportioning costs in the expenditure sector elements, however, constituted a weighting scheme based on services rendered. Additionally, many of the elements produced cost transfer constants which may also be viewed as weights. As with any study, the apportioning scheme adopted constitutes a weighting scheme which has a definite effect on resultant costs.

Other Institutional Studies

The Sheehan and Michaels Study
The Sheehan and Michaels Study differed from typical cost studies in that it dealt with costing assumptions rather than a single approach to costing. An initial cost study, called the methodology, had been completed at the University
of Calgary $\{10$, p. 186). Noting that "many logical alternatives exist for the detailed procedures used in most steps of the methodollogy," Sheehan and Michaels developed some sensitivity tests ". . . to determine dependency of final results on certain steps in the procedures of the study" (10, p. 188). Consequently, their study consisted of computing a total perstudent cost for every academic program using the methodology (10, p. 187). Next, they would modify apportioning procedures in the methodology and recompute per-student costs for every academic program. These costs per program were divided by corresponding costs per program produced by the methodology to yield a sensitivity test for the particular modification. Seven modifications were made and seven sensitivity tests were developed. Thus, each sensitivity test resulted in a set of ratios where each ratio depicted the relationship of modified methodology per-student costs for one program divided by methodology per-student costs for the same program. "These ratios show the relative effect of various changes in the methodology on cost study results" (10, p. 188). The approach to sensitivity testing presented by Sheehan and Michaels has been adopted as the approach for analysis of the sensitivity of selected costing assumptions in the prototype computer based modeling system discussed in Chapter IV.

Sheehan and Michaels did not distinguish between direct and indirect costs; their paper represented only a brief review of the study. However, they did note that net
university operating expenditures for the academic year were included in the study and capital expenditures were not (10, p. 188). Aside from brief comments concerning effects to be studied with each modification, Sheehan and Michaels offered no rationale for the selection of modifications to the methodology. They stated however that ". . . there is no absolute standard against which to measure validity of final answers of the cost study [methodology]" (10, p. 188), and that was the basis for developing sensitivity tests. One sensitivity test involved comparing costs apportioned to courses by the methodology on the basis of separate instructional levels to costs apportioned to courses based on no instructional level distinction. Another sensitivity test compared costs apportioned to courses by the methodology on the basis of teaching units to costs apportioned to courses on the basis of the product of course credit value multiplied by the respective number of enrolees in each course.

In regard to the avowed purpose to ". . . present results of several sensitivity tests on a given university cost study methodology" (10, p. 186), their selection of various apportioning procedures for use in sensitivity testing did relate to the study purpose. Ties between each apportioning procedure and a particular costing purpose, however, were not clearly established (10, p. 188).

Sheehan and Michaels did not specifically refer to weights in their apportioning scheme; however, as has been previously
established, each apportioning scheme was in effect a weighting scheme.

## The E. G. Bogue Study

The study undertaken by E. G. Bogue at Memphis State University was called an instructional unit cost analysis (1, p. 90). However, primary interest was in analyzing the impact of separate costing assumptions on credit hour costs. Instead of being a typical cost study utilizing one costing approach, Bogue's study examined four approaches, two at a time, to apportioning one cost source. As a rationale for his study, Bogue noted that

Even though the fundamental objectives for the study of instructional costs are essentially the same, there are interesting differences reflected in procedure manuals used by various states and agencies. These differences are to be found in the assumptions influencing ways in which basic data are analyzed and may be specifically illustrated via the following two questions:

1. What criterion is used to allocate instructional salary costs to individual courses?
2. What criterion is used to allocate instructional salary costs to different instructional levels (i.e., lower, upper, graduate, etc.)? (1, p. 90).

The design of Bogue's study was institution wide and focused specifically on changes in institutional costs per semester credit hour for different apportioning procedures. Disaggregation to the departmental or course level was not attempted.

Bogue considered only one cost source, faculty salaries (1, p. 90). Since no other cost source was involved, indirect costs did not exist.

Basically, Bogue defined a two-step process for apportioning saluries. In each step two separate apportioning methods were used. In the first step salaries were allocated to courses based either on reported faculty effort or course credit value. In other words, salaries were apportioned to courses based either on how individual faculty members viewed their relative effort in each course or simply on the basis of the credit hour value of each course. Next, within each of the two preceding methods, salary allocation to instructional levels was based either on course number or student classification. Thus, salaries were apportioned to courses based on faculty effort, then they were apportioned to instructional levels based on course number then on student classification. The other basic approach started with salaries being apportioned to courses based on course credit value, then they were similarly apportioned to instructional levels based first on course number then on student classification. Bogue offered this example of student classification:

- if you have a second year course in English, say English 210, and there are ten sophomores and five juniors in the course, then two thirds of the cost for that course would be allocated to lower division and one third to upper division costs (2).

Bogue's study of effects on costs resulting from different apportioning procedures may be viewed as relating directly to
his study purposes: his objective was to study four costing assumptions. He did not, however, tie any of the four assumptions to a particular study purpose. Unlike the typical costing study, his was actually a comparative analysis of four different costing approaches; that is, it was a study of costing assumptions. As with most cost analysis studies, Bogue assumed that instructional costs were a legitimate focus and credit hour costs was a legitimate cost measure.

Bogue did not deal directly with a formal weighting scheme. An implicit weighting scheme did exist, however, in that salaries were allocated on the basis of course credit value then on the basis of faculty effort. Both approaches to allocation are common.

## The Anne Scheerer Study

Anne Scheerer's study attempted to get ". . . realistic measures of instructional costs" (9, p. 25). The costs of interest in her study were costs per student in a discipline or special program. She did not specifically consider educational outputs; her implicit assumption was that costs per student were acceptable proxy measures of output. The sole purpose of her stydy was to develop cost-per-student data that would aid institutional decision makers.

The complete study by Sheerer was the result of a process which included two prior attempts to develop measures of instructional costs, and research into three methods of
apportioning costs in the third attempt. In the first attempt faculty salaries represented the single cost source apportioned to each school and college in the institution. The unit of measure was cost-per-student credit hour. This attempt was abandoned because the unit of measure was considered too crude to be meaningful (9, p. 25).

A second attempt restricted the focus to courses in the divisions of arts, business administration and the graduate school. Professional schools were excluded from the study since cost computation was considered ". . . considerably more intricate both because of the larger number of income factors and the differences between clinical and preclinical instruction" (9, p. 25). In this attempt course levels were defined as lower-division, upper-division and graduate. The output computed was average cost-per-student credit hour by level.

The third attempt represented an approach which included refinements on the previous attempt. Cost sources were finalized, three methods of apportioning cost sources were examined, and one method was accepted for the final study.

Scheerer defined direct and indirect costs in her study. Direct costs were departmental costs (salary, non-salary, and library book allotment costs), departmental shares of the undergraduate dean's office costs, and departmental shares of the graduate dean's office costs. Indirect costs included costs for central administration, student services and the
plant (9, p. 26). Additional specificity regarding particular costs was not given in the article, and capital costs were excluded.

In recognition of the understanding that faculty will spend more time and energy with higher level courses than with lower level courses, Scheerer defined the equivalent student credit hour (ESCH) as her unit of measure. The ESCH represented a simple weighting scheme where a weight of 1 was assigned to lower division credit hours, 2 was assigned to upper division credit hours and 3 was assigned to graduate division credit hours. The number of equivalent student credit hours produced by a department equaled the sum of the lower division student credit hours plus two times the number of upper division student credit hours plus three times the number of graduate division student credit hours. According to Scheerer, this weighting scheme represented the ". . . collective judgment of the deans as to the relative demands on Eaculty time when teaching lower-division, upperdivision and graduate courses" (9, p. 26).

Scheerer's final selection of quantifiable procedures for apportioning costs involved examination of cost sources, and decision making relative to the policy environment of the institution. Direct costs were apportioned as follows: Library book allotment costs, other than those directly costed to departments, were initially apportioned to the three divisions on the basis of the percentage of full-time
equivalent students in each division. Graduate school costs including its share of library costs were apportioned to the divisions it served: arts, business administration, dentistry, and medicine. These costs were apportioned on the basis of the number of graduate student credit hours generated in each division (9, p. 26). Although costs were apportioned to the divisions of dentistry and medicine, and they represented demands on the graduate school, they were excluded from the study as previously mentioned.

Three methods of apportioning direct division costs to individual departments were then examined. The first method apportioned dean's costs for arts and business administration to their respective departments on the basis of ". . . each department's percent of the total cost of all departments in the college" (9, p. 27). The second method of apportioning dean's costs to their respective departments was on the basis of ". . . the percent of total full-time faculty in the schools" (9, p. 27). The third method, which was eventually utilized in the study, apportioned dean's costs for arts and business administration to their respective departments ${ }^{*}$. . . based on the percent of total equivalent student credit hours in the school" (9, p. 27).

Scheerer found, with each of the three methods of apportioning costs, that the lowest, highest, and median cost departments remained the same. There was some change in the order of departmental costs for other departments,
but the differences were not considered appreciable (9, p. 27). Methods I and II yielded ranges in costs approximately 20 percent higher than the range produced by Method III. Subsequent computations were limited to the third method since it was felt that demands on dean's offices correlated more closely to semester credit hours than to the procedures of the first two methods (9, p. 27).

Indirect costs (central administration, student services and plant) were apportioned to the three divisions like direct costs. Graduate school costs were apportioned to the divisions of arts and business administration on the basis of ESCH, method three, then to individual departments on the basis of graduate semester credit hours (9, pp. 27-28).

The output unit of measure in Scheerer's study was an average cost referred to as cost per equivalent student credit hour (cost/ESCH). This measure of cost was computed by dividing total direct and indirect costs apportioned to a department by the number of ESCH generated by that department.

Apportioning procedures used by Scheerer were those which seemed most appropriate for the institutional environment as envisioned by the deans. The decision to select Method III for apportioning costs was based on the collective, subjective judgment of the deans (9, p. 27). Two other approaches were considered--both would have produced measures of cost.

The feeling that semester credit hours was the most legitimate bases for apportioning dean's costs was consistent with the view that credit hour generation is a primary purpose of higher education.

Finally, Sheerer's study did not actually examine individual courses or apportion costs through courses. Instead, all courses of a department were grouped together when semester credit hours per department were totaled by level to produce ESCH per department. The point of interface for attaching costs to students was the department.

## NCHEMS' Projects

## RRPM 1.6

The Resource Requirements Prediction Model 1.6
(RRPM 1.6) is an instructional cost simulation model available to postsecondary institutions from the National Center for Higher Education Management Systems (NCHEMS) at the Western Interstate Commission for Higher Education (WICHE). The system consists of computer software and supporting documentation. Two purposes for RRPM 1.6 are the following. First, emphasis on program budgeting is highlighted by the capability of RRPM 1.6 to produce program budgets. In this system program is synonymous with academic major, and computing costs for various academic majors is a primary purpose of the system. Second, emphasis on simulation is highlighted
by the capability of the software to provide the facility to study resource utilization alternatives. Once a historical data base has been developed, selective modification to input, representing various resource policies, may be simulated to show the effect of those policies (3, p. 2).

The heart of RRPM 1.6 is the Induced Course Load Matrix (ICLM), ". . . a multidimensional matrix that displays the number of units (credit hours) that students in various degree or certificate programs take in each of the disciplines or departments of the institution" (6, p. 13). In this matrix rows represent disciplines or departments; columns represent student programs. Another matrix used in the system is the Instructional Work Load Matrix (IWLM). Both matrices directly correspond to each other:

Whereas the Induced Course Load Matrix displays the number of units taken in each discipline by the average student enrolled in each program, the Instructional Work Load Matrix displays the total number of units each discipline must generate in order to satisfy the demand placed on it by all students enrolled in each program. The number in any given cell of the IWLM is determined by multiplying the same cell of the ICLM by the number of students in that program (6, p. 19).

Huff and Young described ICLM operation within RRPM 1.6 as follows:

Each row of the ICLM represents a specific instructional discipline or department and defines the number of credit hours that the discipline must generate in order to satisfy the demands of student majors in each of the programs of the institution. Operating parameters, such as faculty workloads, salary schedules, and expenses, are input to the model for each of the discipline rows of the IWLM. With this description of
how each discipline will be operated and the number of students in each program, the model proceeds to calculate the dollars and faculty that each discipline will require. The cost of operating each discipline is distributed to each of the programs in proportion to the number of credit hours each program will draw from the discipline. Thus, the total cost of each discipline is distributed across the cells of its IWLM row. By dividing the total cost of each discipline by the total number of credit hours it produces, a unit cost (cost per credit hour) is calculated.

After all of the individual discipline costs have been calculated and distributed to the various programs in proportion to credit hours consumed, the total cost of each program is calculated by summing down the various columns of the matrix. The total cost of the program is then divided by the number of majors to provide a unit cost (cost per major) ( $6, \mathrm{p} .23$ ).

RRPM 1.6 requires six types of historical input data. First, the ICLM consists of student enrollments which may be either FTE or headcount for each program. Next are faculty productivity ratios. These data are the number of credit hours produced by an average FTE faculty member at each course level within each discipline. Third are discipline level faculty salary data. Fourth are discipline data relating to nonteaching staff: ratios of staff to faculty and wage schedules for staff. Data for additional discipline or department budget line items may be input through linear estimating equations or simply as constants, and they represent the fifth category. Finally, noninstructional expense data, such as library, research, public service, etc., may also be input either through linear estimating equations or as constants (6, pp. 27-29).

RRPM 1.6 documentation does not clearly distinguish between direct and indirect costs. For example, RRPM 1.6 may be used only with direct costs or it may be used with both direct and indirect costs. When both are input to RRPM 1.6, full unit costs are computed. Huff and Young stipulated,

After having accomplished implementation of RRPM as a direct cost model, the institution may wish to develop a full unit costing capability. This can be achieved by feeding the results of Cost Finding Principles indirect cost analysis into RRPM, which will then calculate full unit costs ( $6, \mathrm{p} . \mathrm{v}$ ).

Three basic cost sources are described in RRPM 1.6 documentation (3, p. 3). First are instructional faculty salaries. These salaries are associated on the basis of rank with the number of FTE faculty in a discipline or depart ment at each course level (3, pp. 10-12). Next are direct discipline nonfaculty instructional costs. Examples of these costs are chairman's salary, supplies, travel, etc. These costs may be apportioned to course levels on the basis of FTE faculty, student credit hours, faculty salaries, or course level designation (3, $p, 19$ ). Third, costs other than general academic instruction may be computed. These costs may correspond to research or public service, etc. Such costs ". . . may be input as a constant and/or as a function of enrollment, and/or student credit hours, and/or FTE faculty, and/or FTE staff, and/or total faculty salaries, and/or total staff salaries, and/or total instructional budget" (3, p. 24).

In a section concerned with interinstitutional data compatibility, Huff and Young suggested four considerations for administrators:
. . (1) definition of primary and support cost centers, so that expenditures may be sorted and aggregated on the basis of a standard structure; (2) definition of what specific expenditures comprise direct costs; (3) definition of an FTE student, so that enrollments may be compared and such unit measures as annual cost per major may be developed on a standard basis; and (4) definition of methods for allocating various types of expenses across various cost centers ( $6, \mathrm{p} .33$ ).

The discussion of direct and indirect cost definition by NCHEMS is addressed in Cost Finding Principles literature and will be reviewed in the next section of the chapter on the Cost Analysis Manual (11). Suffice it to say that RRPM 1.6 does not directly address indirect costs.

As previously noted, RRPM 1.6 allows the flexibility to apportion direct instructional costs other than faculty salaries to discriptive course levels on four bases (3, p. 19). No rationale for the selection of these four approaches is given. The assumption is that they provide flexibility for users and support the general purposes of RRPM 1.6: the generation of information required to prepare instructional program budgets and the use of a tool for analysis of alternatives to resource utilization (3, p. 2).

RRPM 1.6 documentation does not address the question of weighting. The argument may be advanced that the alternative approaches to apportioning some costs constitute
different weighting schemes. Notwithstanding such an argument, weighting is left to the user.

## The Cost Analysis Manual

The Cost Analysis Manual, one of the publications of NCHEMS' Cost Finding Principles project, is concerned with determining ". . . the full cost of resources used in achieving institutional objectives" (11, p. v). Rather than specifying one set of procedures, however, the manual is intended to provide the flexibility needed to conduct different kinds of cost studies for different purposes:

Topping pointed out,
The Cost Finding Principles (CFP) project was designed originally to develop a uniform set of standards, definitions, and alternative procedures that would use accounting and statistical data to find the full cost of resources used in the process of achieving institutional objectives (11, p. 1).

This set of standards, definitions and procedures is intended to serve three purposes: improve internal institutional management capabilities, facilitate data exchange between institutions, and improve reporting capabilities to state and federal agencies (11, pp. 1-5).

In order to understand project costing terminology, an understanding of the classification structure must be established. Unlike a budgeting or costing approach closely approximating a typical institutional chart of accounts, the CFP project utilizes the Program Classification Structure (PCS) (11, p. 10). PCS categorizes costs according to
institutional programs which in turn are intended to correspond to institutional objectives (5, pp. 4-5). Institutional programs defined in PCS are the following: instruction, organized research, pub1ic service, academic support, student service, institutional support, and independent operations (11, p. 11). These seven programs are further distinguished as being either prinary programs (the first three) or support programs (the last four).

Within the structure provided by PCS programs, the term activity center defines specific entities of various levels of aggregation for costing purposes. For example, within the program of instruction, the program itself could be defined as an activity center, or it could be subdivided into general academic instruction, occupational and vocational instruction, special session instruction, and extension instruction (11, p. 12). The program of instruction could be further subdivided to the discipline or course level.

As was the case with programs, activity centers are distinguished on the basis of whether they are support activity centers or primary activity centers. Support activity centers are defined as "Those activity centers whose outcomes are necessary or vital for the successful operation of other programs within the institution but do not contribute directly to the accomplishment of the primary missions of the institution" (11, p. 142). Other activity centers are
referred to as the final cost objectives and are defined as follows:

> directly to the accomplishment of the primary missions of the institution or do not demonstrate a vital support function for other programs within the institution. Final cost objectives may or may not be eligible to receive costs from support activity centers (11, p. 142).

For costing purposes, full costs represent "The sum of direct costs, capital costs, and allocated support costs for an activity center or group of activity centers" (11, p. 22). Each defining term has a unique definition in this scheme. Direct costs, for example, are subdivided into four categories. First, direct costs include expenditures assigned for gross salaries and fringe benefits paid to personnel exempt under the Fair Labor Standards Act who have over fifty percent of their activities in the primary programs: instruction, organized research, and public service. Direct costs also include expenditures assigned for gross salaries and fringe benefits paid to exempt personnel who have over fifty percent of their activities in the support programs. The same is true for nonexempt (staff) personnel. Finally, direct costs include expenditures for supplies, communications, travel, other contractual services, and noncapital equipment (11, pp. 19-21).

Topping specified the following as his definition of capital costs:
b. the valuation placed upon the services provided by buildings and equipment owned (or leased) and used
by an institution during any time period. The capital cost of an asset is measured by computing its annual depreciation plus a charge for the annual interest foregone on the investment in that asset (11, p. 21). Topping distinguished capital from noncapital equipment on the basis of purchase value or service. Capital equipment has an acquisition cost of $\$ 500$ or more or an expected service life of greater than two years. Noncapital equipment has an acquisition cost of less than $\$ 500$ or a service $1 i f e$ expectancy of less than two years (11, p. 21).

Support costs comprise a large category of other costs. The specific definition presented by Topping emphasized the relationship of support costs to the final cost objective: ". . . those costs not assigned directly to a final cost objective. Support costs are assigned first to support activity centers and subsequently are allocated to final cost objectives via an allocation parameter" (11, p. 22).

In regard to Exploratory Question 2, Topping specifically identified direct costs as discussed above. However, at least conceptually, direct costs could be considered to be support costs when they are assigned to activity centers not chosen as final cost objectives (11, pp. 114-116). The same is true for capital costs (11, pp. 127-128; pp. 140-141; pp. 180-182).

Topping did not identify indirect costs; however, those identified as support costs parallel some of what other authors categorize as indirect costs, except for the specific
identification with support programs (11, p. 142). In this sense, therefore, costs defined in the CFP project cannot be compared directly to costs of any other study reviewed in this dissertation.

Apportioning procedures discussed by Topping do 1end themselves to comparison with those of other cost studies reviewed, since the definition of programs does not change the requirement for some costs to flow from higher to lower levels of aggregation based on apportioning methods. Direct costs, for example, may be apportioned in basically one of three ways in each of the direct cost categories. First, separate analyses may be conducted to produce greater accuracy in cost assignment to activity centers and to facilitate more detailed costing. These analyses are themselves referred to as direct cost studies. Second, costs within a particular cost category may be redistributed on the basis of a parameter derived elsewhere, for example, on the basis of another cost category. Third, a simple cross over from existing accounting records may be used for apportioning direct costs (11, p. 70).

When considering capital cost apportioning procedures, Topping recommended that two categories of capital costs be defined: buildings and land improvements, and equipment (11, p. 123). The sum of all buildings and land improvements costs should be grouped in a specially defined activity center and then distributed through programs and disciplines
to course levels on the basis of assignable square feet. If allocation based on square feet cannot be accomplished, then allocation based on total direct costs is permissible (11, p. 125). Capital costs for equipment should be allocated on the basis of total direct costs (11, p. 138).

Recommended apportioning procedures for support costs are more varied than for either direct or capital costs. Initially two allocation methods are described: direct and recursive (11, pp. 149-151). The recursive method of allocating support costs involves a step-down procedure where higher levels of aggregated support costs flow into lower levels of aggregation and eventually to the final cost objective (11, p. 151). On the other hand, the direct method simply requires that support costs flow directly to appropriate final cost objectives with no intermediate apportioning (11, p. 149). The direct method is recommended (11, p. 152).

Topping viewed allocation parameters as different from allocation methods. Within either method, a number of apportioning parameters may be used. The following are allocation parameters listed: total direct costs, faculty compensation, staff compensation, supplies and services expenditures, full-time equivalent faculty, full-time equivalent staff, headcount faculty, headcount staff, assignable square feet, student credits, student contact hours, course enrollments and faculty contact hours (11, p. 154). The
four parameters recommended for use are total direct costs, faculty compensation, semester credits and assignable square feet (11, pp. 155-156).

The numerous apportioning procedures listed and dis. cussed by Topping attest to the many apportioning approaches found in costing literature. As previously described, the Cost Analysis Manual is not a cost study in itself; rather, it is intended to set forth flexible procedures for use by postsecondary institutions in deriving full costs of resources in relationship to institutional objectives (11, p. v). The manual does not advocate a particular procedure although it advances a program costing orientation and the computation of what are referred to as full costs. Users, however, are obligated to adhere to neither of these.

Regarding the relationship of apportioning procedures to costing purposes, the recommended basis in most cases upon which to select an apportioning parameter is level of service. In the introduction to his section on allocation methods, Topping stated,

The objective of the allocation process is to accomplish this transfer of costs so as to reflect most accurately the actual use of resources by activity centers that receive services from other activity centers. Therefore, in most cases, the methods to be used in the allocation process rely on parameter data that have a high correlation with the level of services provided to the activity centers using those services (11, p. 148).

In those cases where support costs can be allocated on an actual usage basis, Topping recommended apportioning on that
basis. However, in the other cases where actual usage data are not available, a wide range of apportioning procedures exist to approximate level of service and the manual provides a listing of many as well as a discussion of four in particular (11, pp. 154-156). In this light the conclusion may be drawn that apportioning procedures 1 isted do in fact exhibit a definite relationship to the purpose listed--to set forth flexible procedures.

A formal weighting scheme for support costs was not discussed by Topping. Implicit, however, is the understanding that each apportioning parameter represents its own unique weight by definition. The same is true in any cost ing study. Weighting by course, student level, faculty rank, etc., is left entirely to user institutions and is not mentioned in the manual.

The Academic Unit Planning
and Management Manual
The Academic Unit Planning and Management Manual (8), written by Miyataki and Byers, is another of the postsecondary education products developed at NCHEMS. Discussing the intent of the manual, the authors stated,

This document presents a systematic, multi-faceted approach for assisting administrators to plan and manage the scope and direction of academic units. It is intended to help in the identification and organization of data about academic unit functions, the availability and allocation of human and physical resources, the sources and uses of funds, and the planning and assessment of outcomes ( $8, \mathrm{p}, \mathrm{v}$ ).

Typical of the approach to product development at NCHEMS, many terms in this document are generic in nature; they provide for flexible application consistent with local definitions rather than require specific definitions or uses. For example, the manual focuses on academic units which are defined as basic organizational units for activities like instruction, research, public service or student counseling. The authors noted, however, that an academic unit may be variously defined as a discipline program, department, division, school or college, although the academic department is considered the basic unit of application (8, pp. v-vi).

The typical NCHEMS disclaimer is present: "It is most important to note that this planning manual does not prescribe standards for academic unit planning, nor does use of the manual imply the exchange of information about academic units [italics omitted]" (8, p. vi).

The manual advances a pencil and paper, modularized approach to unit planning and analysis which is not computer based. Six modules are defined and described in six separate chapters. Each chapter contains worksheets depicting an example application and each worksheet is included in an appendix for easy reproduction. The modules are considered to be interrelated and it is suggested that the recommended sequence be followed; however, subsets of procedures may be used depending on specific local concerns (8, pp. 6-7).

The six modules are titled: Identifying and Organizing Academic Unit Functions (Structures Module), Examining Academic Demand (Academic Demand Module), Planning Faculty Resources (Faculty Resource Module), Planning Physical Resources (Physical Resource Module), Planning Financial Resources (Finance Module), and Identifying and Assessing Outcomes (Outcomes Module) (8, p. xiii).

The purpose of the Structures Module is to ". . . help ensure that the functions to be carried out by the unit are as complete as possible, keeping in mind the guidelines, constraints, demands, and expectations of the unit's participants and constituents" (8, p. 13). On worksheets provided, a unit's functions are related to its programs and then to institutional programs. For example, within the institutional program of instruction, the unit's program is undergraduate instruction and specific functions are individual courses (8, p. 15). Within the institutional program of public service, the unit's progran is community programs and specific functions are listed as American Heritage Seminars and Community Awareness of History (8, p. 15). Other examples are listed.

The Academic Demand Module is intended to ". . . assist the administrator to understand and examine academic demand and therefore to have a better view of the relationship between the functions to be carried out and those they will
serve" (8, p. 22). This module is basically a recapitulation of the $I$ CLM concept common to other NCHEMS products. The major thrust of this module is in response to the instruction program and specific course functions although other academic demand can be recorded on separate worksheets (8, pp. 33-34).

The purpose of the Faculty Resource Module is to ". . . help the administrator to investigate alternative faculty staffing patterns based on the assumption that the tentative inventory of functions . . . will be carried out in the specified time period" (8, p. 39). Again, the major program described in this module is instruction which reduces to individual courses at the function level. Other functions, Impact of Bicentennial and American Heritage Lectures, are included in the example (8, p. 43). The worksheets associated with this module provide an analyst with the capability to tie faculty members to specific unit functions.

The Physical Resource Module is intended to clarify ". . . the impact of physical resources and their relationship to the unit's operation" (8, p. 50). Basically, worksheets provided with this module depict the relationship of resources: classrooms, supplies, equipment, travel, etc., to unit functions. This is the first module in which costs are allocated. For example, various communications costs
are allocated to unit functions on the basis of FTE faculty for courses or expected usage (8, p. 56). The same is true for printing and reproduction costs. Travel costs are allocated to unit functions on the basis of expected trips and equipment rental costs are allocated on the basis of proportional usage (8, p. 56).

The purpose of the Financial Module is to ". . . assist the administrator to identify the relationship between the unit's expected operations and the type and level of funds needed to execute them" (8, p. 60). Fund sources depicted in this module are those budgeted which are identifiable at the department level. In the example provided, three major accounts are cited: restricted, unrestricted, and designated (8, p. 63). Restricted accounts are subdivided into various funds pertaining to the unit, and in this case they apply to the unit programs of individual research and community service. One unrestricted account pertained to the unit program, tutorials. The majority of funds flowing into the unit come from the designated accounts of salaries, travel, and support and they pertain primarily to the instruction program (8, p. 63).

In this module no bases for allocation of the various funds is provided. The authors leave this matter for users of the manual to determine. The following statement represents the extent of their involvement.
. . since the funds for a function are dependent upon a distribution of the total in each line item (for example, salaries), it is necessary to identify the parameters upon which the distribution is to be made. Since the identification of a specific set of distribution parameters is a difficult and complex task, we suggest that the administrator choose the desirable parameters upon which to base the estimates or query the institutional research or budget office to find out if the parameters are specified by the institution. Because you have some idea of the faculty resources required for each function (from Module 3) and the supporting physical resources (from Module 4), you can use this information to help estimate the funds (8, p. 64).

The Outcomes Module ". . . is intended to help administrators describe what the unit intends to accomplish for the specified time period" (8, p. 70). In this regard, however, the authors stated,

The identification of outcomes is a very sensitive and complex task because of the differing philosophies with which indivuduals approach the issue. The intent of this module is not to settle any of these philosophical differences--it is to provide a vehicle for arriving at some clegree of agreement within an academic unit regarding what the unit members believe to be a reasonable approximation of their accomplishments. It is crucial that in coming to any agreement, the perspectives of each side's arguments be cleariy known. For example, it is difficult to argue that student credit hour production is not an outcome if, in fact, the issue is one of resource allocation costs and student credit hour production is a widely used proxy by funders (8, pp. 76-78).

This module, then, does not address costs; it focuses entirely on the nonpecuniary accomplishment of outcomes.

The AUPM manual does not address direct and indirect costs. What costs are identified in Modules 4 and 5 are variously identified as direct and indirect by other authors.

Cost sources identified in these modules also only pertain to the unit-mo costs flow into or out of this unit from or to other units.

Cost apportioning procedures are only incidentally depicted in Module 4 , and they pertain only to supplies and services as discussed previously. The larger cost sources, like faculty salaries dealt with in Module 5 , are not specifically apportioned to unit functions on any identifiable basis.

In this manual the only apparent relationship between apportioning procedures and costing purposes is the absence of a relationship. There are no ties to individual module purposes. The lack of any prescribed apportioning procedures is consistent with the main thrust of the manual: that it ". . . not prescribe standards for academic unit planning" (8, p. vi). Thus, as specific terminology in the manual is generic, so also is the manual itself.

Finally, no specific weighting scheme is discussed in the manual. An implicit weighting scheme does exist in the very limited discussion of apportioning procedures in Module 4.

Summary
This chapter was concerned with the review of representative cost studies for the purpose of identifying costing sources and apportioning procedures commonly used in
higher education. The acceptance of various costing sources and apportioning procedures has been established. The prototype modeling system proposed in this study should be flexible enough to model representative selections of each to produce, in effect, simulated cost studies. The comparison of two cost studies will serve as the basis for sensitivity analysis.

In order to model apportioning procedures, the prototype modeling system must accommodate weighting schemes similar to those explicitly found in the literature. In addition to weighting schemes, the modeling system must allow for alternative apportioning hierarchies within the department. For example, some costs might pertain to the whole department, others might pertain only to certain courses, and others might pertain to only one course. Since the logic of the system and its file structures must provide the flexibility to model these alternatives, a final premise is advanced:

Premise 8. The prototype modeling system should accommodate alternative apportioning hierarchies within the department.
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## CHAPTER IV

## SYSTEM DOCUMENTATION

## System Overview

This chapter presents an explanation of the prototype modeling system, and it is directed toward both potential users and computing center staff members who may be interested in implementing similar systems. The approach chosen in this chapter is to document each computer job in sequence so that the general flow aids comprehension of the system. Associated with the documentation of each job is a job flowchart. Actual file formats and program listings are located in the appendices.

Throughout this study attention has been called to the fact that a prototype modeling system was to be developed. No attempt will be made to market this prototype--it is a developmental effort from which subsequent efforts may be patterned, and it serves as a learning experience itself. Typical of the life cycle of many products in the market place, subsequent departmental level costing systems may build upon and, consequently, differ from this prototype.

Consistent with the understanding that a prototype system was being developed, liberal use was made of IBM COBOL extensions. The system is designed for use on an IBM

360/50. Any attempted use of the programs, as written, on other hardware, would probably require the recoding of some statements. In addition, Job Control Language (JCL) is even more dependent on local hardware considerations. A knowledgable computer programmer, however, should be able to write JCL for the system based upon the flowcharts included in this chapter and the program listings located in Appendix A. Local JCL for the prototype system is located in Appendix C. Specifications used in the design of the prototype system were in accordance with the eight premises developed in Chapter II and Chapter III. These premises established the following general system design constraints: adherence to the basic cost analysis concept, disaggregation to the individual course, focus on commensurables, support of more high1y aggregated models like RRPM I.6, utilization of the cost per semester credit hour unit cost measure, the assumption for costing purposes that the basic educational purpose is credit hour generation, the production of cost information consistent with the management information system approach espoused by NCIIEMS, and the accommodation of alternative apportioning hierarchies. Within these general system constraints, the prototype modeling system provides the flexibility to model most of costing sources (input variables) and apportioning procedures (input parameters) reviewed in Chapter III.

The review of cost studies in Chapter III established the need for alternative hierarchies for apportioning costs. Four alternatives are available: first, to all courses of an individual faculty member based on a relationship established for each faculty member; second, to all enrollments in a given course based on a relationship established for the enrolments in the course; third, to all courses within a department based on a departmental level relationship; and fourth, to all enrollments in a department based on a relationship established for the enrollments in the department.

In order for all costs to flow to individual course enrollments, two of the alternatives must be used in conjunction with another alternative. Also, with each of the four alternatives, the established relationship is defined by a weighting scheme. For example, an institutional level indirect cost may pertain to all courses of the department and, therefore, to all enrollments of the department. In this case, the third alternative would be selected in conjunction with the second alternative. The particular relationship chosen in each alternative would be translated into a particular weighting scheme.

As another example, a faculty member's salary may pertain only to his or her courses. Here the first alternative would be selected in conjunction with the second alternative. Again, relationships within each alternative would be
established by the use of weights. For the first alternative, all courses may share equally in the costs apportioned to them or they may be weighted on the basis of course credit value, or possibly faculty effort. Similarly, for the second alternative, in each course all students may share equally or they may be weighted on the basis of class rank. Another costing source, possibly a particular piece of capital equipment, might pertain only to one course. In this case the second alternative would be selected. As previously discussed, a particular relationship would establish the flow of costs to each enrollment within the course.

Finally, a particular costing source may pertain to all department enrollments. However, unlike the first example cited which utilized the third alternative in conjunction with the second alternative, a relationship based only on enrollments may be desired. That is, instead of a preceding departmental relationship impacting the cost flow prior to an enrollment relationship, the cost source would be apportioned to all department enrollments based solely on that relationship. In this case the fourth alternative would be used.

To facilitate the flow of costing sources as described above, a computer file structure is required which describes a given department. The approach taken in this study is to create two basic files, the FACULTY-FILE and the STUDENT-FILE.

One unique feature of this prototype system is that both files share the same format; therefore, both files may be processed by the same computer programs. The files are distinguished by their keys and, therefore, by the sequence in which they are sorted. File formats are located in Appendix B. The FACULTY-FILE is associated with JCL DD names T13621 and D13621 in various computer programs depending upon whether it is on tape or disk. Similarly, the STUDENT-FILE is associated with JCL DD names T13623 and D13623. These two files constitute the heart of the prototype modeling system. They are created in the initial system job and proceed through various stages of updating to the fourth system job where enrollment costs are reformatted into another file for the purpose of aggregation by student major and student level. The final two jobs of the system create, update, and access the SENSITIVITY-DATA-FILE. This file contains the data for sensitivity analysis.

Essentially, the prototype modeling system consists of six computer jobs which include computer programs and sort steps for various files. Job JP1 includes programs P1 and PlA as well as some sort steps. Other jobs include only one program and each program bears the same number as its job. The only anomaly in this scheme concerns jobs JP5A and JP5B which include programs $P 5 A$ and $P 5 B . ~ P 5 A$ and $P 5 B$ are virtually identical--P5B is simply a duplicate of P5A with a few modifications. In terms of the six basic computer jobs, JP5A
and JP5B are considered the fifth job. A more thorough explanation follows in the documentation of JP5A and JP5B.

In each program a consistent effort is made to edit thoroughly all data. Procedures to either avoid invalid data or to terminate a particular run along with an explanatory message are common. In many cases, however, if data simply do mot fit anticipated formats, the approach taken is to force the program to ABEND--to cease processing at that particular point and to generate a core dump for detailed investigation of the data. The data item ABND-ITR serves this purpose, and the execution of a statement containing ABND-ITR will terminate program execution at that point and produce a core dump.

## JP1

The purpose of JP1 is to create the two major files of the system, the FACULTY-FILE and the STUDENT-FILE. The formats for these files are located in Appendix B. The distinguishing characteristic of these two files is that they share the same format, which contributes to the minimization of redundant computer coding. One description of both files is often used in this system rather than separate descriptions.

Program P1 accesses three existing institutional files in order to create the FACULTY-FILE and the STUDENT-FILE. (See Figure 1, page 168.) One institutional file must contain
information tying faculty members to the courses they teach, and it is used in the creation of the FACULTY-FILE. In P1 this file is named COURSE-FILE and it contains all the qualifying information about course titles (department, course, section, and hours) as well as the semester-year code, and faculty identifier. Pl accesses a separate input file, the RANK-FTE-FILE, to add faculty rank and FTE. Input through the RANK-FTE-FILE is matched with input through the COURSE-FILE on the basis of faculty identifier. Once the matching is complete and data from both input files have been copied to a storage area in core, other fields in the storage area are zeroed or spaced out and the storage area is later written to disk as FACULTY-FILE records.

Program P1 also accesses an institutional file which contains information on each student enrollment in each course. The name assigned to this file is NRLMNT-FILE, and it contains all the qualifying information about course titles (department, course, section, and hours) as well as the semester-year code, student identifier, class level, and major field of study.

In order to output an accurate FACULTY-FILE and STUDENTFILE, P1 matches input from the COURSE-FILE and the NRLMNTFILE on the basis of course title and semester-year code. That is, every FACULTY-FILE record written must be associated with at least one STUDENT-FILE record, and every STUDENT-FILE record must be associated with only one FACULTY-FILE record.

COURSE-FILE
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Fig. 1, continued

This procedure assures that all department faculty members and the courses they teach are located on the FACULTY-FILE. Similarly, all student enrollments in each course of the department are located on the STUDENT-FILE.

The FACULTY-FILE and the STUDENT-FILE are created on disk and their file organization is indexed sequential. This type of organization facilitates the subsequent updating in place of both files by P2. This organization also requires defined keys for each file and the respective keys must be in sequence when the files are created. This sequence is assured in JP1 by the two sort steps preceding Pl. Both sort steps establish an ascending sequence on course title, semester-year code, and faculty or student identifier as the case may be.

The FACULTY-FILE and the STUDENT-FILE represent twodimensional matrices. In the FACULTY-FILE each record contains common fields. For example, on each record, one field contains course information, COURSE INFO, and another field identifies the instructor, FAC IDNT. When this file is viewed as an accumulation of records, one following another, then each record represents a matrix row. The corresponding fields in each record represent matrix columns. The combination of rows and columns defines a two-dimensional matrix. The STUDENT-FILE may be similarly viewed as a twodimensional matrix.

After Pl has created the two files, P1A accesses both to produce the DEPARTMENTAL ENROLLMENT REPORT. This report breaks down enrollment in each course by student major and student level to show enrollment patterns. This report will supplement the SENSITIVITY REPORT produced in JPG.

The purpose of JP2 is to enter one set of apportioning procedures at a time on the FACULTY-FILE or the STUDENT-FILE. (See Figure 2, page 172.) Since only one set of apportioning procedures may be entered at a time, it is necessary to execute JF'2 a number of times depending upon the number of sets of apportioning procedures selected for study. The iterative nature of JP2, one iteration for each set of apportioning procedures, is enhanced by the indexed sequential organization of both the FACULTY-FILE and the STUDENT-FILE. They may be updated in place and do not require the creation of a new output file with each execution of the job.

Each of the four alternatives for apportioning costs dictates the access of the FACULTY-FILE or the STUDENT-FILE, and the identification of a specific field in each within which the particular set of apportioning procedures is to be entered. At this point, a set of apportioning procedures translates into a set of weights which will actually be entered in a specific field in one of the two files. The weights simply establish the relationship of each record to
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all other records in one file for the purpose of apportioning costs. A different set of weights would define a different set of apportioning procedures; they would be entered in another field in each record of one of the two files, and they would establish a different relationship of each record to all others in the particular file.

Program P2 is written to provide a high degree of flexibility in the selection of apportioning procedures. One characteristic of this flexibility is that P 2 allows for the selection of apportioning procedures based on any one of the four basic alternatives. The alternative selected defines the file to be accessed and specifies a range of fields in each record in which weights may be entered. The first and third alternatives require access of the FACULTY-FILE, and the second and fourth alternatives require access of the STUDENT-FILE. Four pairs of APPORTION-FILE formats are listed in Appendix B. The four pairs of formats accommodate each of the four alternatives; however, they do not correspond to each alternative. The first record in each pair of formats defines the file to be accessed by the entry in the first three columns: FAC or STD. If a set of apportioning procedures is based on either alternatives one or three, FAC is coded in the first three columns of record type 100. Similarly, STD is coded if a set of apportioning procedures based on alternatives two or four is to be selected.

Apportioning procedures based on the first and third alternatives are distinguished from each other on the FACULTY-FILE by the fields in the file in which they are entered. For example, if each faculty member's salary is to be apportioned specifically to his or her courses, then a weighting scheme based on a relationship between the courses of each faculty member must be established. Five fields, located in columns 32 to 41 of the FACULTY-FILE, are set aside for use with the first alternative. The selection of the particalar field, 1 through 5 , is designated by the entry in column 9 of record type 100. Column 9 could contain a number in the range of 1 to 5. Similarly, apportioning procedures based on the third alternative would be entered in fields 6 through 10 of the FACULTY-FILE, columns 42 through 51 , as designated by an entry of $6,7,8,9$, or 0 in column 9 of record type 100 ( 0 in column 9 designates the tenth field of the FACULTY-FILE).

In like manner apportioning procedures based on the second and fourth alternatives are designated by coding STD in columns 1 through 3 of record type 100. The second alternative is designated by a number from 1 to 5 coded in column 9, the fourth alternative by a number from 6 to 0 coded in column 9.

Weights are actually used to define a set of apportioning procedures, and one weight is entered in one of the ten fields on each record of the FACULTY-FILE or the STUDENT-FILE
for each execution or iteration of JP2. Weights for a given iteration establish the desired relationship, but they are not satisfactory for actual use in apportioning costs. They must be converted to percentages and this process takes place in JP3. The conversion of weights to percentages will clarify the meaning which attaches fields 1 through 5 , columns 32 through 41, and fields 6 through 10 , columns 42 through 51, in both files. This conversion process is described in the documentation which follows for JP3.

A second characteristic of the flexibility of P2 concerns two options available for actually entering apportioning procedure weights. Two options are referred to as the individual option and the blanket option. If the individual option is selected, it is designated by an I coded in column 4 of the type 100 record. This option allows a particular weight to be entered on a particular record of either the FACULTY-FILE or the STUDENT-FILE (previously designated by the entry in columns 1 through 3 of the same record). If this option is chosen, then record type 100 must be followed by one or more records of type 105 formatted with key information in columns 11 through 36 and a corresponding weight in columns 37 through 39. Each record type 105 will reference a particular course taught by a faculty member on the FACULTY-FILE or a particular enrollment in a course on the STUDENT-FILE.

The blanket option is designated by a $B$ coded in column 4 on the type 100 record. This option allows up to six weights entered on record type 105 to be available for use with either the FACULTY-FILE or the STUDENT-FILE based upon predefined selection criteria coded in columns 10 through 13 of record type 100 . For the FACULTY-FILE selection criteria are course number (CSE), section number (SCTN), course credit hours (HRS), faculty rank (RANK), or faculty FTE (FTE). For the STUDENT-FILE selection criteria are course number (CSE), section number (SCTN), course credit hours (HRS), or student level (RANK). For each criterion chosen with either file, the data item in each record of either file defined by the criterion is examined and a weight is entered on that record depending on the range within which the data item is located as defined by the ranges on record type 105. Range entries are alphanumeric and should be left-justified. If the blanket option is selected, then on 1 y one type 100 and one type 105 record are to be coded.

The blanket option lends itself to ease in coding since on1y two records are coded for a given set of apportioning procedures. The drawback of the blanket option is that the user is restricted to predefined selection criteria and a maximum of six ranges within which a given weight may be located. Conversely, the individual option allows any weight up to 999 to be entered on any FACULTY-FILE or STUDENT-FILE record. The drawback, of course, is that one type 105 record
must be coded for each weight to be entered, and for a sizable department this task requires quite an effort.

One use for the individual option is in conjunction with the blanket option. For example, after a particular set of apportioning procedure weights has been entered on either file, it might be desirous to change a few of the weights. The individual option could then be exercised for the same file and with the same number coded in column 9 of record type 100. Each weight to be changed would be coded on separate 105 record types defined by their respective unique keys.

JP2 is intended to be executed a number of times, one time for each set of apportioning procedure weights to be entered on either file. Five sets of apportioning procedure weights based on the first alternative may be entered in columns 32 through 41 on the FACULTY-FILE. Five sets of apportioning procedure weights based on the third alternative may be entered in columns 42 through 51 of the FACULTY-FILE. Five sets of apportioning procedure weights based on the second alternative may be entered in columns 32 through 41 of the STUDENT-FILE, and, finally, five sets of apportioning procedure weights based on the fourth alternative may be entered in columns 42 through 51 of the STUDENT-FILE. The user is responsible for deciding which alternative will serve as the basis for the selection of apportioning procedure weights, and the particular alternative selected is denoted
by the entries in columns 1 through 3 and column 9 of the record type 100. After all of the sets of apportioning procedure weights to be studied have been entered on the two files, they are then accessed by JP3 for further processing.

JP3
The purpose of JP3 is to convert each set of apportioning procedure weights entered on the FACULTY-FILE and the STUDENT-FIJE to a respective set of percentages. (See Figure 3, page 179.) This process is necessary since a given set of apportioning procedure weights will not sum to 100 percent; therefore, the conversion process assures a sum of 100 percent or 1.00 . The process of converting weights to percentages leaves the relationship between weights intact: the same relationship holds for the percentages. In fact, the percentages are nothing more than corresponding sets of weights which sum to 1.00 . In JP4 a cost source will be multiplied by each percentage weight of one set of apportioning procedures in the actual apportioning process. Since all percentage weights in one set of apportioning procedures sum to $1.00,100$ percent of a given costing source will be apportioned.

As mentioned in the discussion of JPI, the FACULTY-FILE and the STUDENT-FILE are in fact two-dimensional matrices. Each record entry of either file may be viewed as a matrix row. A given field in every record, consequently, may be
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viewed as part of a matrix column. Corresponding fields on all records of a file, therefore, constitute a matrix column.

Weights are entered by JP2 on both files in the ten twocolumn fields located from record columns 32 to 51 . Up to ten sets of weights may be entered in these ten fields. (See Appendix B.) JP3 converts the ten sets of weights to ten corresponding sets of percentage weights and enters the latter in corresponding ten three-column fields located from record columns 52 to 81. For example, a weight entered in the field located on record columns 32 to 33 will be converted to a percentage and will be entered in the field located on record columns 52 through 54. Similarly, a weight entered in the field located on record columns 50 and 51 will be converted to a percentage and will be entered in the field located on record columns 79 through 81 . The percentage weight fields are three columns (bytes) in length to allow for additional numeric accuracy.

JP3 does not process the FACULTY-FILE and the STUDENTFIEL concurrently; it processes one at a time. Proper processing is controlled by the JCL, the sort sequence of the input file, and an appropriate entry on the CONVERSION-FILE record. When these three steps have been accomplished, P3 will convert apportioning procedure weights on either file to corresponding percentage weights. Output from P3 is designated as D13621A or D13623A; the suffix A indicates conversion to percentages. D13621A and D13623A are sequential
files and should be maintained separately from D13621 and D13623 for the purposes of adequate backup. (See Figure 3, page 179. )

The conversion process for both files is identical within P3. The FACULTY-FILE must be sorted in ascending sequence on record columns 15 through 27 so that the courses of each faculty member per semester are grouped together. The STUDENT-FILE must be sorted on record columns 2 through 17 so that all enrollments for each course are grouped together. Appropriate JCL will assure this requirement. The file name assigned in P3 for use with either file is EITHER-FILE-IN, and to reiterate, it may be either the FACULTY-FILE or the STUDENT-FILE. (See P3, Appendix A.) Similarly, EITHER-FILE-OT pertains to one or the other, depending upon which file has been submitted for conversion. The user is responsible for assigning appropriate data set names in the JCL which correspond to the file being processed.

When the JCL has been written and the correct sort sequence established, all that remains is the proper coding of the CONVERSION-FILE record. This record serves two purposes. First, it is used to designate the columns of apportioning procedure weights which are to undergo conversion to percentages. If all ten sets of apportioning procedure weights are to be converted, then an $X$ should be coded in each of the first 10 columns of the record. If three sets of weights are
to be converted, then an $X$ should be coded in the respective columns between 1 and 10 of the record.

The second purpose that the CONVERSION-FILE record serves is to establish the internal logic within p3 to process either file. If the FACULTY-FILE is to be converted, FAC should be coded in columns 16 through 18. If the STUDENTFILE is to be converted, STD should similarly be coded. This coding establishes an internal key for each file based on its sort sequence. For the FACULTY-FILE records will be grouped by faculty member by semester. Weights entered in record columns 32 through 41, which are weights based on the first alternative, will be converted to percentages for each faculty member. That is, the records for each faculty member will be grouped, they will be converted together, and the converted percentage weights will sum to 1.00 for each member per semester. Similarly, records of the STUDENT-FILE will be grouped on the basis of course per semester. Weights entered in record columns 32 through 41 (weights based on the second alternative) will be converted to percentages for each course. That is, the records of each course which constitute course enrollment will be grouped, they will be converted together, and the converted percentage weights will sum to 1.00 for each course per semester.

Weights entered in one of the five fields from record columns 42 to 51 on either file will be converted to
percentages on a departmental basis. That is, for each file all records are grouped, they are converted together, and the converted percentage weights will sum to 1.00 for the department. If the FACULTY-FILE is being processed, these weights correspond to those of the third alternative. If the STUDENT-FILE is being processed, these weights correspond to those of the fourth alternative.

JP4
Actual departmental costing takes place in JP4. (See Figure 4, page 184.) At this point the FACULTY-FILE and the STUDENT-FILE adequately portray the relationship of faculty to courses and courses to enrollments. Also, both files have been updated with apportioning procedure percentage weights. Both files can contain up to ten sets of the weights for the two apportioning alternatives unique to each. In JP4 the user simply defines the costing sources to be applied to the department, and defines a selection of apportioning procedures appropriate for each source. Costing sources and the corresponding codes for their apportioning procedures are input through the COST-SOURCE-FILE. (See Appendix B.)

Al1. costing sources and apportioning procedures codes input at one time through the COST-SOURCE-FILE constitute one costing iteration or one cost study. Each time JP4 is executed, the equivalent of one departmental level cost study is completed since one set of costing sources and one
set of apportioning procedures constitute one cost study. Up to ten separate cost studies or iterations may be prepared for subsequent sensitivity analysis in JP6. In other words, JP4 may be executed up to ten times with the COST-SOURCE-FILE containing differing sets of costing sources, apportioning procedure codes, or both.

Each j.teration must be assigned an iteration number from one to ten. The iteration number is read in through the SYSIN data set and it must be punched in the first two columns of a standard card. Also, it must be right-justified as is common for numeric data. The iteration number assigned
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at this point becomes the iteration number associated with the costing sources and apportioning procedures concurrently being input through the COST-SOURCE-FILE. Also, the actual date of the run is associated with the iteration number and the costing data so that system audit trails may be established.

In P4 the FACULTY-FILE and the STUDENT-FILE are read separately into core storage areas. The actual costing process takes place sequentially within these storage areas as each costing source and its apportioning procedure codes are read. All costs for an iteration are ultimately lodged in the cost field located in columns 96 to 100 in the STUDENT-FILE records.

Each COST-SOURCE-FILE record contains all the information about one costing source. Actual costing source identification is coded in two fields designated as primary and secondary that are located within record columns 30 to 59. Comments may be coded in the last twenty-one columns of the record. The actual cost amount is coded in the cost field from columns 1 to 9 . Finally, apportioning procedures codes and keys are coded in columns 10 through 29. The actual selection of apportioning procedures is designated by entries coded in the four single column fields located on columns 10 through 13 of each COST-SOURCE-FILE record. For example, a faculty member's salary could be apportioned only
to his or her courses. Any number from one to five would be coded in column ten. The actual number coded in column ten would define the particular set of apportioning procedure percentages corresponding to the first alternative on the FACULTY-FILE. The semester code and faculty identifier for the particular faculty member would be coded in columns 14 through 26 . Once the faculty member's salary is apportioned to his or her courses, the amount for each course must be apportioned further to each enrollment record. Therefore, a number from one to five must be coded in column 12, and this number designates the particular set of apportioning procedure percentages corresponding to the second alternative on the STUDENT-FILE.

As another example, a piece of capital equipment might pertain to only one course. In this case the second alternative would be selected. A number from one to five would be coded in column 12, and the course identifier and semester code would be coded in columns 14 through 29.

If a certain costing source pertained to all courses of the department and the initial relationship was based on courses, then the third and the second alternatives would be used together. No key information would be coded in columns 14 through 29 since the costing source will be apportioned first to all courses on the FACULTY-FILE, not just a subset of courses. The set of apportioning procedure percentage weights selected for use with the FACULTY-FILE would be
designated by one of the following numbers coded in column 11: 6, 7, 8, 9, or 0 . The number 0 corresponds to the number 10. Once the costing source is apportioned to all courses on the FACULTY-FILE, the amount apportioned to each course is apportioned further to all enrollments in each course as discussed previously for the second alternative.

Finally, a costing source which pertained to all departmental enrollments on the basis of enrollment would be designated by a number from 6 to 0 coded in column 13. Again, no key information would be coded in columns 14 through 29 since the costing source would pertain to all enrollments.

The costs entered on each COST-SOURCE-FILE record are apportioned either to the FACULTY-FILE and then to the STUDENT-FILE, or only to the STUDENT-FILE depending on the apportioning procedure codes selected. Irrespective of the apportioning procedure codes utilized, each costing source ultimately flows to some or all of the enrollment records of the STUDENT-FILE. The apportioned amount of cost which reaches an individual enrollment record is added to any cost which may have been previously apportioned to that record for the particular iteration.

When all of the records of the COST-SOURCE-FILE have been processed, $P 4$ outputs selected data fields from the STUDENT-FILE to the STD-COST-FILE. Initially, P4 outputs a header record which contains the iteration number and date.

Next, P4 outputs the following fields located on each enrollment record: the student major code, the student level code, the credit hours field associated with the enrollment, and the cost data field accumulated for the enrollment. P4 modifies the student level code to each STD-COST-FILE data record. P4 combines freshman and sophomore level codes into one code, lL. Junior and senior level codes are combined into the code, 20 . Masters and doctoral level codes are output as 3 M and 4D respectively. The numeric prefix assures an ascending sequence on student level within student major for subsequent sorting in JP5A and JP5B.

Program P4 outputs and DEPARTMENT COST \& APPORTIONING REPORT which documents the costing process for each iteration. This report is used in conjunction with the reports output by P5 and P6 for the purpose of analysis.

## JP5A and JP5B

Jobs JP5A and JP5B are essentially identical. (See Figure 5, page 190.) Their purpose is to sort the STD-COSTFILE from JP4, combine and sum subsets of records from the sorted STD-COST-FILE, and output the combined and summed subsets as distinct record entries on the SENSITIVITY-DATAFILE. (See Appendix B.)

In addition to a header record, the STD-COST-FILE contains a data record for every record on the STUDENT-FILE. All records after the header record correspond to one
enrollment in the department by student major and student level. Each contains the credit hours associated with the enrollment. These records also contain the total of all costs apportioned to them. Since students of various majors and levels are enrolled in the department, many of the records on the STD-COST-FILE will have identical entries in the student major and level fields.

Jobs JP5A and JP5B sort the STD-COST-FILE. The header record sorts first followed in ascending sequence by data records grouped on the basis of student major and level. Programs $P 5 A$ and $P 5 B$ simply combine all data records of similar student major and level, sum the credit hours and apportioned costs associated with each, and output these data to the SENSITIVITY-DATA-FILE.

The first iteration of the STD-COST-FILE from JP4 must be submitted to JP5A. Job JP5A creates the SENSITIVITY-DATAFILE. When the header record of the STD-COST-FILE is processed by P5A, a header record for the SENSITIVITY-DATA-FILE is created which contains ten pairs of iteration identification fields. P5A enters the iteration number and date from the STD-COST-FILE header record in the corresponding iteration identification field on the SENSITIVITY-DATA-FILE header record. All subsequent summed credit hours and costs for each distinct student major and level combination are entered in this same field on subsequent SENSITIVITY-DATA-FILE data records. Each distinct student major and level combination
is associated with a distinct SENSITIVITY-DATA-FILE data record, and $P 5 A$ writes the student major and level in columns
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2 through 8 of each record. All other fields on each record are zeroed out.

When JP5A is successfully run, the SENSITIVITY-DATA-FILE is created. This file contains one header record with all iteration identification fields zeroed out except one which corresponds to the iteration and date input to JP5A. A11 other data records on this file contain a unique student major and level code plus summed hours and costs for that major and level which are entered in the same fields as are the iteration number and date on the header record. All other cost fields on data records after the header record are zeroed out.

Subsequent STD-COST-FiLEs created by JP4, identified by unique iteration numbers and dates, are submitted to JP5B. The same procedure as described for JP5A takes place except that the SENSITIVITY-DATA-FILE already exists and requires updating rather than creation. The iteration number associated with each STD-COST-FILE input to JP5B simply designates one of the remaining iteration identification fields on the SENSITIVITY-DATA-FILE header record. A11 costs and hours for each student major and level combination for that iteration are entered in the corresponding fields on subsequent data records in the file.

Job JP4 may be executed up to ten times to create as many as ten costing studies. The output from the first execution of JP4 is submitted to JP5A. The remaining executions of JP4
are submitted to JP5B. When this process is complete, the SENSITIVITY-DATA-FILE should contain a minimum of two costing iterations and a maximum of ten. The SENSITIVITY-DATA-FILE is ready to be accessed by the sensitivity analysis job, JP6.

Programs P5A and P5B output the COSTS PER MAJOR BY LEVEL report which documents the particular iteration input to the SENSITIVITY-DATA-FILE. This report serves to verify the accuracy of the SENSITIVITY-REPORT.

## JP6

The purpose of job JP6 is to compute and display a sensitivity test for any two costing iterations resident on the SENSITIVITY-DATA-FILE. (See Figure 6, page 193.) For meaningful analysis a minimum of two costing iterations must be on the file because costs associated with each student major and level combination of one iteration are divided by the corresponding costs for each student major and level combination of another iteration. Up to ten iterations may be prepared and entered on the SENSITIVITY~DATA-FILE by jobs JP4, JP5A, and JP5B.

A single SELECTION-FILE record is used for the purpose of selecting any two iterations for sensitivity analysis. (See Appendix B.) The numerator subscript must be a number from one to ten, and it denotes the iteration of costs to be located in the numerator of each ratio of the sensitivity test. Similarly, the denominator subscript must be a number
from one to ten, and it denotes the iteration of costs to be located in the denominator of each ratio of the sensitivity test. The program places no restriction on the iterations selected for analysis as long as they are resident on the SENSITIVITY-DATA-FILE. If any student major and level ratio has zero costs in either the numerator or denominator, P6 simply bypasses computation for the ratio and inserts asterisks in place of the quotient.

Initially, the SENSITIVITY-REPORT documents the two iterations selected for analysis by displaying the iteration numbers in ratio form along with the dates they were created. Next, the costs associated with each corresponding student major and level combination from the two iterations are
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displayed as ratios along with the number of credit hours for each and the resulting quotient. Finally, the total costs associated with each iteration along with the total number of hours are displayed and a final quotient is computed. If each iteration has had the same amount of costs apportioned to it, then the resulting quotient should be 1.00000 .

## System Summary

The prototype modeling system designed in this study meets the system specifications established in Chapter II and Chapter III. The basic costing concept adopted is cost analysis. A highly disaggregated costing level is attained at the course level. The costing process adopted in this system concerns only commensurables; that is, only credit hour costs are computed. The prototype system is based on a highly disaggregated subset of a standard institutional Induced Course Load Matrix which is the heart of RRPM 1.6 as developed by NCHEMS, and is consistent with the management information system approach they espouse. The computation of credit hour costs in this study assumes the generation of credit hours to be the basic educational purpose. Finally, four alternative apportioning hierarchies are provided by the FACULTY-FILE and the STUDENT-FILE.

## CHAPTER V

## SYSTEM EXECUTION

## Introduction

The purpose of this chapter is to respond to Exploratory Question 4 , which concerns the sensitivity of costs to selected costing sources and apportioning procedures. The main thrust of this research is the development of a prototype modeling system, and the ability of the system to meet its specifications may be verified by its selective application. No attempt is made to simulate all costing sources or all apportioning procedures because the variations on both are unlimited. In this regard, not all of the system's flexibility is exercised by the applications presented in this chapter.

This chapter is divided into five following sections. The first section contains a brief profile of the department in which the system was tested. The second section contains a discussion of two representations of the department used in this study. One representation reflects departmental enrolIment as of the twelfth class day, the State reporting date; the other reflects enrollment as of the end of the semester. Each representation will subsequently be referred to as a data base. The third section contains a discussion of selected
sets of apportioning procedures (system parameters). The fourth section contains a discussion of selected costing sources (system variables), the apportioning procedures with which they are combined, and subsequent sensitivity tests. The fifth section concludes this chapter, and contains a summary of the operation of the prototype modeling system.

## Department Profile

The department in which the prototype modeling system was tested was one of the smaller Arts and Sciences departments in terms of student enrollment. This department offered undergraduate and graduate courses during the 1973-74 academic year. Undergraduate offerings were intended to provide minors for other degree programs. Graduate offerings were intended to lead to degrees in the department as well as to provide graduate minors for other degrees.

The department's faculty dropped from seven members to five during the academic year. In the fall term, seven faculty members were employed including the department chairman. Five of the seven were employed in the spring term. In the reports located in Appendix D, faculty names have been replaced by alphabetic characters to provide anonymity. The seven names are designated by the letters A through G. Faculty members $D$ and $F$ were not employed in the spring. The letter A denotes the department chairman.

Two Representations of the Department
The representation of departmental enrollment has only received incidental discussion up to this point. As documented in Chapter III, little mention is found in the literature of specific points in time on which cost study enrollments are based. One reference which did discuss enrollment considered the question of dropouts to be of no consequence (1, p. 17).

In order to probe the question of dropouts, the prototype modeling system is designed to accommodate different department enrollment representations or data bases. While the actual computer program coding establishes the structure of this prototype modeling system, the FACULTY-FILE and the STUDENT-FILE constitute the data base upon which costing sources and apportioning procedures can be modeled. The official departmental enrollment at various points during a semester represents different data bases if some students have dropped courses.

Two data bases are used in this study. One data base reflects departmental enrollment as of the twelfth class day of each semester, the date at which official enrollment is reported in Texas. This departmental enrollment is found in the DEPARTMENT ENROLLMENT REPORT, dated $04 / 18 / 77$, in Appendix D. The second data base reflects departmental enroliment as of the last day of each semester; consequently, those students who dropped out are excluded. The DEPARTMENT ENROLLMENT

REPORT, dated $06 / 07 / 77$, in Appendix $D$ shows enrollment as of the final day in each semester.

In the DEPARTMENT ENROLLMENT REPORT, each course is listed by its unique identification: department, course, section, and hours. The name of the faculty member and the semester-year code are on the same line as the course identification. Subsequent report lines for each course display unique student major code and level combinations and the number of enrollments in each unique combination. The name $A B C D$ has been assigned to the department 1 isted in the report.

A Discussion of Selected Apportioning Procedures

Six sets of apportioning procedures have been selected to demonstrate the capabilities of the system. Two sets of procedures pertain to the FACULTY-FILE and are based on the first apportioning alternative. Two sets of apportioning procedures pertain to the STUDENT-FILE and are based on the second alternative. The last two sets of procedures also pertain to the STUDENT-FILE and are based on the fourth alternative.

In a meeting with the department chairman concerning departmental costing, two relationships were discussed which could affect a cost study. First, graduate courses with section numbers from 700 to 799 differed from conventionally organized courses in that they represented individual instruction. In terms of faculty load, five individual instruction
graduate students equated to one conventional course. Sometimes only one student might be enrolled in an individual instruction section; at other times more than one student might be enrolled. To accommodate this relationship, a set of apportioning procedure weights was developed using the blanket option followed by the individual option in the APPORTION-FILE. Initially in JP2, all FACULTY-FILE records received a common weight of 020 . In record type 100 , FACBI00 was coded in columns 1 through 7 and 1 was coded in column 9 so that weights would be entered in columns 32 and 33 of the FACULTY-FILE. The selection criterion RANK was coded in columns 10 through 13 . In record type 105 , columns 11 through 14 were left blank. The number 9999 was coded in columns 15 through 18 , and 020 was coded in columns 19 through 21. This coding scheme placed 020 in columns 32 and 33 of every FACULTYFILE record. Next, JP2 was executed again and the individual option was selected by coding FACI100 in columns 1 through 7 and 1 in column 9. Individual type 105 records followed for each section in the 700 to 799 range. Graduate courses received weights based on the relationship of five enrollments equaling one conventional course. Other courses in the 700 to 799 range received weights which equaled the enrollment in each course.

The second set of apportioning procedure weights was entered in columns 34 through 35 of the FACULTY-FILE and was similar to the first set. Again the blanket option was used followed by the individual option. The only difference was
that senior level courses received a weight of 040 while all other organized courses received a weight of 020 . Using the blanket option, FACB100 was coded in columns 1 through 7 and 2CSE was coded in columns 9 through 12. Since senior level courses are numbered in the 400 range, a single type 105 record was coded such that all courses below 400 and above 499 were weighted with 020 and the rest were weighted with 040. The indivudual option was then selected. The type 100 record was identical to the one used in the first set except that column 9 was changed from 1 to 2 so that the accompanying weights on the type 105 records would be entered in columns 34 and 35 of the FACULTY-FILE. The type 105 records were the same as used in the first set.

The second relationship which could affect a costing study had to do with special requirements affecting some students. Generally, additional attention was given to graduate students enrolled for graduate credit in undergraduate courses. Additional attention could translate into additional costs apportioned to those students if faculty effort was considered as a basis for apportioning costs. In light of this second relationship, two sets of apportioning procedures pertaining to the STUDENT-FILE were developed. Since these procedures concerned enrollments within courses, they were based on the second apportioning alternative. One set of apportioning procedure weights was coded to weight equally all enrollments in each course. The blanket
option was used. A type 100 APPORTION-FILE record was coded with STDB100 in columns 1 through 7 and 1RANK in columns 9 through 13. A single type 105 record followed which was coded with blanks in columns 11 through 14 , 9999 in columns 15 through 18 , and 020 in columns 19 through 21 . This weighting scheme entered a weight of 020 in columns 32 and 33 of every STUDENT-FILE record.

To account for the additional attention often given to graduate students enrolled in undergraduate courses, another set of apportioning procedure weights was developed to weight these enrollments twice as much as all others. The same blanket option was used as in the previous set of procedures which pertained to the STUDENT-FILE except that 2 was coded in column 9 of the type 100 record. This change resulted in the weight of 020 being entered in columns 34 and 35 of every STUDENT-FILE record. The individual option was then chosen to enter the weight 040 in every graduate enrollment record in an undergraduate course. They type 100 record was coded with STDI100 in the first seven columns and a 2 in column 9. Individual type 105 records followed with specific keys to identify enrollments to be weighted with 040 .

The fifth and sixth sets of apportioning procedure weights concerned all enrollments in the department and were based on the fourth apportioning alternative. This alternative called for apportioning costs to all enrollments in the department on a departmental basis. The fifth set simply
represented a scheme for considering all enrollments on an equal basis, and was similar to the third set except that weights were entered in columns 42 and 43 of every STUDENTFILE record. Card column 9 of record type 100 was coded with a 6 to accommodate the change.

The sixth set of apportioning procedure weights was intended to implement the assumption often found in cost studies that more costs should be apportioned to higher level students than to lower level students. Consequently, a scheme was devised to weight all enrollments in freshman and sophomore courses with 020. All enrollments in junior and senior courses were weighted with 040 , and all enrollments in graduate courses were weighted with 060 . The blanket option was used to accommodate this scheme. Again, STDB100 was coded in columns 1 through 7 of the type 100 record. The number 7 was coded in column 9 so that the following weights would be entered in columns 44 and 45 of the STUDENT-FILE. Since weights were to be entered on the basis of course number, CSE was coded in columns 10 through 12 of the type 100 record. A single type 105 record was then coded. Since freshman and sophomore courses are numbered in the ranges of 100 to 199 and 200 to 299 respectively, columns 11 through 14 on the type 105 record were left blank, 2999 was coded in columns 15 through 18 , and 020 was coded in columns 19 through 21. Junior and senior courses are numbered in the ranges of 300 to 399 and 400 to 499 respectively. Corresponding coding, therefore,
consisted of 3000 being coded in columns 22 through 25, 4999 being coded in columns 26 through 29 , and 040 being coded in columns 30 through 32 . Graduate courses are numbered in the 500 and 600 ranges; therefore, 5000 was coded in columns 33 through 36 , 9999 was coded in columns 37 through 40 , and 060 was coded in columns 41 through 43 . As described previously, range entries are considered alpha-numeric and should be left justified. The right-most digit in each range field, therefore, is superfluous when course numbers are three digits in length.
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## ITERATION 1 and ITERATION 2

The first iteration of costing sources and apportioning procedures selected for demonstrating the system is displayed in the DEPARTMENT COST \& APPORTIONING REPORT, ITERATION 1 , dated 06/06/77, and located in Appendix D. This report documents input to P 4 through the COST-SOURCE-FILE. On the DEPARTMENT COST $\frac{\square}{\boldsymbol{G}}$ APPORTIONING REPORT, the locations of the apportioning subscripts verify that procedures based upon the first and second apportioning alternatives have been selected; that is, the four columns located under APPORTIONING SUBSCRIPTS and denoted by the four printed combinations of dash symbols correspond to the four apportioning alternatives. The left-most column denotes the five fields located on the

FACULTY-FILE which correspond to the first apportioning alternative. The actual subscript denotes which particular field, in this case the first field. Subscripts 1 through 5 are acceptable in this column. The next column to the right under APPORTIONING SUBSCRIPTS denotes the five fields located on the FACULTY-FILE which correspond to the third apportioning alternative. Subscripts 6 through 0 are acceptable in this column. If subscript 0 is used, 10 is actually printed on the report since 0 corresponds to the tenth field on the FACULTY-FILE.

The second column from the right under APPORTIONING SUBSCRIPTS denotes the five fields located on the STUDENTFILE which correspond to the second apportioning alternative. As with the FACULTY-FILE, subscripts 1 through 5 denote which of the five fields is selected. The right-most column under APPORTIONING SUBSCRIPTS denotes the five fields on the STUDENTFILE which correspond to the fourth apportioning alternative. Again, subscripts 6 through 0 are acceptable in this column, with 10 being printed if 0 is used.

Only faculty salaries were used as costing sources in ITERATION 1 , and they totaled $\$ 49,048.00$ for the academic year. Of the seven faculty members in the fall, only five returned to teach in the spring. Faculty members A, B, and $C$ were full-time faculty for the academic year and represented three full-time equivalents (FTEs). Faculty member A was a professor, $B$ was an assistant professor, and $C$ was an
instructor. Other faculty members were not full-time and were of lesser rank. Taken in sum the other faculty members constituted less than one FTE for the academic year.

The left-most subscript under APPORTIONING SUBSCRIPTS, by its position, denotes the use of the first apportioning alternative. The actual subscript, 1 , denotes the set of apportioning procedure weights originally entered in columns 32 and 33 of the FACULTY-FILE, that apportioning procedure which equated five graduate individual instruction enrollments to one organized class. This procedure apportioned the salary of each faculty member directly to his or her courses.

Once the salaries of each faculty member were apportioned to their courses, further apportioning within each course down to individual enrollments took place. Apportioning within each course, based on the second apportioning alternative is denoted by subscripts located in the third column from the left under APPORTIONING SUBSCRIPTS. The actual subscript, 1 , denotes the set of apportioning procedure weights originally entered in columns 32 and 33 of the STUDENT FILE, that apportioning procedure which weighted equally all enrollments in each course.

Input for ITERATION 1, through the COST-SOURCE-FILE, consisted of one record for each faculty member for each semester. The semester salary was coded in columns 1 through 9 of the COST-SOURCE-FILE record. (See Appendix B.) The apportioning subscript 1 was coded in columns 10 and 12 of
each record. Since the first apportioning alternative was selected, each record in this file required the coding of a key denoted by the semester-year code in columns 14 through 16 and faculty identifier in columns 17 through 26 . As discussed earlier, faculty names were replaced with a single alphabetic character, which was entered in column 17. The key information on each COST-SOURCE-FILE record is listed in the DEPARTMENT COST \& APPORTIONING REPORT under the heading APPORTIONING KEYS. The primary and secondary sources of funds listed in the report were taken directly from the fields located from columns 30 through 44 and 45 through 59 respectively on each input record.

The iteration number 1 in this case was coded as 01 on a single record read by $p 4$ through the SYSIN data set. This iteration, the costing sources (system variables) and apportioning procedures (system parameters), was input to the modeling system using the data base which reflected enrollment as of the twelfth class day.

ITERATION 2 , dated $06 / 06 / 77$, was similar to ITERATION 1. (See Appendix D.) The same costing sources were used as in the previous iteration; however, one of the two sets of apportioning procedures was different. Again, procedures based on the first and second apportioning alternatives were used; however, this time salaries were apportioned initially to courses based on weights originally entered in columns 34 and 35 of the FACULTY-FILE. This set of apportioning procedures was
similar to the set entered in columns 32 and 33 except that senior level courses received weights of 040 , while other organized courses received weights of 020. ITERATION 2 was similar to ITERATION 1 in all other respects.

In addition to the DEPARTMENT COST \& APPORTIONING REPORT, JP4 also writes the STD-COST-FILE to tape which is suitable for input to either JP5A or JP5B. The STD-COST-FILE contains a header record in which the iteration number and run date are entered, and a data record for every STUDENT-FILE record. Data records contain student major and level information as well as the sum of all costs eventually apportioned to each STUDENT-FILE record for the iteration.

The STD-COST-FILE containing ITERATION 1 was submitted to JP5A. JP5A sorted the STD-COST-FILE, combined and summed subsets of STD-COST-FILE records for each student major and level combination, and wrote the combined and summed subsets as distinct records on the SENSITIVITY-DATA-FILE. In addition JP5A produced the COSTS PER MAJOR BY LEVEL report, which documented record entries on the SENSITIVITY-DATA-FILE for the iteration. The COSTS PER MAJOR BY LEVEL report for ITERATION 1 is dated $06 / 06 / 77$. (See Appendix D.) In the report each line corresponds to a record entry on the SENSITIVITY-DATA-FILE, and contains the total number of all hours for, and the sum of all costs apportioned to, all STUDENT-FILE records of each student major and level combination. The final entry in the report contains the total
number of hours associated with a particular STUDENT-FILE or data base, and the total of all costs apportioned for the iteration. Of course, the total costs should be identical to those found in the DEPARTMENT COST \& APPORTIONING REPORT for each iteration.

The STD-COST-FILE containing ITERATION 2 was submitted to JP5B which performed essentially the same function as JP5A except that it updated the SENSITIVITY-DATA-FILE. JP5B also produced a COSTS PER MAJOR BY LEVEL report for ITERATION 2, dated $06 / 06 / 77$. This report documents entries on the SENSITIVITY-DATA-FILE made for ITERATION 2.

The SENSITIVITY-DATA-FILE was submitted to JP6 to compute and display a sensitivity test for the first and second iterations. The purpose of this test was to examine the sensitivity of ITERATION 1 to a slight modification in one set of apportioning procedures represented by ITERATION 2. The SENSITIVITY REPORT, dated $06 / 06 / 77$, and displaying the ratio relationship of ITERATION 1 to ITERATION 2 displays this sensitivity test. (See Appendix D.)

To understand a sensitivity test, the SENSITIVITY REPORT must be studied along with the DEPARTMENT ENROLLMENT REPORT and the DEPARTMENT COST \& APPORTIONING REPORT for each iteration. The sensitivity test for ITERATION 1 and ITERATION 2 shows that while costs for some student major and level combinations remain unchanged, others vary by hundreds of dollars.

Some student major and level combinations were completely unaffected by the modification to the second set of apportioning procedures entered on the FACULTY-FILE which doubled the weights for senior level courses. For example, on the DEPARTMENT ENROLLMENT REPORT, dated $04 / 18 / 77$, in Appendix D, instructor $F$ taught only one course, ABCD 10100103 . This was a freshman level course and was completely unaffected by the change in the second set of apportioning procedures, since instructor $\mathrm{F}^{\prime}$ s salary was entirely apportioned to this course in both iterations. Those student major and level combinations which consisted entirely of enrollments in this course consequently received the same amount of apportioned costs in each iteration. The student major and level combination 10138 1L is an example of this situation. (See Appendix D.) This combination consists entirely of one three hour enrolIment in ABCD 10100103.

Other student major and level combinations with sensitivity ratios greater than 1.0 indicate a reduction in apportioned costs from ITERATION 1 to ITERATION 2. An example of this situation is the student major and level combination 10103 LL. This single three hour enrollment was in a lower level course taught by instructor $B$. Instructor $B$, however, taught some 400 level courses that same semester, and in ITERATION 2 the 400 level courses received more of his salary than did the lower level course as compared with the amounts they received in ITERATION 1. Consequentiy, the
student major and level combination 10103 L received less of instructor B's salary in ITERATION 2 than in ITERATION 1. The exact amounts of salary are shown in the ratio in the COSTS column, and the impact on this student major and level combination of the change in apportioning procedures is represented by the resultant quotient in the SENSITIVITY column.

Student major and level combinations with sensitivity ratios less than 1.0 indicate an increase in apportioned costs from ITERATION 1 to ITERATION 2. An example which is more difficult to track is the combination 10143 2U. This combination was made up of a number of enrollments spread over many courses and totaling 112 credit hours, as can be seen on the DEPARTMENT ENROLLMENT REPORT, dated $04 / 18 / 77$ in Appendix D. Some enrollments in this combination received more apportioned costs in ITERATION 1 than in ITERATION 2, and others received less. Taken in sum, however, this combination received more apportioned costs in ITERATION 2 than in ITERATION 1, and two reasons account for this change. First, as previously discussed, those enrollments in 400 level courses received relatively more of the apportioned costs than those in courses of every other level in ITERATION 2. Second, the DEPARTMENT COST \& APPORTIONING REPORT for both iterations, dated $06 / 06 / 77$, shows that faculty member salaries vary greatly from one another. Faculty members who taught 400 level courses as well as courses in other levels, and
whose salaries differed greatly from others, would provide greatly differing amounts of salaries to be apportioned to their respective courses. In ITERATION 2, higher salaried faculty members had greater amounts apportioned to their 400 level courses and less to all others than lower salaried members of the faculty who taught 400 level courses as well as courses in other levels.

The entry at the end of the SENSITIVITY-REPORT which compares ITERATION 1 with ITERATION 2 shows that the same data base was used with both iterations, 1188 hours, and that the same amount of costs was apportioned in each iteration, $\$ 49,048.00$.

This SENSITIVITY-REPORT is used to assess the impact of changes in system parameters (apportioning procedures) on cost study results. Each iteration represents a cost study. In this example system variables (costing sources) and the data base remained constant. The single parameter change of doubling the weight of 400 level courses caused costs in all 400 level courses to be amplified. The impact on some student major and level combinations was substantial, up to 18 percent, while the impact on other student major and level combinations was nonexistent. The argument may be advanced, however, that the parameter change modeled in this SENSITIVITY REPORT is sensitive to course level distinction for the two reasons mentioned above.

## ITERATION 3 and ITERATION 4

The third iteration of costing sources and apportioning procedures selected for system demonstration is displayed in the DEPARTMENT COST $\&$ APPORTIONING REPORT, ITERATION 3, dated $06 / 06 / 77$, and located in Appendix D. In this iteration direct department faculty salaries were slightly changed from those contained in the first two iterations, indirect department costs were included and indirect college level costs were included. The faculty salary modification concerned the chairperson's salary and it was split in half; one-half for each semester remained as faculty salary and was labeled . 5 CHRMN SAL DIRECT, and one-half from each semester was combined in an academic year cost and was labeled . 5 CHRMN SAL INDIRECT. This procedure is common in cost studies.

All direct department level costs were apportioned initially to individual courses. The first apportioning alternative was used and the subscript 2 denotes weights originally entered in columns 34 and 35 of the FACULTY-FILE. Next, these costs were apportioned further to individual STUDENT-FILE records using the second apportioning alternative, and the subscript 2 denotes the set of apportioning weights originally entered in columns 34 and 35 of the STUDENT-FILE. These STUDENT-FILE apportioning procedure weights were similar to the set of STUDENT-FILE weights used with the first two iterations except that graduate student enrollments in undergraduate courses received twice as much weight as all other enrollments.

Indirect costs in ITERATION 3 were apportioned on the basis of the fourth apportioning alternative which concerns all enrollments on a departmental basis. Here all enrollments in the department are considered as one group. The subscript 6 denotes those apportioning procedure weights, originally entered in columns 42 and 43 of the STUDENT-FILE, which weighted all enrollments equally.

Indirect departmental costs in ITERATION 3 included onehalf of the department chairperson's academic year salary as previously discussed, total maintenance and operation costs budgeted to the department and labeled TOTAL DPT M\&O INDIRECT, and contract salaries and wages budgeted to the department and labeled DPT CT SAL \& WG INDIRECT (2, p. B-39).

Indirect college level costs for ITERATION 3 were taken as a percentage of the total budget for the office of the Dean of Arts and Sciences. This entry is labeled \% A\&S DEANS OFC INDIRECT. The actual cost amount, \$1,308.12, was derived from the total budgeted amount for the Dean's office, $\$ 81,130.00(2, \mathrm{p} . \mathrm{B}-104)$. The RRPM 1.6 study conducted on campus for the 1973-1974 academic year served as the basis for determining the percentage of the Dean's costs to be apportioned to the department (3). In the RRPM 1.6 study, total departmental costs were $\$ 111,034.00(3, \mathrm{p} .13)$, and total costs for the college were $\$ 6,886,337.00(3, \mathrm{p} .57)$. Departmental costs amounted to 1.61237 percent of college
costs which was $\$ 1,308.12$ of $\$ 81,130.00$. Total costs for ITERATION 3 were $\$ 70,269.12$. (See Appendix D.)

ITERATION 4 was identical to ITERATION 3 except that the cost amount for the office of the Dean of Arts and Sciences was apportioned differently. In the fourth iteration this amount was apportioned on the basis of weights originally entered in columns 44 and 45 of the STUDENT-FILE. This set of apportioning procedure weights was based on the assumption that more costs should be apportioned to higher level students. Corresponingly, lower level enrollments received weights of 020, upper level enrollments received weights of 040 , and graduate enrollments received weights of 060 .

ITERATION 3 and ITERATION 4 were run on the data base which reflected enrollment as of the twelfth class day. This data base is portrayed in the DEPARTMENT ENROLLMENT REPORT, dated $04 / 18 / 77$. The final entry in the SENSITIVITY REPORT, dated $06 / 07 / 77$, which compares ITERATION 3 with ITERATION 4 confirms that the same data base was used for both, 1,188 hours, and that equal costs were apportioned to both iterations, \$70,269.12.

Examination of the SENSITIVITY REPORT for ITERATION 3
and ITERATION 4 shows the effect of weighting student enrollments on the basis of level. Of the total amount apportioned in both iterations, $\$ 70,269.12$, only $\$ 1,308.12$ was apportioned differently between the iterations. However, every student major and level combination in one iteration received an
amount different from the corresponding amount apportioned in the other iteration. Also, a department-wide trend is evident with the student major codes. Major codes beginning with a 1 or a 2 signify bachelor level students; major codes beginning with a 4 or a 5 signify master's level students; major codes beginning with a 7 signify doctoral level students. Major codes beginning with a 9 are unknown, and those beginning with an 8 do not correspond to a degree level. Of course, major codes do not correspond directly with course level enrollments; however, it is reasonable to expect bachelor level students to be primarily enrolled in bachelor level course work. In like manner, most master's level student majors would be expected to enroll in master's level course work, and the same would be expected for doctoral level majors and courses. The comparison of ITERATION 3 with ITERATION 4 verifys this trend. Student major codes beginning with a $I$ or a 2 , with only three exceptions, show less cost apportioned to them in ITERATION 4 than in ITERATION 3 . All ratios, except three, are greater than 1.0. This phenomenon is not inconsistent with the understanding that less cost was apportioned to lower level courses in ITERATION 4. As might be expected, the trend reverses itself with master's level major codes, the codes beginning with a 4 or a 5 . Most of these student major codes show more costs being apportioned to them in ITERATION 4 than in ITERATION 3, and the same is true for doctoral level major code\$. Examination of the DEPARTMENT

ENROLLMENT REPORT, dated $04 / 18 / 77$, confirms the correspondence between the levels of student majors and course level enrolIments.

This SENSITIVITY REPORT is used to assess the impact of changes in system parameters (apportioning procedures), related to college level costing sources, on cost study results. Again, system variables (costing sources) and the data base remained constant. The single parameter change previously discussed did impact every student major and level combination; however, the magnitude of the impact was slight. Each student major and level combination varied less than 2 percent from one iteration to the other. No doubt the small amount of cost, free to vary from ITERATION 3 to ITERATION 4, mitigated against any sizable cost excursions. This sensitivity test does confirm the common contention found in the literature that faculty salaries exert the major influence on unit costs. The possibility exists that the parameter change modeled in this sensitivity test would show definite sensitivity if paired with costing sources of greater magnitude; however, in this test, although a definite trend existed, the parameter change showed negligible sensitivity to changes in student level.

## ITERATION 5 and ITERATION 6

The fifth iteration of costing sources and apportioning procedures selected for system demonstration is displayed in
the DEPARTMENT COST $q$ APPORTIONING REPORT, ITERATION 5, dated $06 / 07 / 77$, and located in Appendix D. In this iteration costing sources and apportioning procedures down through the entry for the office of the Dean of Arts and Sciences, \% AGS DEANS OFC INDIRECT, are identical to those in ITERATION 4. Additional costing sources selected for use in this iteration were considered indirect institutional level costing sources, and came from the offices of the President, Vice President for Academic Affairs, and the Dean of the Graduate Schoo1, plus the library. Each of these four institutional level units was budgeted funds for wages and salaries (W\&S) and maintenance and operation (M\&O). Each of these four institutional level units, therefore, represented two sources of costs. For example, a percentage of the funds budgeted to the President's office for maintenance and operation was included in ITERATION 5 as an indirect cost labeled PRSDNT OFC MGO INDIRECT. Similarly, a percentage of the funds budgeted to the President's office for wages and salaries was included in ITERATION 5 as an indirect cost labeled PRSDNT WGS INDIRECT.

The indirect institutional level costs for maintenance and operation were derived from local references $(2,3)$. The procedure for computing the percentage of the total for each institutional level unit to be included in ITERATION 5 was similar to the procedure used in ITERATION 4. The RRPM 1.6 study showed that total maintenance and operation costs for the department were $\$ 52,001.00(3, \mathrm{p} .13)$. Total institutional
maintenance and operation costs were $\$ 1,281,285.00(3, p .93)$. Departmental maintenance and operation costs constituted 4.0585 percent of institutional maintenance and operation costs. To compute the amount of M\&O costs included in ITERATION 5 from the four indirect institutional level costing sources, each of their total budgeted amounts for Mco was multiplied by .040585 and the results were input to JP4 as documented by the DEPARTMENT COST \& APPORTIONING REPORT for ITERATION 5. The total amounts of budgeted M\&O funds for each of these four institutional level units were derived from the "1973-74 Budget, North Texas State University" (2, pp. B-3, $\mathrm{B}-7, \mathrm{~B}-103, \mathrm{~B}-125$ ).

A similar procedure pertained to the computation of wage and salary costs included from each of the four institutional level units. In ITERATION 5 the percentage of department FTE faculty to institutional FTE faculty was used as the fraction for determining the amount of $W G S$ costs to be included for this iteration from each of the institutional level costing sources. Department FTE was 3.21 (3, p. 13); institutional FTE was 801.02 (3, p. 93). The resulting percentage was 0.40073. The total amount of funds budgeted to each of these four institutional level units for wages and salaries was located in the 1973-1974 Budget, North Texas State University" (2, pp. B-3, B-7, B-103, B-125). The total amount of budgeted funds for wages and salaries for each of the institutional
level units was multiplied by .0040073 to produce the amount of costs shown for each in the report.

All indirect college level and institutional level costs were apportioned on a departmental basis to individual enrollments using the set of apportioning procedure weights originally entered in columns 44 and 45 of the STUDENT-FILE, which weighted enrollments on a graduated basis by level as discussed in ITERATION 4. Other indirect and direct costs were apportioned as in ITERATION 4.

The total amount of costs apportioned in ITERATION 5 was $\$ 78,806.75$. This amount was made up of institutional level, college level, and department level costs.

ITERATION 6 was identical to ITERATION 5 with regard to the sources of costs and apportioning procedures used within the department. The two iterations differed in that different amounts of institutional level costs for wages and salaries were used in each. The amounts of institutional level WGS costs to be included in ITERATION 6 were based on a percentage of total departmental faculty costs relative to total faculty costs for the institution, rather than on FTE as in ITERATION 5. Total departmental faculty salaries in the RRPM 1.6 study were $\$ 38,140.00(3, \mathrm{p} .13)$. Total faculty salaries for the institution were $\$ 9,950,656.00(3$, p. 93). Department salaries represented 0.38329 percent of the total institutional faculty salaries. The total amount of budgeted funds for wages and salaries for each of the institutional level units was
multiplied by . 0038329 in ITERATION 6 to produce the amount of costs shown for each in the report. Since the costs for these units did not equal their respective costs in ITERATION 5 , the total costs in each iteration differed. Total costs in ITERATION 6 were $\$ 78,633.83$. (See Appendix D.)

The SENSITIVITY REPORT comparing ITERATION 5 and ITERATION 6 shows the effect of changes in institutional level costing sources to be negligible. Each student major and level combination received fewer of the apportioned costs in ITERATION 6 because there were fewer total costs for the iteration, and there were no changes in the apportioning procedures used as system parameters in each iteration. Although the same costing sources were used in both iterations, the amounts flowing to the department from four institutional level sources differed from one iteration to the other. The difference, in fact, resulted from the use of different apportioning procedures at the institutional level. In one iteration, faculty FTE was used; in the other iteration, total faculty salaries were used. Obviously, an individual department may receive costs from outside the department which differ from one iteration, or cost study, to another as a result of higher level apportioning procedures. The comparison of any two cost studies at the department level, therefore, need not assume that total costs will be the same even if identical costing sources are used.

The sensitivity test for the fifth and sixth iterations shows the cost study to be insensitive to changes in the amounts of institutional level costs apportioned to the department. Structurally, the two iterations were identical at the departmental level; the same apportioning procedures were used and the same data base was used. Although institutional level costs were sizable, the amounts eventually apportioned to the department were relatively small when compared to other costs included in both iterations. The small relative magnitude of these costs accounted for their negligible impact.

## ITERATION 2 and ITERATION 7

The final example selected for demonstrating the prototype system's capability concerns a change in the data base itself. All previous iterations represented cost studies which pertained to enrollnents as of the twelfth class day in each semester, the date for official State reporting. The data based used with the first six iterations is shown in the DEPARTMENT ENROLLMENT REPORT, dated $04 / 18 / 77$. (See Appendix D).

The actual enrollment in a department may change from day to day. Departmental enrollment at a semester's end may be quite different from that early in the semester. The review of literature in Chapter III, however, showed that little mention was made of actual enrollment representations.

Only Frisbee (1, p. 17) discussed this question of enrollment, and she considered the effects of dropouts to be of no consequence.

The prototype modeling system allows iterations applied to different data bases to be compared. Thus far the twelfth class day data base created originally in JP1 has been used exclusively. Apportioning procedure weights were entered on the FACULTY-FILE and the STUDENT-FILE in JP2. Once all of the sets of apportioning procedures were entered, both files were submitted to JP3 for the conversion of weights to percentages. Each of the previous six iterations originated in JP4 where each set of costing sources was read in and matched with existing sets of apportioning procedures to form six cost studies or iterations. Each iteration originating in JP4 was subsequently passed to JP5A or JP5B where it was entered on the SENSITIVITY-DATA-FILE.

The process of creating a new data base necessitates returning to JP1 and recreating all files except the SENSI-TIVITY-DATA-FILE. As discussed previously, the FACULTY-FILE and the STUDENT-FILE constitute the data base; therefore, JP1 was executed again using input files which reflected enrolIment as of the end of each semester. The data base thus created is depicted in the DEPARTMENT ENROLLMENT REPORT, dated 06/07/77. (See Appendix D.) The total number of enrollments in this data base was 325 as opposed to 396 for the twelfth class day data base. This decrease represents
the number of drops between the twelfth class day in each semester and the end of each semester.

A sensitivity test in which the effects of different data bases are to be modeled assumes commonality among costing sources, the amounts from those sources, and apportioning procedures. Since college and institutional level costing sources modeled in the third through the sixth iterations had negligible impacts on student major and level costs, they were excluded from consideration in this final sensitivity test. ITERATION 2 was selected as the basis of comparison for the different data bases. Consequently, the apportioning procedure weights used in ITERATION 2 were reentered in the new FACULTY-FILE and STUDENT-FILE. Both files were then resubmitted to JP3 for the conversion of weights to percentages. To maintain commonality with the second iteration, the same costing sources and their amounts were read into JP4 and were matched with the set of apportioning procedures previously entered in JP2. The resulting cost study was Iabeled ITERATION 7 and dated 06/08/77. (See Appendix D.) A comparison of the DEPARTMENT COST $\xi$ APPORTIONING REPORT for both iterations confirms common apportioning procedures, costing sources, and cost amounts. From JP4, ITERATION 7 was submitted to JP5B via the STD-COST-FILE. JP5B did not recreate the SENSITIVITY-DATA-FILE; it added ITERATION 7 to the existing file. The preceding six iterations remained resident on the SENSITIVITY-DATA-FILE.

The COSTS PER MAJOR BY LEVEL report for ITERATION 7 confirms a different data base indeed. While the DEPARTMENT ENROLLMENT REPORT, dated $06 / 07 / 77$, confirmed a reduction in the number of enrollments, the reduction in credit hours is shown in the COSTS PER MAJOR BY LEVEL report for ITERATION 7. The actual credit hours associated with enrollments which completed each semester dropped from 1,188 to 984 . (See Appendix D.)

The SENSITIVITY REPORT in which the second and the seventh iterations are compared portrays the definite sensitivity of the cost study to a change in the data base. The final entry in the report confirms equal amounts of total costs and a resulting sensitivity quotient of 1.0 ; however, individual student major and level entries in the report show substantial excursions in their costs from one iteration to the other.

One characteristic of ITERATION 7, apparent in the SENSITIVITY REPORT, is that certain student major and level combinations did not complete their courses. For example, the first combination in the report, 10103 LL , was a single three hour enrollment that discontinued at some point after the twelfth class day. In the second iteration $\$ 70.58$ was apportioned to this combination, while in the seventh iteration the combination did not exist. In cases where either the numerator or the denominator of the ratio is zero, p6 ceases that particular computation and inserts asterisks in the sensitivity column.

Another characteristic of ITERATION 7 is that not all of the remaining student major and level combinations received relatively more of the apportioned costs than they did in ITERATION 2. For example, the combination 13143 2U decreased from ten to eight hours and from \$176.40 to \$141.30. The reason for this situation was that the two hour enrollment which dropped was a single course enrollment with instructor C, ABCD 48970102 C 274. The other eight hours of enrollments in this student major and level combination were with other instructors whose courses experienced no change in the amounts apportioned to them and only slight change within courses. The slight increase in apportioned costs for the eight hours of this student major and level combination in ITERATION 7 did not equal the amount which had been apportioned to the other two hour enrollment in ITERATION 2. Consequently, the SENSITIVITY REPORT shows approximately 24 percent more costs associated with the combination in ITERATION 2 than in ITERATION 7.

A final characteristic of ITERATION 7 is the magnitude of the percentage change in some of the student major and level combinations. Excursions in apportioned costs exceeded 200 percent in the case of combination 20241 LL due in part to a dropout rate that cut hours from nineteen on the twelfth class days to seven by the end of both semesters. Again, the increase in costs apportioned to the seven hours remaining in

ITERATION 7 fell far short of equaling the amount of costs apportioned to the twelve hours in ITERATION 2.

The sensitivity test for ITERATION 2 and ITERATION 7 shows the cost study to be extremely sensitive to the modeled change in the data base. Large cost excursions of the type displayed in the report suggest that the enrollment representation, or data base, of a cost study may have a major influence on resultant costs. The assumption that dropouts would be of no consequence is not justified in this study.

## Summary of System Operation

The prototype computer based modeling system developed in this study is based on design premises advanced in Chapter II and Chapter III. First, the system is based on the cost analysis concept. Other costing concepts considered in Chapter $I$ were rejected for being too aggregative in nature and lacking consensus in terminology and application. Second, the individual course represents the disaggregated point of interface. Courses are the link between faculty members and course enrollments. The FACULTY-FILE and the STUDENT-FILE share the common course interface, and they constitute the system data base. Third, the system concerns only the commensurable unit costs. Fourth, department costs and student major costs computed by this system are consistent with costs computed by the more highly aggregated system, RRPM 1.6. Fifth, the unit cost measure used in this system is cost per semester credit
hour. Sixth, this system assumes the basic educational purpose to be instruction-it does not address any other purpose--and it reduces instruction to credit hour generation. Seventh, this system yields cost information consistent with NCHEMS' approach. Student major and level cost information is derived from a disaggregated department level version of the ICLM. Finally, this system accommodates the concept of alternative apportioning hierarchies within a department. The four alternatives available in the system constitute a new variation on apportioning procedures, and serve to more clearly define the concept of apportioning procedures.

The prototype modeling system performs as proposed. The emphasis in this study is on sensitivity analysis, the comparison of any two cost studies. For Sheehan and Michaels (4) sensitivity analysis meant the sensitivity of a cost methodology to a selected change in it. Costs were originally computed for the methodology. A change was then made to the methodology and costs were recomputed. Recomputed costs were compared to the originally computed costs for the methodology prior to change. In effect two cost studies were performed in each sensitivity test: the unchanged methodology, and the methodology incorporating a change. Thus, for Sheehan and Michaels each sensitivity test concerned basically one cost study, the methodology, and its dependency on certain procedural steps which were changed and then analyzed by the use of a comparison cost study, the methodology incorporating a change.

The modeling system developed in this study provides for the comparison of any two cost studies which are resident on the SENSITIVITY-DATA-FILE. The actual selection of cost studies or iterations to be submitted for sensitivity analysis in this study followed the approach used by Sheehan and Michaels which was basically two similar cost studies that differed only in one characteristic at a time. Obviously, the more dissimilar two cost studies are, the more difficult the task will be to analyze the relationships between them. Additionally, the prototype modeling system need not always be run completely through to sensitivity analysis. Jobs JP5A and JP5B can be selected as terminal points for system operation when it is simply desired to run multiple cost studies. Just because more than one cost study is performed does not mean that sensitivity analysis must follow.

Finally, the DEPARTMENT ENROLLMENT REPORT printed in JP1 may serve as a valuable supplementary tool for department administrators. The departmental data base is created in JP1 with the FACULTY-FILE and the STUDENT-FILE. These two files share courses as a point of interface. The DEPARTMENT ENROLLMENT REPORT displays this data base.
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## CHAPTER VI

## IMPLICATIONS AND RECOMMENDATIONS

Preceding chapters have traced the development of this dissertation. The need for this type of study was established in Chapter I. The state of costing in higher education and the role of costing at the departmental level were described in Chapter II. Examples of cost studies were listed in Chapter III. Chapter IV focused on the design of the prototype system, and the system was demonstrated in Chapter $V$. This study is developmental in nature, and, consequently, it adheres to few preconceived notions concerning format and logic. The format and resulting logic that now exists surfaced in their own reticular way. This chapter contains a brief review of the prototype modeling system, a discussion of implications drawn from the study, and recommendations resulting from the study. The direction for this chapter is provided by Exploratory Question 5 which concerns implications and recommendations.

Review of the Prototype Modeling System
The prototype modeling system developed in this study consists essentially of six computer jobs. Each job contains one or more job steps, but the primary step in each job is a computer program written in COBOL.

Job JP1 consists of program P1, other file maintenance job steps, and program P1A. The purpose of P1 is to access existing institutional interface files and produce the FACULTYFILE and the STUDENT-FILE for subsequent system use. The FACULTY-FILE and the STUDENT-FILE constitute the system data base and together they tie faculty to student enrollments through the courses common to both. Program P1A is a simple report writer which displays the data base in report form, the DEPARTMENT ENROLLMENT REPORT.

Job JP2 provides the facility for entering one set of apportioning procedures at a time on either the FACULTY-FILE or the STUDENT-FILE. The structure of the data base is such that each file accommodates two separate apportioning alternatives: the first and third alternatives for the FACULTY-FILE and the second and fourth alternatives for the STUDENT-FILE. Each alternative is designated by five groups of two-byte fields on both files. A total of twenty sets of apportioning procedures, therefore, may be entered in the data base: ten on the FACULTY-FILE and ten on the STUDENT-FILE. Since on1y one set of apportioning procedures may be entered at a time, JP2 must be executed once for each set of apportioning procedures to be used.

The purpose of the third computer job, JP3, is to convert each set of apportioning procedure weights to percentages so that 100 percent of each costing source is apportioned to the student enrollments. Essentially JP3 consists of two distinct
sets of job control language (JCL), but the same program, P3, is used with each. JP3 converts one file at a time, either the FACULTY-FILE or the STUDENT-FILE. Since each file must be sorted differently, separate JCL is required. JP3 must be executed at least twice.

The actual costing process takes place in JP4. At this point a set of costing sources is read into $P 4$ and is combined with a set of apportioning procedure weights resident in the data base to form one cost study or costing iteration. Up to ten iterations may be created and JP4 must be executed once for each iteration. P4 produces the STD-COST-FILE which contains each costing iteration, and the DEPARTMENT COST \& APPORTIONING REPORT which documents each costing iteration.

The purpose of jobs JP5A and JP5B is to sort the STD-COST-FILE from JP4, combine and sum subsets of its records, and write the combined and summed subsets as distinct record entries on the SENSITIVITY-DATA-FILE. The only difference between JP5A and JP5B is that the former is executed for the first costing iteration submitted, and it creates the SENSI-TIVITY-DATA-FILE. Each subsequent costing iteration is submitted to JP5B which updates the SENSITIVITY-DATA-FILE. JP5A is executed only once. JP5B may be executed up to nine additional times.

The combined and summed subsets of records from the STD-COST-FILE represent distinct record entries on the SENSITIVITY-DATA-FILE, and each entry corresponds to a unique student
major and level combination. Documentation of the SENSITIVITY-DATA-FILE is provided by the COST PER MAJOR BY LEVEL report. JP6 computes and displays a sensitivity test for any two costing iterations resident on the SENSITIVITY-DATA-FILE. Up to ten iterations may be on the file, and any two of them may be selected at one time for sensitivity testing.

## Implications of the Relationship of Costing to Academic Quality

A number of questions were addressed in Chapter II which concerned the role of costing at the departmental level in higher education. Responses to those questions served to define the environment from which prototype system's specifications were formulated.

The literature reviewed in Chapter II confirmed that questions of accountability are often input-output in nature. Balderston was quoted: ". . . we are seeking now to link the resources used to the results achieved--in other words, to Iink inputs with outputs" (2, p. 11). The input-output, or black box approach, was shown to be rooted in economic theory (10, p. 93; 5, p. 19), and this theory suggests that as long as costs can be attached to input and output, actual costing does not require a detailed knowledge of a firm's operation.

Many authorities, however, criticize the use of an inputoutput approach with higher education. Brandl was of this view as he stated: ". . . economic theory has to do with maximization . . . of known objectives" (4, p. 86) and since
higher education is typified by competing objectives, "Academic organization is, then, the institutional antithesis of the firm" (4, p. 87). In the firm, profit is usually the objective to be maximized. In higher education, however, the profit motive does not exist (8, p. 152).

Other criticisms in this same vein restrict the argument to the inability to define the end product of teaching. Specifically addressing cost-effectiveness analysis, Lovell saw the main problem in its application as being the inability to determine the final product of the teacher (14, p. 56).

Related criticisms focused on the value-added and the production function concepts in higher education. Lelong and Mann noted that the value-added concept was not adequately developed (13, p. 192). Miller noted that what contributes to a person's value-added might be the result of more than the formal academic experience (15, p. 108). Related to the value-added concept is the concept of production functions. Even if a cost study is restricted in scope to only the instructional process, the productivity of most faculty members is typified by joint production functions: they do more than teach. A good understanding of these functions and an acceptance of standard measures is lacking. Topping was explicit: "A good understanding of the production functions in the higher education process still does not exist" (22, p. 2).

The lack of common terminology and difficulties associated with the costing concepts themselves as well as the inherent
high levels of aggregation forced the rejection of the costbenefit, cost-effectiveness and cost-utility concepts from applicability in this study. Similar difficulties remained with a simple definition of cost and common acceptance of a cost analysis concept. Two leading authoritative sources in the field acknowledged the wide latitude which exists in cost definition (17, 22). Correspondingly, they recommended various approaches to meet local purposes. This view is supported by recent statements found in the literature. George Beatty, Associate Director of the Office of Budgeting and Institutional Studies at the University of Massachusetts, in a paper describing the use of cost information for decision making, wrote,

Costs may be defined, and therefore computed, in a variety of ways according to the purpose for which information is required. It is therefore imperative that a clear definition of cost be established prior to selecting a costing methodology.

For the purposes of this paper, a cost is defined as the value to an institution of the resources consumed in the delivery of a specific service, where the cost is determined in a specific manner and for a specific purpose. A costing method is a set of rules or procedures employed to compute for a specific purpose the value of resources consumed in the delivery of higher education services (3, pp. 88-89).
A definition of cost analysis by Sheehan and Gulko supported this theme: "Cost analysis attributes cost to selected cost objectives by means of various analytic formulations; usually it relates to specific management problems and purposes and often to specific institutions" (21, p. 57). These definitions
show the tremendous flexibility advocated in the literature with regard to use of the term "cost" and the cost analysis concept. Such flexibility no doubt accounts for statements like the one made by Humphrey: "Cost-analysis is the basic element in the conduct of fiscal analysis and constitutes an essential ingredient therein" (11, p. 4).

The aforementioned problems associated with costing cast doubt on attempts to tie costs to academic quality. As documented in Chapter II, general agreement with regard to educational purposes usually concerns only instruction, research, and public service. Most cost studies disregard the latter two and address only instruction. Possibly by default, due to common use, the unit of measure in most cost studies is cost per semester credit hour.

From the preceding development in both areas, the basis for addressing quality through costing is most tenuous. The methodological instrument, the costing process, has been shown to be lacking in any consistently accepted form. The question of academic quality is equally illdefined. Although not previously addressed directly in this study, if educational purposes cannot be clarified beyond instruction, research, and public service, and if the output of higher education resists concise definition, then it follows that academic quality, which is based on both, remains inscrutable.

Attempts are sometimes made to use measures of productivity or student-faculty ratios as proxy measures of quality. Sheehan and Gulko discredited such practices:

A common practice in education is to imply that the student-faculty ratio is an indicator of an educational system's instructional staffing policy. Typically, such a ratio is equated with class size, and occasionally it is regarded as an accepted measure of teaching excellence: a smaller ratio is assumed to indicate a greater probability of student-faculty classroom interaction-which implies (to some) superior educational opportunities. Most college and university educators recognize the fallacy of equating the student-faculty ratio with average class size or any other characteristics of a college or university operation; however, spurious comparisons are frequently drawn. Administrators, legislators, and faculty alike often refer to the student-faculty ratio in a context that implies that the ratio is a measure of average class size (21, pp. 61-62).

The authors then listed the following mathematical relationships:

Average Class Size =

$$
\frac{\text { Number of Students } X \text { Average Student Load }}{\text { Number of Faculty X Average Faculty Load }}
$$

Student-Faculty Ratio $=\frac{\text { Number of Students }}{\text { Number of Faculty }}$
Relative Faculty Load $=\frac{\text { Average Faculty Load }}{\text { Average Student Load }}$
Average Class Size $=\frac{\text { Student-Faculty Ratio }}{\text { Relative Faculty Load }}$
(21, pp. 61-62). By rearranging the last equation, StudentFaculty Ratio is shown to be the product of Average Class Size and Relative Faculty Load. Thus, Sheehan and Gulko showed that for a given student-faculty ratio, average class size and relative faculty load could vary over a significant range (21, p. 63).

At this point in time there is simply no consensus that the costing process can be tied to questions about academic quality or that it can be used as a tool to address questions regarding academic quality. Peterson stated: "Assessing quantitative teaching output or efficiency at the departmental level is evidently still the subject of administrative, not scholarly research" (19, p. 29). He continued by noting that the departmental service function remains virtually unexamined. He concluded: "In sumary, the quantity, efficiency, and objective quality of departmental outcomes are seldom analyzed" (19, p. 29).

## Implications of the Study of Selected Costing Assumptions Modeled by the Prototype System

The development and application of the prototype modeling system has expanded upon the limited research in this area. This study was intended to shed more light on the impact of some costing assumptions commonly made in cost studies. The following implications document the completion of this project.

One implication regarding the nature of this study is that it is the kind of study recommended by Hopkins and Schroeder (9) in a recent issue of the New Directions for Institutional Research series entitled Applying Analytic Methods to Planning and Management. Issue editors David Hopkins and Roger Schroeder discussed four needs that pertain
to modeling in the field of institutional research. First, they saw the need for actual applications rather than mathematical model formulations. Second, they pointed to the need for focusing on specific problems. Third, they suggested that "soft" approaches to modeling, including various types of data analysis and systems analysis, warrant attention in addition to sophisticated mathematical modeling approaches. Finally, they advocated the use of simple models to be expanded upon only as needed (9, p. xi).

The prototype modeling system developed in this study meets all four of the needs specified by Hopkins and Schroeder. The prototype system is an example of "soft" modeling, the development of which relied heavily upon systems analysis in the design specifications stage. Actual use of the system requires continual data analysis by the user for the study selected costing assumptions. The focus of this study was on a specific problem, costing assumptions. As might have been expected, the study did grow well beyond initial expectations as responses to the exploratory questions were developed. In this regard the prototype modeling system is an example of an actual application rather than a mathematical model formulation. Finally, even though the prototype modeling system appears to be complicated, it is actually based upon the simple relationships that exist at the disaggregated level at which it is intended for use. The mathematical relationships coded into the model do not exceed simple multiplication and division.

Another implication of this study has to do with the expansion on modeling capability in the area of costing assumptions. Cost studies were described in Chapter I as being typified by assumptions made in two dimensions: costing sources and apportioning procedures. These dimensions were portrayed in matrix form as a two dimensional matrix. A given cost study, therefore, could be viewed as consisting of one column and one row: one set of costing sources and one set of apportioning procedures.

The prototype modeling system allows for more than one set of costing sources and more than one set of apportioning procedures to be modeled. In effect the system allows for a conceptual matrix of more than one row and one column to be created. Each cell in the conceptual matrix represents the combined assumptions of a cost study, costing sources and apportioning procedures. Each conceptual cell in effect is input to JP4 which combines costing sources and apportioning procedures in a cost study or iteration.

The system is designed so that individual cost studies may be performed when there is no desire to subject any of them to sensitivity analysis. In this situation JP4 and JP5 would be executed for each cost study or each conceptual matrix cell. JP5 would serve as the terminal point of system use.

The capability to perform sensitivity analysis is provided by JP6. This job allows the user to select any two
cost studies resident on the SENSITIVITY-DATA-FILE for sensitivity analysis. JP6 is the final computer job in the prototype modeling system. No comparable departmental level modeling system has been found in the literature.

Another implication concerns new and additional meaning that attaches to the term costing assumptions. Prior discussion of costing assumptions referred to costing sources and apportioning procedures. From the selective application of the prototype modeling system in Chapter $V$, cost sensitivity was shown to be affected by a number of assumptions. Upon closer examination it can be argued that the selection or omission of a costing source itself becomes an apportioning procedure of a higher order. The higher order apportioning procedure is based upon a binary relationship: a weight of 1 includes the costing source in the study; a weight of 0 excludes it. The basis for this argument is shown in the sensitivity test for the fifth and sixth iterations, which had unequal amounts of costs. The unequal amounts of costs in each iteration resulted from a difference in higher order apportioning procedures that pertained to institutional level costs. One iteration contained costs apportioned on the basis of FTE; the other contained costs apportioned on the basis of faculty salary. The point is that apportioning procedures pertaining to higher level costs affect what is eventually included or excluded at the lower levels in the same way that the selection or omission of a costing source affects lower level costs.

Similarly, a closer look at a given costing source shows that within the source, costs may be included or excluded; consequently, this act becomes an apportioning procedure. For example, the iterations which included college and institutional level costs were designed such that those costing sources were made up of the more detailed costs similar to those used in the RRPM 1.6 study conducted on campus (18). In other words the attempt was made to use the RRPM 1.6 study as a compatibility reference for costing sources used in the selective application of the prototype modeling system. No attempt was made, however, to duplicate the RRPM 1.6 study. The point is that, where applicable, each of these college and institutional level costing sources was comprised of contract salaries and wages, non-contract salaries and wages, and maintenance and operation costs. The inclusion or exclusion of any of these three subsources of costs represents an apportioning procedure.

The same relationship holds true for the individual faculty member costing source. In the selective application of the prototype modeling system, no attempt was made to account for the service functions of individual faculty members. A general concession is that far more than instruction occupies the time of a teacher. Many cost studies have been shown to disregard the other activities of a teacher and apportion all of a teacher's salary to instruction as was done in this study. Had some form of activity analysis been
performed for each member of the faculty, then only a portion of each member's salary would have been included in this study. This is a form of inclusion or exclusion, as discussed above, and it represents an apportioning procedure.

With regard to apportioning procedures, the proposition is also advanced that any set of apportioning procedures reduces to a weighting scheme. Even a binary apportioning procedure, inclusion or exclusion, is a weighting scheme. Whether directly coded for input to the system through the APPORTION-FILE or implicitly coded as when disregarding faculty service functions, weighting schemes are involved. As previously discussed, these schemes affect resultant costs.

The capability provided by the four apportioning alternatives, through which the modeling system receives apportioning procedure weights, also affects resultant costs. These apportioning alternatives established the flow of costs within the system. Costs related to faculty could either be apportioned to the courses of each faculty member or to all courses on a departmental basis. Costs related to enrollments could either be apportioned to enrollments within individual courses or to all enrollments on a departmental basis. For these reasons, the four apportioning alternatives, which are hard coded in the system software, constitute apportioning assumptions and affect resultant costs.

Finally, costing assumptions must include consideration of the data base upon which a cost study is performed. The
comparison of the second and seventh iterations, which focused solely on a change in the data base, showed the costing approach to be extremely sensitive to dropouts. The two data bases represented enrollments at specific points in time: twelfth class day enrollments and enrollments that actually completed course work. These two points in time represent the extremes of a semester; the twelfth class day is early in a semester as opposed to the final day of a semester. During those points in time, enrollment would be expected to vary as a result of dropouts, and the sensitivity analysis of those two iterations shows the impact of dropouts on the costing approach.

One other aspect of the data base that warrants consideration is the nature of the data base itself. The enrollment patterns within the data base also affect resultant costs. This is to say that, theoretically, for a given offering of courses and a given set of students, the resultant enroliment pattern is affected by many intangible factors like course conflicts, job conflicts, teachers in given courses, etc. Differing sets of these factors could, theoretically, produce differing enrollment patterns for the same set of course offerings and students. Different enrollment patterns would produce different resultant costs for the student major and level combinations.

Another implication of this study is that it confirms that department level costs, by their relative magnitude,
exert the major influence on resultant student major and level combination costs. Also, faculty salaries represent the major department level cost. As is frequently found in the literature, other costs are often apportioned on the basis of faculty salaries, and this practice seems justified in light of the predominant influence that faculty salaries exert. Although college and institutional level costs can be sizable, the amounts which found their way to the department in this study were relatively small when compared to faculty salaries in the department.

Another implication concerns the interaction between costing sources, apportioning procedures, and the data base. As alluded to in Chapter $V$, any two costing iterations resident on the SENSITIVITY-DATA-FILE can be submitted to JP6 for sensitivity analysis, but the analysis itself becomes an increasingly difficult task as iterations become increasingly dissimilar. As discussed previously, the approach taken by Sheehan and Michaels (20) was to study one basic costing methodology. They would make one change at a time in the methodology and recompute costs for that change. The recomputed costs for each change in the methodology were compared, one at a time, with the costs from the methodology in sensitivity tests. Although each change in the methodology produced a new cost study, each new cost study differed from the methodology in that only one change at a time was made.

Sensitivity for Sheehan and Michaels, thus, meant the sensitivity of the original costing methodology to a single change at a time in the methodology. They did not make numerous changes at one time, producing a substantially different cost study from the original methodology, and then compare the two in sensitivity analysis.

The approach to sensitivity analysis used by Sheehan and Michaels is recommended from the application of the prototype modeling system in this study. The effects of multiple changes in costing sources, apportioning procedures, or the data base would be impossible to track in a sensitivity analysis. Therefore, the proposition is advanced that maximum utilization of sensitivity testing results from a single change at a time in a cost study. This single change is modeled in the form of another cost study which incorporates the change. Technically, two cost studies exist; but practically speaking, the intent of sensitivity analysis is to examine one cost study and the effects of a change on that cost study.

A final implication of this study is that costs computed by the prototype modeling system bear no relationship to the credit hour costs used in Coordinating Board formulas for institutional appropriations. In the State of Texas, State institutions receive the majority of their funding for a biennium from legislative appropriations through designated formulas. The formulas for faculty salaries, departmental
operating expenses, and the library are based on credit hours. The formula for instructional administration is indirectly tied to credit hours in that it is based on the amount appropriated for faculty salaries. The formula for general administration is based on head-count (16, pp. 18-20). The amounts appropriated are derived from a preceding twelvemonth base period.

The prototype modeling system is designed to support the larger, institutional level, program oriented costing simula* tion system, RRPM 1.6. In RRPM 1.6, a typical program is synonymous with a student major. Similarly, the prototype modeling system computes costs through a disaggregated process for each student major by level combination. Total costs for the department are also computed.

Administrators may use this system to study the ramifications of institutional, college, and departmental level budgets on the instructional activities within a department. In so doing this prototype modeling system could serve as a useful tool for incorporating instructional service in the process of allocating resources as recommended by Dressel and Simon (6, p. 32).

Institutional budgets, being largely tied to Coordinating Board formulas, and departmental budgets simply do not reflect programs as defined in this study. Dressel and Simon pointed out that
$\dot{b}$. precious little program budgeting has been done in higher education. It is not even clear what a program is at a departmental level, in that aside from graduatedegree programs, which may be entirely subsumed within a given department, most degree programs involve several departments and the use of general university resources ( 6, pp. 20-21).

The prototype modeling system is a useful tool for studying the relationship of programs and program budgets to conventional budgets.

Recommendations for Further Research
An initial recommendation for further research concerns the development of a comprehensive management information system (MIS) for departmental level use, or possibly a subsystem of a comprehensive institutional level MIS. No system as described was found in the literature. The discussion of management information systems in Chapter II concerned the role of costing in a MIS and each reference to a MIS in that chapter was to a system designed for institutional level use. Different levels of information within a MIS were defined: information for decision making, information for control, and information for operations (7, pp. 30-31). These levels, however, were described with the view of central administration in mind.

Departmental level management tools are in short supply. Johnson pointed out that "Recent trends in data collection have been oriented away from the department and toward such external agencies as state-wide boards, state legislators,
accrediting associations, foundations, and federal agencies" (12, p. 62). Two reasons for these trends are the centralizing forces of increasing government financial support in higher education along with associated reporting needs, and the rapidly growing computer power which central administration sees as a tool to meet the pressure to develop central computer information systems (12, p. 63). The result at the department level is that few computer applications or reports exist which are designed for departmental level use. Examples of this situation are monthly accounting reports which are distributed to departments and contain various budgetary summaries. They are designed by people in central administration who have backgrounds in accounting, and they adhere to commonly accepted accounting terminology and format. The problem is that not many department chairmen are accountants, nor do they have the requisite background to understand the reports.

The prototype modeling system developed in this study could become one part of a multi-part departmental level information system including an intelligible budget reporting system, and a modeling or optimizing preregistration system.

A second recommendation concerns improving the capabilities of the prototype modeling system. Consistent with the needs of a typical department chairman as described by Johnson (12, pp. 69-70, p. 75), the design of the data base could
be expanded to include relevant data about student enrollments, faculty members, and the courses that impact both. This system could be expanded to produce information over a given time period regarding the kind of course preparation students of various majors receive, grade point patterns of various majors or courses, the impact of socio-economic or other demographic characteristics on the department, and the characteristics of faculty members such as the number and type of graduate students assigned to each, the kind of research or other responsibilities being pursued, etc.

A third recommendation also concerns the data base. The selective application of the system in this study was based upon two representations of the data base at two specific points in time. In fact, however, the data base is dynamic, not static. This assertion is verified by the difference in enrollments represented by each data base.

There should be no difficulty in developing a static data base which relfects the relative participation of dropouts. One data base developed for use in Chapter $V$ included dropouts, and the other excluded them. For costing purposes, a static representation accounting for their partial participation could be possible.

Another variation on the data base would include the possibility for true stochastic simulation over time for planning purposes. This effort would involve developing an
acceptable historical data base comprehensive enough to yield probability distributions for enrollment patterns in the courses of the department. Once this historical data base was developed, the modeling system could be modified to incorporate the probability distributions at the point where the data base is created so that projective simulation would be possible. Of course, various changes in system variables or system parameters are currently possible. For example, the impact on an existing data base resulting from a modification to teaching assignments is possible with the prototype modeling system. However, this kind of modification remains tied to a static, historical data base.

A fourth recommendation builds upon the second and third recommendations in that it involves improving the capabilities of the modeling system by expanding the data base to include data that identifies potential dropouts. Research by Astin (1) has shown that some crude dropout predictor variables exist. An expanded data base could be used to simulate end-of-term cost patterns based upon anticipated dropouts. Departmental personnel could then encourage persistence in these potential dropouts. Astin (1, p. 2) pointed out that this may be the most fruitful area for resource investment in that it should directly contribute to increased enrollment. By modeling various dropout patterns, a modeling system incorporating this capability would allow researchers to anticipate future enrollment patterns. These patterns should
be of interest to administrators since they directly impact budget requests. If encouraging persistence is successful, subsequent enrollments should be greater than they would be if persistence is not encouraged. Increased enrollment contributes to an increased budget, and the modeling system could be used as a planning tool in this area. In addition, a kind of opportunity cost could be computed for a dropout pattern. A modified modeling system could be used to predict various patterns and minimize the opportunity costs. Further research in this area is strongly encouraged.

A fifth recommendation concerns possible changes to the existing prototype software. Specifically, other apportioning alternatives exist which could be incorporated in the system. For example, in many of the more aggregated cost studies, costs are commonly apportioned to course levels. The prototype modeling system will accommodate such a scheme, but it would require a binary weighting scheme with zero coded in as a weight for courses of all other levels and a non-zero weight coded in the courses of the particular level of interest. This kind of weighting scheme would be necessary for each level of courses to receive costs. A more direct and expeditious way could be developed.

In like manner more flexibility could be provided for the blanket option in the APPORTION-FILE. Currently, weights are entered through the blanket option by the use of a simple mapping strategy. For the selection criterion chosen, CSE,

SCTN, HRS, RANK, or FTE, weights are simply coded into appropriate FACULTY-FILE or STUDENT-FILE fields on the basis of ranges provided on the type 105 record. A more appropriate scheme might be to weight FACULTY-FILE or STUDENT-FILE records on the basis of multiple criteria. For example, this kind of flexibility could allow for both course level and student level to determine a resultant weight. This flexibility is currently provided through the individual option of the APPORTION-FILE; however, coding individual 105 record types can be a time-consuming and error-prone chore.

A sixth and final recommendation concerns potential system use. The focus in this study has been on the development of a prototype modeling system for use in the study of selected costing assumptions. The field of costing in higher education has been shown to be extensive and it consists of conflicting views. Even within a university, departments vary greatly and institutional level cost studies are often viewed as inequitable when some generalizations are considered inapplicable to some departments. A modeling system of the type developed in this study would allow individual departmental administrators to perform their own departmental cost studies from which one might be selected as most consistent with department goals. The results of individual departmental level cost studies could then be combined to produce an institutional level study. Those departments with characteristics considered unique for costing purposes could participate
in this way; other departments could simply allow the aggregative tools and generalized costing sources and apportioning procedures to be applicable in their cases. In this way departmental administrators would have authority over the costing process as it impacts their departments. The proposition is advanced that an institutional level cost study of this type would have a number of positive effects including improved understanding of individual departmental profiles and characteristics, opportunities to bring together departmental and central administration for improved mutual understanding rather than abetting antagonistic work in relative isolation, and the likelihood of cost study results that would differ from those of a typical aggregative and generalized institutional level study. Such a study could not be criticized for ignoring departmental nuances.

The active involvment of departmental administrators with these tools will necessitate continued research on academic departments so that existing administrative tools may be modified or new ones developed. One readily apparent modification to the prototype modeling system would facilitate the study of the relationship of Coordinating Board formulas to departmental level costs. The prototype modeling system is designed to maintain a very low level of cost aggregation, and consequently departmental costs are computed primarily to verify accurate, total cost apportioning. However, Coordinating Board formulas which concern credit hours
are, of course, aggregative and are based on degree levels. For example, one formula is for liberal arts and it includes many liberal arts departments with the only distinction being for credit hours generated at the bachelor, master's and doctoral levels. Correspondingly, the prototype modeling system should be expanded to compute summed costs by course level, degree level, and student level. The present system lacks this capability.

The development of the prototype modeling system has demonstrated the feasibility of constructing flexible tools for use at a very disaggregated level within a college or university. Tools of this type can be used for the study of assumptions as well as for supporting the day-to-day needs of departmental level management.
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|  | perfura ck－dif－fac thru c－D－F－x GO TC 1－PRCS－5TO． |
| If | SUB $>$ MAX－FAC |
| $1 F$ | gu to 7 －Error． |
| IF | KEY－FAC－DATA $=$ KEY－FAC（SUB） |
|  | ADD $\quad+1$ To SUB－HIT |
|  | move＇1＇to fac－match |
|  | perform fac－mit thru f－h－X |
|  | move sub to pointer（Sub－hit） |
|  | GO TO l－LOOP． |
| IF | IKEY－FAC－DATA＜KEY－FAC（SUB））AND（FAC－MATCH＝＇19） |
|  | PERFORM CK－DIF－FAC THRU C－D－F－X |
|  | move space to fac－match |
|  | GG Tij 1－PRCS－STD． |
| IF | KEY－FAC－JATA＜KEY－FAC（SUB） |
|  | GO to 7－ERROR． |
| 6 to | 1－LUCP． |
| 7－errar． |  |
| display | －errur－7＇ws－data |
| 60 To | $1-8-R-x$ ． |
| 1－prcs－sto． |  |
| müe | lero tc sug． |
| 1－PRCS－LOOP |  |
|  | ＋i to Sub． |
| ：${ }^{\text {a }}$ | SUB $>$ SUB－HIT |
|  | G0 TS 1－b－R－X． |
| müve | polinter（SUb）to sub－key． |
| move | COST－FAC（SUB－KEY）To Cost－sv． |
| move | CI－fac（SUB－kEY）TC CI－Sv． |
| move | SMYR－FAC（SUB－KEV）TO SMYR－SV． |
| Perform | StD－SRCh－RTN ：HKU S－s－R－x． |
| G）то | 1－PrCs－LCUP． |




109353
$2-R-R-X . E x 17$
（5347） $2-H R A N C H-R T N . ~$
04042.
MOVE SO



10
54
4
5
27

$\left.\cdot T \perp S-9]: 1-x^{\circ}\right)(\cdot 6021$

110250
110260
111270
110280
110290
113300
110310
110320
113339
113340
110350
110360
113370
$11338 J$
110390
113400
113413
110420
110430
1113440
110450


| 3」)3 | 11307) |  |  |
| :---: | :---: | :---: | :---: |
| 00504 | 113J80 | PERFJRM |  |
| 00505 | 110090 | CO TU | 4-LOSP. |
| 33536 | 11)130 |  |  |
| 30507 | 110110 | $4-8-R-X$. EXI |  |
| 30508 | 110130 | FAC-HIT. |  |
| 10539 | 11.150 |  |  |
| 00510 | 11.150 | compute | APRTN-COST RUUNDED = CUST-AMT-DATA * |
| 33511 | 110160 |  | PCT-FAC (SULS SUBF) |
| 20512 | 119170 |  | UN SIIE ERRQR DISPLAY 'ERRUR-4* WS-DATA |
| 00513 | 119180 |  | ADO $\quad+1$ TC ABND-itR |
| 00514 | 110190 |  | GJ TC CLCSE-FILES. |
| 0.0515 | 113203 | ADD | APRTN-COST TO SUM-FAC. |
| 33516 | 115213 | move | APRTN-CCST TU COST-FAC ISUBS. |
| 00517 | 110220 |  |  |
| 30518 | 110230 | F-H-X. EXIT. |  |
| 00519 | 110250 |  |  |
| 30523 | 110260 |  |  |
| . 0521 | 113270 | CK-DIF-FAC. |  |
| 00522 | 11028 | COMPUTE | SUED $=5 \mathrm{~S}$ - 1. |
| 00523 | 110290 |  |  |
| 30524 | 113300 | IF | SUBD < +1 |
| 00525 | 110310 |  | DISPLAY 'ERROR-5 ' WS-DATA ' SUBD |
| 00526 | 110320 |  | ADO + +1 TO AEND-ITR |
| 33527 | 11) 33.3 |  | Gu TO CLCSE-FiLES. |
| 30528 | 110340 |  |  |
| 00529 | 110350 | compute | COST-CIF $=$ CCST-AMT-DATA - SUM-FAC. |
| 33530 | 110360 | move | COST-CIF TC COST-DIF-US. |
| 30531 | 11.3370 | IF | COST-CIF-US > 1-0) |
| 00532 | 113385 |  | LISPLAY 'EPRDR-6 WS-CATA |
| 00533 | 110380 |  | ADO +1 TC AbAD-ITR |
| 30534 | 110400 |  | GETC CLDSE-FILES. |
| 30535 | 11.3413 | ADO | CUST-¢IF TU COST-FAC (SUED). |
| 00536 | 110420 | MOVE | LEROU TL SUM-FAC. |
| 30537 | 110430 |  |  |
| 020538 | 113443 |  |  |
| 00539 | 110450 | C-0-F-X. EXI | T. |

[^3]$n$
$n$
$n$
$n$

| IF | SUBE $<+1$ <br> DISPLAY 'ERROR-5A 1 KEY-SV ' ' CDST-SV $A D D \quad+1$ TC ABND-ITR GO TO CLOSE-FILES. |
| :---: | :---: |
| compute | cost-cif $=$ CUST-SV - SLM-STD. |
| move | cost-cif tc cost-dif-us. |
| IF | COST-LIF-US $>1.00$ |
|  |  |
|  | ADC +1 TO ABNO-ITR |
|  | go to close-files. |
| ADD | cost-dif to cost-sto (SUBD). |
| move | ZERO TO SUM-STD. |

C-D-S-X. EXIT.
STD-SRCH-RTN
MOVE
ZERO TC SUBl.

120290
12930
123310

$\stackrel{0}{0}$

$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$
$P 4$





$\operatorname{comp-3.}$
$\operatorname{comp-3.}$

с́MP-3.
$\operatorname{comp-3.}$







[^4]






$\begin{array}{cc}\text { UもO220 FIVAL-PKIVT. } \\ \text { Jら0213 } & M O V E \\ 35243 & M D V E\end{array}$






耳






N禺禺






[^5][^6]






[^7]\[

$$
\begin{array}{ll}
3 & 0 \\
9 & 4 \\
4 & 0 \\
0 & 5 \\
0 & 0 \\
0 & 0
\end{array}
$$
\]

$$
\begin{aligned}
& 3 m \\
& 0 \\
& 4 \\
& 4 \\
& 4 \\
& 30
\end{aligned}
$$


050470
350503
303013
060020
003030
363343
060050
060000
363075



かロロロロ゚ロロ

[^8]APPENDIX B

FILE FORMATS
FACULTY-FILE
T13621 or D13621


RANK-FTE-FIIE

APPORTION-FILE


Type 100

APPORTION-FILE


APPORTION-FILE

Type 105
62
68
62
62
CONVERSION-FIIE

COST-SOURCE-FILE

NISAS

STD-COST-FILE
T13640
T13640 宙
SENSITIVITY-DATA-FIIE

|  | 4 |  |  | 4 |  |  | 12 |  |  | 16 |  |  | 20 |  |  | 24 |  |  | 28 |  |  |  |  |  | 34 |  |  | 40 |  |  | 44 |  |  | 48 | 50 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | 99919 | 5919 | 97919 | $919 \%$ | 949s |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | 1 | 1. |  |  |  |  |  |  |  |  |  |  |
| O LOW-VALUE |  |  |  |  | ITERATEON EDEMTEETCATKON FIELAS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 | - | - |  |  | sus |  | ¢7\% | Ar30 |  | ${ }_{2}$ |  |  |  |  | 3 | 3 |  |  |  |  | [ 54 |  |  |  |  | 5 | 5 |  |  |  | 150 |  |  |  |  |


Header Record
SENSITIVITY-DATA-FILE

SELECTION-FILE


## APPENDIX C

JOB CONTROL LANGUAGE


## 

## 

 SCRATCH USAAME =USERZONR

## 

DJ SYSIJUT=A
D) DSN=USFR.D2.964.PL136.T 13650 , DISP=(CLC,KEEP),
PG, VOLUME=(NRIVATE,RETAIN,SER=(500C50)) ,
 SYSUT $1, S P A C F=\{C Y L,(1,1)\}$ XEC PGBy I EBGENER

EUMMY
$T$ EG SY





//SYSI: LL EUMMY
//SYSPKIAT LiJ SYSUUT=A

// LINIT=TAPES, VOL=REF=', CPY7J.SYSUTI,








//SYSIM 0O

/1 ECE=*.CPY/J. SYSUT1
//ECE=* CPY/J. SYSUFL
/ $\operatorname{SPACE}=(T H K,(4+1))$. $\mathrm{CC} \mathrm{CH}=$ - SORTIN
$/ \not / P 1 シ x E C$ COかCL



1
I $=2314$.
1.
IT $=2314$.
1.

## $T=2314$


 LlSP=\{,KEEP), $\mathrm{KPACE}=\{C Y L,(01,1))$, VIL=SER=LSRVOL.
 //GO.SYSUDUMP DD SYSOJT=A
//GO.SYSU EXEC PGM=PSO722
$\begin{array}{ll}1 / P R I N T & \text { OU SYSUUT=A } \\ / / S Y S L O U A P & \text { DU SYSJUT=A }\end{array}$
//DISKIA DO DSN二USER2.02364.P1L36.013023, CCE=ESORG=1S,UNIT=2314, $V C L=S E R=U S R V O L, O I S P=\{S H K, K E E P)$

DD *





//JP5A JGB (2064-113t), 'GOSE', CLASS=A,MSGLEVEL=(1,1)
$/ /$ EXEC MOU
Uid
//SYSIN RSAME=USERZ.02064.P1136.D13650,VOL=2314=USRVOL
/SORTS EXEC ADSORTOL
//SYSIN 1 D
 DI $S H=(O L U, K E E P), V O L=S E R=530114$,

$D S N=\varepsilon E S C F, D I S P=(0 L O, O E L E T E)$

$1 S F=(, K E E P), S P A C E=(C Y L, 11,111, V O L=S E R=U S R V O L ;$
$C B=(1 S O R G=\{S, R E C F M=F E, I R E C L=080, B L K S I Z E=7200)$
$C C B=10 S O R=15, R E C F=F R, P 1136 . D 13650(P R I M E), U N I T=2314$,

$=$ OD DSV $\mathrm{D}=\mathrm{USER2.D2J04.P1136.D13650} \mathrm{(CVFLCW)} ,\mathrm{UNIT} \mathrm{=2314} \mathrm{}, \mathrm{}$,
$I S P=(, K E E P), S P A C E=(C Y L,(1, W)), V O L=(, R E F=*=0130531$,
//GC. SYSUJUMP DD SYSOUT=A
／JF6 ACE（2）64－1136），＇GUSE＇，CLASS＝A，MSGLEVEL＝（1，1）
$/ 96$ EXFC COBCEG

$R=U S^{D} V C L$
$T I U N-F I L E$
出出咅都

さ．ぶ心


APPENDIX D

REPORTS


```
            N
            N
```



```
            4
                                    *
Nmtaminmathmmatann in
                                O
```



```
                                    0
                                    #
```



```
                                    #
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & \(\pm\) & \(\underset{\sim}{N}\) & \[
\underset{\sim}{N}
\] & \[
\stackrel{n}{-}
\] & \[
\stackrel{M}{\infty}
\] & \[
\pm
\] \\
\hline \multirow[t]{2}{*}{－－－－－－＋－} &  & \(\rightarrow\)－－＋ & \(\rightarrow \sim\) & \(\rightarrow\) & \(\rightarrow N\) &  \\
\hline & \(\infty\) & 18 & 3 & \(\propto\) & \(\bigcirc\) & \(u\) \\
\hline \multirow[t]{2}{*}{n＋in Not} &  & ごがt＋ & \(3+n\) & \(\stackrel{1}{-1}\) & Mn＊ &  \\
\hline & \(\stackrel{+}{3}\) & \[
\vec{i}
\] & \[
\stackrel{\text { N }}{2}
\] & 3 & \[
\underset{\sim}{2}
\] & \[
\underset{\sim}{n}
\] \\
\hline \multirow[t]{2}{*}{} &  &  & \[
\stackrel{\sim}{2} \stackrel{\infty}{2} \underset{\sim}{n}
\] & \(\stackrel{m}{m}\) & \[
{ }^{-} \underset{-7}{7}
\] &  \\
\hline & \[
\underset{\sim}{8}
\] & \[
\begin{aligned}
& 0 \\
& 0 \\
& 0 \\
& 0
\end{aligned}
\] & \[
\begin{aligned}
& 0 \\
& 0 \\
& 4
\end{aligned}
\] & \[
\begin{aligned}
& 3 \\
& 3 \\
& 3
\end{aligned}
\] & \[
\begin{aligned}
& 3 \\
& 0 \\
& 0
\end{aligned}
\] & \[
\begin{aligned}
& 3 \\
& 0 \\
& \hline 1
\end{aligned}
\] \\
\hline
\end{tabular}
INSTRUCTUR SMYR

\(\underset{\sim}{2}\)
9
03
4
6
4
4

\[
173
\]
\[
\underset{\sim}{\approx} \equiv \stackrel{n}{2}
\]
\[
\stackrel{5}{N}
\]
\[
\underset{\sim}{ \pm}
\]

\footnotetext{
\(\therefore\) ? Ant TENT CJVZSE SECTIUN (iJJRS
}
STUNEST MAJJK STULENT LEVEL
\[
173
\]
 \begin{tabular}{lllllll}
\(\overrightarrow{2}\) & \(\overrightarrow{2}\) & \multirow{2}{2}{} & \(\overrightarrow{2}\) & \(\overrightarrow{2}\) & \(\overrightarrow{3}\) & \(\overrightarrow{3}\)
\end{tabular}
 \(\begin{array}{lllll}\underset{i}{0} & \left.\begin{array}{ll}0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 4 & 3 \\ 0 & 3 \\ 0\end{array}\right)\end{array}\)

主
\(\underset{N}{N}\)
\(\stackrel{m}{n}\)
\(\stackrel{ \pm}{\sim}\)
\(\stackrel{n}{-}\)
\(\infty\)
น
\(\omega\)

แกเด
3 in mino \(0 \rightarrow 0\) แn
วงルルセกภ
Mninininin
Min in in
\(5 m\)
ninn
n

3
3
3

 \(\pm\)
0
0
分会
 ثN
0
0
0
0 547
\(4<641\)
33074
78010
\(\begin{array}{r}554 \\ +6031 \\ \hline 50074\end{array}\)
in
\(n\)
\(n\)
\(E\)
0
0
8
3
3 \(\square\)
3
0
0
0
\(=\)
\(=1\)
\(=1\)
3
0
0
4
4
\(A B C 0\)

274

\(\underset{\sim}{2}\)
```

$$
\stackrel{m}{\sim}
$$

```
\[
\stackrel{ \pm}{N}
\]
\[
\cong
\]
\[
\xlongequal{\cong}
\]
\[
\rightarrow \sim
\]
\[
\rightarrow \text { in }
\]
\[
\rightarrow-1+\mathrm{mm}
\]
\[
n=
\]
\[
-\quad-
\]
\[
+4
\]
\[
\rightarrow-
\]
\[
\rightarrow-
\]

0
 \(\stackrel{\rightharpoonup}{n}\)
\(\overrightarrow{3}\)
3
\(3 \quad 3 \quad 2\)
\(\hat{i}\)
\(\ddot{n}\)
2
2 426.71
58674
58674
\(n_{n}^{n}\)




 NA
No
in
in
in别号 1.
5
7
7 B้ 2



3
\begin{tabular}{ll}
0 & 0 \\
\multirow{2}{c}{} \\
0
\end{tabular}
\begin{tabular}{l}
\(O\) \\
0 \\
\hline \multirow{2}{0}{}
\end{tabular}
3
\begin{tabular}{l} 
O \\
4 \\
\hline 1
\end{tabular}
\(\underset{\sim}{3}\)
-5
-5
-5
3


\begin{tabular}{|c|c|c|}
\hline \multicolumn{2}{|l|}{Primary} & SECONDARY \\
\hline faculty & SALARY & DIRECT \\
\hline FACULTY & SALARY & direct \\
\hline faculiy & SALARY & DIRECT \\
\hline faculty & SALARY & UIRECT \\
\hline facutir & SALARY & OIRECT \\
\hline faculty & SALARY & Grect \\
\hline faculty & SALARy & DIREET \\
\hline faculty & SALARY & DiPECT \\
\hline FaCulty & SALARY & OREECT \\
\hline Facklty & SALARY & dspec: \\
\hline Feriulty & SALARY & Dipety \\
\hline FACULY & SAtarx & DIRECf \\
\hline
\end{tabular}

 APPORTIUNING SUBSCKIPTS
\[
\begin{array}{lll}
1 & 1 & 173 A \\
1 & 1 & 173 B \\
1 & 1 & 173 C \\
1 & 1 & 173 D \\
1 & 1 & 173 E \\
1 & 1 & 173 F \\
1 & 1 & 173 G \\
1 & 1 & 274 \mathrm{~A} \\
1 & 1 & 274 B \\
1 & 1 & 274 C \\
1 & i & 274 E \\
1 & 2 & 2746
\end{array}
\]
CJST AMOUNT

\section*{\(\$ 10.023 .00\)} \(\$ 6,930.00\) \(\$ 5.023 .00\) \$90). 20 \(00 \cdot 0065\) \begin{tabular}{l}
8 \\
\(\dot{8}\) \\
\(\stackrel{8}{3}\) \\
\(\stackrel{n}{n}\) \\
\hline
\end{tabular} \$50).33 \(\$ 13.023 .30\) \$6,930.13 \$5,020,00 \(\$ 1,700.00\)
se 3200
\$49,048.33
APPORTIONING
SUBSCRIPTS APPORTIONING
SUBSCRIPTS
 TOTAL COSTS - -- -\(\begin{array}{ll}2 & 1 \\ 2 & 1\end{array}\)
[0.323 .03
0.933 .30
5.023 .00
85.023 .00
\(\$ 931.3)\) \(00 \cdot 0065\) \(00 \cdot 0055\) \(\$ 500.00\) \(\$ 5!9.33\)
\(\$ 10,023.35\) \(813,023.33\)
\(\$ 6,935.01\)

 \(\$ 1,700.00\)
\(\$ 6.32 .70\)
\[
\begin{gathered}
\text { APPORTIONING } \\
\text { KEYS }
\end{gathered}
\]
\[
\begin{aligned}
& \begin{array}{l}
\text { DIRECT } \\
\text { DIRECT }
\end{array} \\
& \text { OIRECT } \\
& \text { DIRECT } \\
& \text { direct } \\
& \text { direct } \\
& \text { oIrect } \\
& \text { direct } \\
& \text { DIRECT } \\
& \text { DIRECT } \\
& \text { DIRECT } \\
& \text { DIRECT } \\
& \text { DEPARTMENT COST E APPORTIONING REPORT } \\
& \text { ITEPATION } 2 \\
& \text { faculty salary } \\
& \text { faculty salary } \\
& \text { faculty salary } \\
& \text { FACULTY SALARY } \\
& \text { faculty salary } \\
& \text { faculty salary } \\
& \text { faculty salary } \\
& \text { faculty salary } \\
& \text { FACULTY SALARY } \\
& \text { FACULTY SALARY } \\
& \text { FACULTY SALARY } \\
& \text { faculty salary } \\
& \begin{array}{ll}
\text { COST E APPORTIDNING REPORT } \\
\text { ITEPATION } 2
\end{array}
\end{aligned}
\]






MAJ0R
46614
5.964
52611
58668
58643
58059
58674
58674
58674
70611
74617
78608
78610
78613
78632
78643
78641
78643
78654
76659
78659
78667
89657
89658
99698
59199



\title{

}


\[
\begin{array}{ll}
\stackrel{N}{N} \\
\underset{\sim}{N} & \vdots
\end{array}
\]
\[
\begin{aligned}
& \vec{r} \\
& \stackrel{N}{N} \\
& \stackrel{n}{n}
\end{aligned}
\]
\[
\begin{aligned}
& 20241 \\
& 20242
\end{aligned}
\]
\[
22319
\]
\[
\begin{aligned}
& \underset{\sim}{\infty} \\
& \stackrel{N}{\sim} \\
& \underset{\sim}{n}
\end{aligned}
\]
\[
\begin{aligned}
& \hat{N} \\
& \underset{\sim}{N} \\
& \hline
\end{aligned}
\]
\[
\begin{aligned}
& \underset{\sim}{n} \\
& \underset{\sim}{m} \\
& \underset{\sim}{n}
\end{aligned}
\]
\[
\begin{aligned}
& \underset{3}{3} \\
& \underset{\sim}{4}
\end{aligned}
\]
\[
\begin{aligned}
& \vec{\sim} \\
& \stackrel{\rightharpoonup}{n} \\
& \stackrel{y}{n}
\end{aligned}
\]
\[
\begin{aligned}
& \ddot{Z} \\
& \stackrel{\text { In }}{\text { N }}
\end{aligned}
\]
\[
28551
\]
\[
42606
\]
\[
\begin{aligned}
& ⿳ ⺈ ⿴ 囗 十 灬 \\
& \stackrel{y}{0} \\
& \underset{f}{2}
\end{aligned}
\]
\[
42631
\]
\[
42641
\]
\[
\begin{aligned}
& \sim \\
& \underset{\sim}{0} \\
& \sim \\
& \underset{\sim}{2}
\end{aligned}
\]



4
3
2
2
\(\stackrel{5}{5}\) ar
~
in \(n\)
0
0
0
 0
0
0
0 58674 \begin{tabular}{l}
+ \\
0 \\
0 \\
\multirow{3}{*}{} \\
\hline
\end{tabular} \(N\)
\(\stackrel{N}{N}\)
\(\sim\) \(\stackrel{\rightharpoonup}{\stackrel{\rightharpoonup}{0}}\) 0
0
0 \(\infty\)
0
0 78613 79613 \(\underset{\sim}{n}\) \begin{tabular}{l}
0 \\
\multirow{2}{*}{} \\
\multirow{2}{*}{} \\
\multirow{2}{*}{}
\end{tabular} 78641 73643出
\(\stackrel{y y y}{*}\)
\(\stackrel{y}{*}\) 78659 78655 78661 05657 89658 89698 55159 total costs


m


R-i36-00
\(36 / 36 / 77\)
MAJCR LEVEL HOURS

\begin{tabular}{|c|c|c|c|}
\hline MAJOR & LEVEL & nutas & COSTS \\
\hline \multirow[t]{2}{*}{13143} & 1 L & 18 & \$410.97 \\
\hline & & 18 & \$424.96 \\
\hline \multirow[t]{2}{*}{13143} & 2U & 10 & \(\$ 198.15\) \\
\hline & & 1.\()\) & \$176.4v \\
\hline \multirow[t]{2}{*}{15154} & 16 & 3 & \$83.29 \\
\hline & & 3 & \$70.58 \\
\hline \multirow[t]{2}{*}{15154} & 20 & 18 & \$595.96 \\
\hline & & 18 & \$618.72 \\
\hline \multirow[t]{2}{*}{16336} & 11 & 3 & \$25.00 \\
\hline & & 3 & \$25.00 \\
\hline \multirow[t]{2}{*}{20201} & IL & 9 & \$75.00 \\
\hline & & 9 & \$75.00 \\
\hline \multirow[t]{2}{*}{20201} & 20 & 7 & \$113.70 \\
\hline & & 7 & \$183.60 \\
\hline \multirow[t]{2}{*}{23234} & 1L & 3 & \$25.00 \\
\hline & . & 3 & \$25.00 \\
\hline \multirow[t]{2}{*}{20225} & IL & 13 & \$326.63 \\
\hline & & 13 & \$319.02 \\
\hline
\end{tabular}


\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|l|}{\[
\begin{aligned}
& \text { R-130-6J } \\
& 06 / 06 / 77
\end{aligned}
\]} \\
\hline Aajor & Level & hours \\
\hline \multirow[t]{2}{*}{20225} & 24 & 54 \\
\hline & & 54 \\
\hline \multirow[t]{2}{*}{20241} & 14 & 19 \\
\hline & & 19 \\
\hline \multirow[t]{2}{*}{23241} & 20 & 95 \\
\hline & & 90 \\
\hline \multirow[t]{2}{*}{23242} & 14 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{22319} & 23 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{22303} & 14 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{22303} & 34 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{23353} & 11 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{27173} & 1 L & 3 \\
\hline & & 3 \\
\hline
\end{tabular}

NSITIVITY
1.18005
.95798
1.00000
1.00000
1.08730
1.07191
1.05501


Ma je levcl houks
MAJJF
\begin{tabular}{|c|c|c|}
\hline 28511 & 1 L & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{28511} & 2.4 & 16 \\
\hline & & 16 \\
\hline \multirow[t]{2}{*}{28551} & 34 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{40036} & 3.4 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{40643} & 34 & 6 \\
\hline & & \(\bigcirc\) \\
\hline \multirow[t]{2}{*}{42601} & \(3{ }^{4}\) & 9 \\
\hline & & 9 \\
\hline \multirow[t]{2}{*}{42641} & 3 H & 19 \\
\hline & & 19 \\
\hline \multirow[t]{2}{*}{42642} & 3.4 & 3 \\
\hline & & 3 \\
\hline 46614 & 3 M & 3 \\
\hline
\end{tabular}


\(50640 \quad 34\)

50640

W
58643 3
\(n\)
\(n\)
\(n\)
\(n\)
0
0
\(n\)
\(n\)
\(\stackrel{\pi}{i}\)
9
9
ENSITIVITY
1.00000
1.03429
1.15557
1.00300
1.18373
1.00000
1.09746

\(-2 \begin{array}{r}\$ 61.63 \\ \$ 61.63\end{array}\)

\(\begin{array}{r}\$ 204.03 \\ \$ \$ 01.54 \\ \hline \$ 61.54 \\ \hline \$ 413.10 \\ \hline \$ 331.44\end{array}\)



\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|l|}{\[
\begin{aligned}
& 8-136-60 \\
& 06 / 06 / 77
\end{aligned}
\]} \\
\hline majer & \& EVEL & HOURS \\
\hline \multirow[t]{2}{*}{74610} & 40 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{786C8} & 3 M & 5 \\
\hline & & 5 \\
\hline \multirow[t]{2}{*}{78610} & 40 & 14 \\
\hline & & 14 \\
\hline \multirow[t]{2}{*}{78613} & 40 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{78632} & 40 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{78640} & 40 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{78641} & 40 & 9 \\
\hline & & 9 \\
\hline \multirow[t]{2}{*}{78643} & 34 & 3 \\
\hline & & 3 \\
\hline 78654 & 40 & 13 \\
\hline
\end{tabular}
COST E APPORTIUNING REPORT
ITERATION 3

\footnotetext{
APPORTIONING
KEYS

}


TOTAL COSTS

COST AMOUNT
\(\$ 5.011 .50\)
\(\$ 6.930 .00\) \(00 \cdot 020 * 5 \$\) \(00^{\circ} \cos 5\) \(C C=C 065\) 0
0
0
0
n \(\$ 500.00\) OS* T10*S\$ 0
0
0
0
0
0 0
0
\(\dot{3}\)
\(\underset{y}{n}\)
\(n\)
\(n\)
\(n\) \begin{tabular}{l}
8 \\
0 \\
0 \\
0 \\
\multirow{2}{0}{} \\
\hline
\end{tabular} \(\$ 602.00\) \(\$ 1 \nu .1) 23.00\) \(\$ 13.937 .03\) \(\$ 3.976 .00\) \$1,308.12 \(573,269.12\)

\footnotetext{
SNINGIICliddy
}

DEPARTMENT COST \& APPOKTIUNING REPGRT
\[
\begin{aligned}
& \text { APPORTIUNING } \\
& \text { KEYS } \\
& \hline 173 \mathrm{~A} \\
& 173 \mathrm{~B} \\
& 173 \mathrm{C} \\
& 1730 \\
& 173 \mathrm{E} \\
& 173 \mathrm{~F} \\
& 173 \mathrm{G} \\
& 274 \mathrm{~A} \\
& 274 \mathrm{~B} \\
& 274 \mathrm{C} \\
& 274 \mathrm{E} \\
& 274 \mathrm{G}
\end{aligned}
\]
total ccsts
siditossens
N
N
cost amount

\(\$ 900.30\)
\begin{tabular}{l}
3 \\
0 \\
0 \\
0 \\
\hline
\end{tabular}
0
0
8
0
0
\begin{tabular}{l}
3 \\
\(\underset{\sim}{2}\) \\
\multirow{2}{2}{}
\end{tabular}
3
3
3
3
\(i\)
0
0
0
0
0
0
0
0

\(\underset{\sim}{2}\)
\(\underset{\sim}{2}\)
\(\underset{\sim}{2}\)
\(\$ 602.33\) \(\$ 10.023 .00\) \(\$ 13,937.00\) 55.570.00 \$1,308.1/
\$7),269.12

\title{

}


MASER
10103
\(\stackrel{\circ}{\stackrel{\circ}{3}} \underset{-}{9}\)
\(\stackrel{\infty}{0}\)
\(\stackrel{\rightharpoonup}{-}\)
\(\stackrel{+}{2}\)
\(=\)
\(=\)
\(\stackrel{N}{\underset{\sim}{N}}\)
\(\stackrel{n}{N}\)
\begin{tabular}{l}
\(\underset{N}{N}\) \\
\(\underset{\sim}{-1}\) \\
\hline
\end{tabular}

\(\stackrel{刃 n}{\stackrel{2}{9}}\)
\(\stackrel{N}{5}\)
\(\stackrel{7}{5}\) \(i\)
0
0
 \(\pm\)
0
0
0
0 \begin{tabular}{l}
\(\stackrel{\sim}{4}\) \\
\(\stackrel{-}{\square}\) \\
\hline
\end{tabular} \(\stackrel{\infty}{\stackrel{\infty}{2}}\)円
\(\stackrel{0}{0}\)
\(\underset{-}{-1}\) 0
\(\stackrel{O}{0}\) 13147 \(\stackrel{\stackrel{y}{3}}{\stackrel{y}{3}}\) 11106 12108
12108


 R－136－50B
\(08 / 06 / 77\)
MAJCR
13143
\(\stackrel{M}{N}\)
\(\stackrel{*}{\text { vi }}\)
\(\stackrel{*}{\text { 学 }}\)
\(\stackrel{\stackrel{N}{2}}{2}\)
20201 \(\underset{\sim}{\stackrel{\rightharpoonup}{n}}\)烒 N \(\stackrel{n}{N}\) 20241 \(\underset{\sim}{\sim}\) \(\stackrel{\text { N }}{\sim}\) \(\stackrel{\sigma}{\sim}\) \(\stackrel{N}{\sim}\) N゙N．． \(\stackrel{n}{\stackrel{m}{\sim}}\) \(\stackrel{7}{\stackrel{~}{\sim}} \underset{\sim}{\sim}\) \(\underset{\sim}{\vec{\sim}}\)部 \begin{tabular}{l}
8 \\
0 \\
\hline 8 \\
\hline 8
\end{tabular} 40643 42601 42641 42642



 M
\(\stackrel{y}{*}\)
in \(a\)
\(\sim\)
0
0
\(n\) \(\stackrel{N}{N}\) \(\pm\)
\(\stackrel{y}{*}\)
in \begin{tabular}{l}
\(\pm\) \\
\(\vdots\) \\
\multirow{4}{\infty}{} \\
\(n\)
\end{tabular} \(\stackrel{-}{-1}\) 74610 \(\infty\)
\(\stackrel{D}{\circ}\)
\(\stackrel{\circ}{\infty}\)
\(\sim\) 0
\(\stackrel{0}{0}\)
\(\stackrel{y}{0}\) 78613 \(N\)
\(\underset{\sim}{\infty}\) \(\circ\)
®
ゅ 78641 78643 \(78 \in 54\) 78659 78659 78667 39697 85658 8SES8 99199 Total costs



MAJ.
\(\stackrel{3}{0}\) \(\stackrel{\circ}{\circ}\) \(\stackrel{8}{\circ}\) \(\stackrel{8}{\stackrel{3}{7}}\) \(\stackrel{\rightharpoonup}{\square}\) \(\stackrel{\rightharpoonup}{\square}\) \(\stackrel{\sim}{\sim}\) \(\stackrel{\underset{3}{3}}{\stackrel{3}{3}}\) 62701 m
\(\stackrel{0}{0}\) \(\stackrel{\infty}{\stackrel{\infty}{-}}\)
 \(\stackrel{\sim}{2}\) \begin{tabular}{c}
\(N\) \\
\multirow{1}{2}{} \\
\\
\end{tabular} \(\stackrel{+}{9}\) \(\stackrel{\underset{\sim}{n}}{\underset{\sim}{4}}\)
 \(\stackrel{\infty}{\stackrel{\infty}{0}}\) \(\stackrel{\sim}{\sim}\) \(\stackrel{2}{-}\) \(\stackrel{N}{3}\) \(\stackrel{\stackrel{\rightharpoonup}{s}}{-}\) 11120 12108
12108

\title{
\(n\)
告
0 \\ 
}


\(\mathrm{R}-136-508\)
\(06 / 06 / 77\)


\title{

}



MAJOR 5
0
0
7 O
芯
in \(\underset{\sim}{3}\)
\(\underset{\sim}{N}\)
N \(\infty\)
0
on
in N an
in
in
in
 \(\underset{\substack{ \pm 0 \\ \\ \\ \hline}}{ }\)
 \(\stackrel{7}{\circ}\)
\(\stackrel{y}{8}\) 0
0
\(\vdots\)
+ \(\begin{array}{ll}\infty & 3 \\ 0 & 0 \\ 0 & 0 \\ \sim & 0\end{array}\) \(n\)
\(\infty\)
\(\infty\)
\(\infty\) \begin{tabular}{c} 
N \\
io \\
\multirow{2}{*}{}
\end{tabular} \(\circ\)
\(\stackrel{O}{5}\)
\(\sim\)
\(\sim\)
\(\sim\)
 \(\stackrel{\sim}{\stackrel{n}{*}} \underset{\sim}{\infty}\) \(\underset{\sim}{\stackrel{*}{*}}\) \begin{tabular}{l} 
N \\
\multirow{2}{0}{} \\
\(\underset{\sim}{\infty}\)
\end{tabular}出
 89697 89698 89698 99199

ITERATIUN 3 DATE CREATED: JG/O6/77

SENSITIVITY
1.01292

1.01696

9
\(\underset{\sim}{n}\)
\(\underset{\sim}{0}\)
\(\cdots\)
\begin{tabular}{r}
\(\sim\) \\
\multirow{2}{*}{} \\
\multirow{2}{*}{} \\
\multirow{2}{*}{} \\
\hline
\end{tabular}
\(\underset{\sim}{\sim}\)
\(\underset{\sim}{\sim}\)
\(\underset{\sim}{-}\)
.99837
1.01443
\begin{tabular}{r}
\(\cos T S\) \\
\hline\(\$ 143.46\) \\
\hline\(\$ 141.63\) \\
\hline\(\$ 778.82\) \\
\(\$ 771.24\)
\end{tabular}

\(\$ 130.21\)
\(\$ 253.15\)
\(\$ 249.36\) \(\$ 133.23\)
\(\$ 131.53\)
\(-\begin{array}{r}\$ 141.46 \\ -141.63\end{array}\)
\(\$ 1,050.36\)
\(-\mathbf{\$ 1 , 0 5 2 . 0 7}\)
\(\$ 376.78\)
-------------

\begin{tabular}{|c|c|c|c|c|c|}
\hline MAJCR & LEVEL & mours & costs & & SENSITIVITY \\
\hline \multirow[t]{2}{*}{10129} & 20 & 3 & \$125.35 & \multirow[t]{2}{*}{=} & \multirow[t]{2}{*}{1.33208} \\
\hline & & 3 & 5125.09 & & \\
\hline \multirow[t]{2}{*}{13133} & 20 & 3 & \$133.09 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.01294} \\
\hline & & 3 & \$131.39 & & \\
\hline \multirow[t]{2}{*}{10138} & \multirow[t]{2}{*}{IL} & 3 & \$103.11 & \multirow[t]{2}{*}{=} & \multirow[t]{2}{*}{1.31676} \\
\hline & & 3 & \$131.41 & & \\
\hline \multirow[t]{2}{*}{10143} & \multirow[t]{2}{*}{1L} & 34 & \$1,341.30 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.01273} \\
\hline & & 34 & \$1,324.44 & & \\
\hline \multirow[t]{2}{*}{10143} & \multirow[t]{2}{*}{20} & 112 & \$4,931.68 & \multirow[t]{2}{*}{=} & \multirow[t]{2}{*}{1.00586} \\
\hline & & 112 & \$4,932.95 & & \\
\hline \multirow[t]{2}{*}{12152} & \multirow[t]{2}{*}{12} & 3 & \$136.24 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.01881} \\
\hline & & 3 & \$104.28 & & \\
\hline \multirow[t]{2}{*}{10154} & \multirow[t]{2}{*}{IL} & 6 & \$218.95 & \multirow[t]{2}{*}{=} & \multirow[t]{2}{*}{1.01639} \\
\hline & & B & \$215.42 & & \\
\hline \multirow[t]{2}{*}{10154} & \multirow[t]{2}{*}{20} & 14 & \$510.67 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.00228} \\
\hline & & 14 & \$569.37 & & \\
\hline \multirow[t]{2}{*}{10154} & \multirow[t]{2}{*}{3 M} & 6 & \$342.37 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.30091} \\
\hline & & 6 & \$343.02 & & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \[
\stackrel{\sim}{2}
\] & \[
\begin{aligned}
& \ddot{1} \\
& 0 \\
& 0 \\
& 0 \\
& \hdashline-1
\end{aligned}
\] & \[
\] & \[
\begin{aligned}
& 9 \\
& 0 \\
& 0 \\
& 0 \\
& \hline
\end{aligned}
\] & \[
\begin{aligned}
& 0 \\
& 0 \\
& 0 \\
& 0 \\
& 0 \\
& \hline
\end{aligned}
\] & \[
\begin{aligned}
& \vec{n} \\
& \stackrel{\rightharpoonup}{\circ} \\
& 0 \\
& -1
\end{aligned}
\] & \[
\begin{aligned}
& \text { N } \\
& \stackrel{\infty}{\infty} \\
& \stackrel{\circ}{\sigma}
\end{aligned}
\] &  & 0
0
0
0
0
0 & \begin{tabular}{l}
8 \\
0 \\
0 \\
\hline-1
\end{tabular} \\
\hline & 11 & " & 11 & 1 & H & 11 & 17 & II & " \\
\hline
\end{tabular}

\(R-136-60\)
\(06 / 57 / 77\)
major level hours
MAJOR
10157
10158
10158
10179
10197
\(\underset{\sim}{-}\)
11106
12108
12108



\begin{tabular}{|c|c|c|}
\hline MAJOR & LEvEl & HOURS \\
\hline \multirow[t]{2}{*}{20225} & 24 & 54 \\
\hline & & 54 \\
\hline \multirow[t]{2}{*}{20241} & 1 L & 19 \\
\hline & & 19 \\
\hline \multirow[t]{2}{*}{20241} & 20 & 93 \\
\hline & & 90 \\
\hline \multirow[t]{2}{*}{20242} & 14 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{22319} & 24 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{22363} & 1 L & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{22363} & 3 M & 3 \\
\hline & & 3 \\
\hline 23353 & IL & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{27103} & 11 & 3 \\
\hline & & 3 \\
\hline
\end{tabular}


\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|l|}{\[
\begin{aligned}
& R-136-60 \\
& 06 / 07 / 77
\end{aligned}
\]} \\
\hline MAJOR & level & HOURS \\
\hline \multirow[t]{2}{*}{28511} & IL & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{28511} & 20 & 16 \\
\hline & & 16 \\
\hline \multirow[t]{2}{*}{28551} & 3 M & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{40606} & 3 M & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{40643} & 3 M & 6 \\
\hline & & 6 \\
\hline \multirow[t]{2}{*}{42601} & \(3 M\) & 9 \\
\hline & & 9 \\
\hline \multirow[t]{2}{*}{42641} & \(3{ }^{\text {M }}\) & 19 \\
\hline & & 19 \\
\hline \multirow[t]{2}{*}{42642} & 3 M & 3 \\
\hline & & 3 \\
\hline 46614 & \(3 M\) & 3 \\
\hline
\end{tabular}

\(\operatorname{cosis}\)

\begin{tabular}{r}
\(\$ 188.21\) \\
\(\mathbf{\$ 1 8 6 . 5 1}\) \\
\(\$ 151.12\) \\
\hline\(\$ 152.43\) \\
\hline\(\$ 1,364.38\) \\
\hline\(\$ 1,371.46\)
\end{tabular}



\(\begin{array}{r}\$ 139.76 \\ \hdashline-2140.94\end{array}\)

\[
\frac{6 L^{\circ} 681 \text { '1 } 5}{98^{\circ} 581 \text { '15 }}
\]



\(\$ 3,471.49\)
\(\$ 3,484.42\)

\(\$ 278.89\)

0

\(\sim\)
\(\sim\)
\(\sim\)
\(\sim\)
\begin{tabular}{lll} 
R-136-60 \\
\(36 / 01 / 77\) \\
MAJOR & \\
LEVEL HOURS
\end{tabular}


R-136-60
O6/07/77 MAJOR LEVEL HOURS
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline \[
\begin{aligned}
& \underset{2}{2} \\
& \stackrel{y}{2} \\
& \stackrel{y}{5} \\
& \underset{\sim}{4}
\end{aligned}
\] & \[
\begin{aligned}
& \text { O} \\
& \underset{\sim}{\sigma} \\
& \stackrel{y}{\alpha}
\end{aligned}
\] & \[
\begin{aligned}
& \text { ö } \\
& \text { No } \\
& \text { O}
\end{aligned}
\] & \[
\begin{aligned}
& \infty \\
& \stackrel{\infty}{0} \\
& \stackrel{\rightharpoonup}{\sigma} \\
& \text { O}
\end{aligned}
\] & \[
\begin{aligned}
& \text { N} \\
& \text { in } \\
& \text { on }
\end{aligned}
\] & \[
\begin{aligned}
& \stackrel{\sim}{\infty} \\
& \underset{\sim}{\alpha} \\
& \underset{\sigma}{\alpha}
\end{aligned}
\] &  & \[
\begin{aligned}
& \text { M } \\
& 0 \\
& 0 \\
& 0 \\
& 0 \\
& \vdots
\end{aligned}
\] & \begin{tabular}{l}
8 \\
\hline 8 \\
\hline
\end{tabular} \\
\hline & (1) & 11 & 1 & \# & 1 & * & 1 & 4 \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|l|}{\[
\begin{aligned}
& R-136-60 \\
& 06 / 07 / 77
\end{aligned}
\]} \\
\hline MAJOR & Level & HOURS \\
\hline \multirow[t]{2}{*}{78659} & 3M & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{78659} & 40 & 9 \\
\hline & & 9 \\
\hline \multirow[t]{2}{*}{78667} & 40 & 9 \\
\hline & & 9 \\
\hline \multirow[t]{2}{*}{89697} & 3M & 18 \\
\hline & & 18 \\
\hline \multirow[t]{2}{*}{89698} & 3 M & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{89698} & 40 & 6 \\
\hline & & 6 \\
\hline \multirow[t]{2}{*}{99199} & 1L & 7 \\
\hline & & 7 \\
\hline \multirow[t]{2}{*}{TOTAL} & & 1188 \\
\hline & & 1188 \\
\hline
\end{tabular}
\(R-136-40\)
\(26 / 07 / 77\)





COST AMOUNT
\(\$ 78,806.75\)
\[
\begin{aligned}
& \text { APPORTIONING } \\
& \text { SUBSCRIPTS }
\end{aligned}
\]
PPRIMARY FUND SOURCE -CLONDARY
LIBRARY WE \(S ~\)

COST \(A M O L N T\)
\(\$ 3,237.76\)
\(\$ 78,806.75\)
department cost if apportioning report


R-136-40
\(36 / C 7 / 77\)
OST AMOUNT
\(\$ 5,011.50\)
\(\$ 6.930 .00\)
\(\$ 5.020 .00\)
\(\$ 900.00\)
\(\$ 903.00\)
\(\$ 500.00\)
\(\$ 500.00\)
\(\$ 5.011 .50\)
\(\$ 6.930 .00\)
\(\$ 5.020 .00\)
\(\$ 1.700 .00\)
\(\$ 602.00\)
\(\$ 10.023 .0 .3\)
\(\$ 13.937 .03\)
\(\$ 5.976 .00\)
\(\$ 1.308 .12\)

N
DEPARTMENT COST \& APPORTLONING REPGRT


APPORTIONING
KEYS
TOTAL CESTS

APPURTIJNING
SUBSCRIPTS
-7
COST AMOUNT
\(\$ 3.296 .85\)

\title{

}


```

|lllllllll
N
\#
O
~
O
~
N
?
78641
N
N
N
78659
78667
N
\#\#
<c

```

\title{
costs 151.68
849.06
110.26
267.78
141.58 \(\$ 151.68\)力ع－891＊15 \(\$ 399.89\) \(\$ 144.32\) ゅガなって \(0 \varepsilon\)＊8ヶグT
9ヶ＊
 6ヶ＂と仕 \(\infty\)
0
0
\(\stackrel{N}{N}\)
\(\sim\) \(62 \cdot 9 力 95\) 9＊＊89を5 \(\$ 280.80\) \(\$ 251.93\) \(\$ 144.58\) \(\$ 113.49\)
\(\$ 1,400.74\) \(\$ 1,400.84\)
\(11,166.85\) \(\$ 837.29\)

}



\title{

}


\(m\)
山
号
a

COSTS PER MAJOR BY LEVEL
ITERATION OO


SENSITIVITY REPORT
\begin{tabular}{|c|c|c|c|c|}
\hline \multicolumn{5}{|l|}{\[
\begin{aligned}
& R-136-60 \\
& 06 / C 7 / 77
\end{aligned}
\]} \\
\hline & & & Iteration 5 date & CREATED: 06/07/77 \\
\hline & & & ITERATION 6 date & CREATEQ: 06/07/77 \\
\hline MAJCR & LEVEL & HOURS & costs & SENSITIVITY \\
\hline \multirow[t]{2}{*}{10103} & \multirow[t]{2}{*}{IL} & 3 & \$151.88 & \multirow[t]{2}{*}{1.00132} \\
\hline & & 3 & \$151.68 & \\
\hline \multirow[t]{2}{*}{10106} & \multirow[t]{2}{*}{20} & 17 & \$850.64 & \multirow[t]{2}{*}{1.00186} \\
\hline & & 17 & \$849.06 & \\
\hline \multirow[t]{2}{*}{10108} & \multirow[t]{2}{*}{1 L} & 3 & \$110.4t & \multirow[t]{2}{*}{1.00181} \\
\hline & & 3 & \$113.26 & \\
\hline \multirow[t]{2}{*}{10108} & \multirow[t]{2}{*}{2 U} & 6 & \$268.14 & \multirow[t]{2}{*}{1.00134} \\
\hline & & 6 & \$267.78 & \\
\hline \multirow[t]{2}{*}{10117} & \multirow[t]{2}{*}{1L} & 3 & \$141.78 & \multirow[t]{2}{*}{1.30141} \\
\hline & & 3 & \$141.58 & \\
\hline \multirow[t]{2}{*}{10117} & \multirow[t]{2}{*}{20} & 3 & \$151.88 & \multirow[t]{2}{*}{1.30132} \\
\hline & & 3 & \$151.68 & \\
\hline \multirow[t]{2}{*}{10128} & \multirow[t]{2}{*}{20} & 15 & \$1,170.73 & \multirow[t]{2}{*}{\(1.0 C 205\)} \\
\hline & & 15 & \$1,168.34 & \\
\hline \multirow[t]{2}{*}{10129} & \multirow[t]{2}{*}{11} & 9 & \$43).43 & \multirow[t]{2}{*}{1.00140} \\
\hline & & 9 & \$395.89 & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline & 1.00277 \\
\hline \(=\) & 1.00141 \\
\hline \(=\) & 1.30179 \\
\hline \(=\) & 1.00171 \\
\hline \(=\) & 1.0c208 \\
\hline \(=\) & 1.30159 \\
\hline \(=\) & 1.30162 \\
\hline \(=\) & 1.cc248 \\
\hline = & 1.33157 \\
\hline
\end{tabular}

\(8-136-60\)
R-136/777
Ma IGR LEVEL MOURS
MAJOR LEVEL ROURS
10129
\(2 U\)

\(\vec{N}\)
\(\stackrel{\rightharpoonup}{2}\)
\(\stackrel{\rightharpoonup}{0}\)
\(\stackrel{\infty}{\stackrel{\infty}{0}}\)
10143

10154

0
4
0
0
0


mavor level hours
major
10157
10158
10158

11106
\(\stackrel{\infty}{\stackrel{\infty}{-}}\)
12108

\begin{tabular}{|c|}
\hline \\
\hline \(\$ 836.84\) \\
\hline \$835.04 \\
\hline \$563.51 \\
\hline \$562.13 \\
\hline \$148.00 \\
\hline \$147.82 \\
\hline \$1,029.31 \\
\hline \$1,027.31 \\
\hline \$111.66 \\
\hline \$111.46 \\
\hline \$330.99 \\
\hline \$336.41 \\
\hline 5372.4t \\
\hline 8371.64 \\
\hline \$111.tet \\
\hline \$111.46 \\
\hline \$591.53 \\
\hline \$590.31 \\
\hline
\end{tabular}
\(8-136-60\)
\(06 / C 7 / 77\)
MAJOR 1
13143
13143
15154
15154
26336
20204
20231

11

\begin{tabular}{|c|c|c|}
\hline \multirow[t]{2}{*}{\[
20225
\]} & \multicolumn{2}{|l|}{LEVEL HOURS} \\
\hline & 2U & 54 \\
\hline \multirow[t]{3}{*}{20241} & & 54 \\
\hline & 11 & 19 \\
\hline & & 19 \\
\hline \multirow[t]{2}{*}{20241} & 2 V & 90 \\
\hline & & 93 \\
\hline \multirow[t]{2}{*}{20242} & 12. & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{22319} & 20 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{22363} & 11 & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{22363} & 3M & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{23353} & 11 & 3 \\
\hline & & 3 \\
\hline 27103 & 12 & 3 \\
\hline
\end{tabular}
SENSITIVITY
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \[
\begin{aligned}
& \text { N } \\
& \underset{\sim}{0} \\
& 0 \\
& \hdashline
\end{aligned}
\] & \[
\begin{aligned}
& \stackrel{\pi}{9} \\
& \stackrel{1}{8} \\
& \stackrel{1}{4}
\end{aligned}
\] & \[
\begin{aligned}
& N \\
& N \\
& \\
& \vdots \\
& \vdots \\
& \vdots
\end{aligned}
\] & \[
\begin{aligned}
& \text { N } \\
& \hline \\
& 0 \\
& 0 \\
&
\end{aligned}
\] & \[
\begin{aligned}
& N \\
& N \\
& \mathbf{N} \\
& 0 \\
& 0 \\
& \hdashline
\end{aligned}
\] & \[
\begin{aligned}
& \text { O} \\
& \stackrel{O}{O} \\
& 0 \\
& \hline
\end{aligned}
\] & \[
\begin{aligned}
& \overrightarrow{-} \\
& \text { S } \\
& \text { O} \\
& =
\end{aligned}
\] & \begin{tabular}{l}
\(\infty\) \\
4 \\
\hline \\
\hline \\
0 \\
\hline
\end{tabular} \\
\hline \({ }^{1}\) & " & 1 & 11 & 11 & " & 1 & " \\
\hline
\end{tabular}



\section*{SENSITEVITY REPORT}
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{\[
\begin{aligned}
& R-136-60 \\
& 06 / 07 / 77
\end{aligned}
\]} \\
\hline majcr & \multicolumn{2}{|l|}{LEVEL HOURS} & costs & \multicolumn{2}{|l|}{SENSITIVITY} \\
\hline \multirow[t]{2}{*}{50640} & \multirow[t]{2}{*}{3 M} & 3 & \$196.76 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.00102} \\
\hline & & 3 & \$196.56 & & \\
\hline \multirow[t]{2}{*}{52611} & \multirow[t]{2}{*}{3M} & 3 & \$182.31 & \multirow[t]{2}{*}{=} & \multirow[t]{2}{*}{1.00330} \\
\hline & & 3 & \$181.71 & & \\
\hline \multirow[t]{2}{*}{58608} & \multirow[t]{2}{*}{3M} & 21 & \$1.568.65 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.00254} \\
\hline & & 21 & \$1.564.67 & & \\
\hline \multirow[t]{2}{*}{58643} & \multirow[t]{2}{*}{3M} & 6 & \$601.62 & \multirow[t]{2}{*}{=} & \multirow[t]{2}{*}{1.00200} \\
\hline & & 6 & \$630.42 & & \\
\hline \multirow[t]{2}{*}{58659} & \multirow[t]{2}{*}{\(3: 4\)} & 3 & \$269.96 & \multirow[t]{2}{*}{=} & \multirow[t]{2}{*}{1.00348} \\
\hline & & 3 & \$165.37 & & \\
\hline \multirow[t]{2}{*}{58674} & \multirow[t]{2}{*}{1 L} & 7 & \$1,279.43 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.00141} \\
\hline & & 7 & \$1.277.63 & & \\
\hline \multirow[t]{2}{*}{58674} & \multirow[t]{2}{*}{3M} & 303 & \$27,334.08 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.00223} \\
\hline & & 303 & \$27,273.33 & & \\
\hline \multirow[t]{2}{*}{58674} & \multirow[t]{2}{*}{40} & 41 & \$3,919.23 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.00254} \\
\hline & & 41 & \$3.939.29 & & \\
\hline \multirow[t]{2}{*}{70611} & \multirow[t]{2}{*}{- 40} & 3 & \$31).08 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.60194} \\
\hline & & 3 & \$309.48 & & \\
\hline
\end{tabular}

PAGE B

SENSITLVITY REPORT
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{\[
\begin{aligned}
& R-136-60 \\
& 06 / 07 / 77
\end{aligned}
\]} \\
\hline MAJCR & \multicolumn{2}{|l|}{LEVEL HOURS} & costs & & SENSITIVITY \\
\hline \multirow[t]{2}{*}{74610} & 40 & 3 & \$217.22 & = & 1.30277 \\
\hline & & 3 & \$216.62 & & \\
\hline \multirow[t]{2}{*}{78608} & 3M & 5 & \$461.07 & = & 1.30261 \\
\hline & & 5 & \$459.87 & & \\
\hline \multirow[t]{2}{*}{78610} & 40 & 14 & 51,23t. 13 & \(=\) & 1.00195 \\
\hline & & 14 & \$1,233.73 & & \\
\hline \multirow[t]{2}{*}{78613} & 40 & 3 & \$170.93 & = & 1.00352 \\
\hline & & 3 & \$170.33 & & \\
\hline \multirow[t]{2}{*}{78632} & 4 D & 3 & \$373.33 & \# & 1.00161 \\
\hline & & 3 & \$372.73 & & \\
\hline \multirow[t]{2}{*}{78640} & 40 & 3 & \$173.84 & \(=\) & 1.00352 \\
\hline & & 3 & \$170.24 & & \\
\hline \multirow[t]{2}{*}{78641} & 40 & 9 & \$062. 34 & \(=\) & 1.33273 \\
\hline & & 9 & \$603. 54 & & \\
\hline \multirow[t]{2}{*}{78643} & 34 & 13 & \$214.22 & \(=\) & \(1.0 C 281\) \\
\hline & & 3 & \$213.62 & & \\
\hline \multirow[t]{2}{*}{73654} & 440 & D 13 & \$1,344.96 & & \(=1.20224\) \\
\hline & & 13 & \$1,341.96 & & \\
\hline
\end{tabular}


\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|l|}{\[
\begin{aligned}
& \mathrm{R}-136-60 \\
& 06 / \mathrm{C} 7 / 77
\end{aligned}
\]} \\
\hline MAJOR L & Level & HOURS \\
\hline \multirow[t]{2}{*}{78059} & 3 M & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{78659} & 40 & 9 \\
\hline & & 9 \\
\hline \multirow[t]{2}{*}{78667} & 4 D & 9 \\
\hline & & 9 \\
\hline \multirow[t]{2}{*}{89657} & 3M & 18 \\
\hline & & 18 \\
\hline \multirow[t]{2}{*}{89698} & \(3 \times\) & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{89658} & 40 & 6 \\
\hline & & 6 \\
\hline \multirow[t]{2}{*}{99199} & 1L & - 7 \\
\hline & & 7 \\
\hline \multirow[t]{2}{*}{total} & & 1188 \\
\hline & & 1188 \\
\hline
\end{tabular}
INSTRUCTER SMYR
NUMBER ENRCLLED
173

\section*{\(\stackrel{m}{n}\)}
\(\stackrel{N}{N}\)
\(\stackrel{m}{n}\)
4
4
4
0
SHMMN+NNーNNHN


กั
3
3
3
\begin{tabular}{l}
9 \\
\hline
\end{tabular}

\(\rightarrow \rightarrow N N \rightarrow \rightarrow \rightarrow \rightarrow+\)10
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(\stackrel{N}{N}\) & \[
\underset{\sim}{m}
\] & \[
\underset{N}{N}
\] & \[
\underset{N}{N}
\] & \[
\stackrel{M}{\leftrightarrow}
\] & \[
\underset{\sim}{m}
\] \\
\hline \(\cdots+\cdots+\cdots \rightarrow+\) &  & －ッがい & \(\rightarrow\) & \(\cdots\) & \\
\hline \(\infty\) & \(\infty\) & 0 & 5 & \(\infty\) & \(\infty\) \\
\hline OMNNAN－TMN & ちm＊＊＊＊NvN & Nomst & \[
\mathrm{n}_{\mathrm{s}}
\] & \[
\stackrel{N}{\infty} \rightarrow
\] & \(\stackrel{m}{0}\) \\
\hline - & \[
\begin{aligned}
& 4 \\
& 0 \\
& 0
\end{aligned}
\] & \(\vec{N}\) & \[
\begin{aligned}
& \text { N } \\
& \text { in }
\end{aligned}
\] & \[
\stackrel{\sim}{n}
\] & 20 \\
\hline \begin{tabular}{l}
の上の円Mmがmm \(m \rightarrow N \pm t \pm N M M_{m}^{n}\) \\
 OOMOMNNN
\end{tabular} & \begin{tabular}{l}
minmsominn NษTNOGNNN \\
 \(\rightarrow-\mathrm{mHNN}\)
\end{tabular} &  & \[
\begin{array}{cc}
m & 0 \\
m & 0 \\
m \\
0
\end{array}
\] & \[
m_{\infty}^{m}
\] & \(\cdots\) \\
\hline \[
\begin{array}{|c}
\stackrel{\rightharpoonup}{\mathbf{O}}
\end{array}
\] & \[
\begin{aligned}
& 0 \\
& 0 \\
& \mathbb{4}
\end{aligned}
\] & \[
\begin{aligned}
& 0 \\
& 0 \\
& 0
\end{aligned}
\] & \[
\begin{aligned}
& 0 \\
& 0 \\
& 0 \\
& 4
\end{aligned}
\] & \[
\begin{aligned}
& 0 \\
& 0 \\
& 4 \\
& 4
\end{aligned}
\] & 0
0
0 \\
\hline
\end{tabular}

\[
\begin{aligned}
& \text { 各菭 }
\end{aligned}
\]


173

\(\cdots\)

ய
\(\infty\)u
\(\infty\)
D
\(\cdots\)
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multicolumn{4}{|l|}{artment course secticn houfs} & \multicolumn{2}{|l|}{INSTRUCTEA} & SMYR \\
\hline Stlot & NT MAJOR & STUD & T LEvEL & number & ENRC & LED \\
\hline & \[
\begin{aligned}
& 2631 \\
& 8674
\end{aligned}
\] & & 5
5 & & \[
\begin{aligned}
& 1 \\
& 3
\end{aligned}
\] & \\
\hline \(A B C O\) & \[
\begin{array}{r}
555 \\
42601 \\
58674 \\
58674
\end{array}
\] & 001 & 03
5
5
6 & c & \[
\begin{aligned}
& 1 \\
& 8 \\
& 1
\end{aligned}
\] & 173 \\
\hline ABCD & \[
\begin{array}{r}
555 \\
58608 \\
58674 \\
89697
\end{array}
\] & 001 & 33
5
5
5 & C & \[
\begin{array}{r}
1 \\
12 \\
1
\end{array}
\] & 274 \\
\hline \(A B C D\) & \[
\begin{array}{r}
561 \\
10128 \\
58674
\end{array}
\] & 001 & 03
4
5 & A & \[
\begin{aligned}
& 1 \\
& 5
\end{aligned}
\] & 274 \\
\hline \(\triangle B C D\) & 570
10128
10197
42641
58674
78641 & 001 & 03
4
5
5
5
0 & C & 1
1
1
3
3 & 274 \\
\hline ABCD & \[
\begin{array}{r}
587 \\
58674 \\
58674
\end{array}
\] & 500 & 02
5
0 & B & 2 & 173 \\
\hline \(\triangle 8 C D\) & \[
\begin{array}{r}
587 \\
58674
\end{array}
\] & 500 & \[
\begin{aligned}
& 02 \\
& 5
\end{aligned}
\] & B & 1 & 274 \\
\hline \(\triangle B C D\) & \[
\begin{array}{r}
587 \\
42641
\end{array}
\] & 532 & \[
\begin{aligned}
& 33 \\
& 5
\end{aligned}
\] & \(\checkmark\) & 1 & 274 \\
\hline \(\triangle B C D\) & 589
58674
58674
78608
78654 & CCl & 02
5
6
5
6 & A & , & 173 \\
\hline \(\triangle B C D\) & \[
\begin{array}{r}
589 \\
42601 \\
58074 \\
58674 \\
78654
\end{array}
\] & 003 & \[
\begin{aligned}
& 03 \\
& 5 \\
& 5 \\
& 6 \\
& 6
\end{aligned}
\] & c & 1 & 173 \\
\hline ABCO & 589 & 701 & 53 & c & & 274 \\
\hline
\end{tabular}


\section*{岂}

APPORTIUAING
sidicjsens
\(n\)
cost amelnt
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TOTAL COSTS
COSTS PER MAJOR BY LEVEL





\(R-136-509\)
\(06 / 08177\)

TOTAL COSTS

page 2


\begin{tabular}{|c|c|c|}
\hline \multicolumn{3}{|l|}{\[
\begin{aligned}
& \mathrm{R}-136-60 \\
& \mathrm{~J} / \mathrm{J} / 3 \neq 177
\end{aligned}
\]} \\
\hline MAJCP & \multicolumn{2}{|l|}{tevel hours} \\
\hline 13129 & 2.) & 3 \\
\hline 10133 & 2 U & 3 \\
\hline \multirow[t]{2}{*}{10138} & \multirow[t]{2}{*}{1L} & 3 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{10143} & \multirow[t]{2}{*}{1 L} & 34 \\
\hline & & 25 \\
\hline \multirow[t]{2}{*}{13143} & \multirow[t]{2}{*}{2 U} & 112 \\
\hline & & 10\% \\
\hline 13152 & 11 & 3 \\
\hline \multirow[t]{2}{*}{10154} & \multirow[t]{2}{*}{11} & 6 \\
\hline & & 3 \\
\hline \multirow[t]{2}{*}{10154} & \multirow[t]{2}{*}{20} & 14 \\
\hline & & 14 \\
\hline 13154 & 4 4 & 5 \\
\hline
\end{tabular}

SENSITIVITY REPDRT
\begin{tabular}{|c|c|c|c|c|c|}
\hline かさ」ご & L二•vㄴ． & HliJus & cosis & & SENSITIVITY \\
\hline \multirow[t]{2}{*}{13143} & 1 L & 13 & 4424．90 & \multirow[t]{2}{*}{＝} & \multirow[t]{2}{*}{． 81580} \\
\hline & & 18 & 4323．91 & & \\
\hline \multirow[t]{2}{*}{13143} & \multirow[t]{2}{*}{20} & 18 & \＄176．40 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.24841} \\
\hline & & 9 & \＄141．3） & & \\
\hline \multirow[t]{2}{*}{15154} & \multirow[t]{2}{*}{H} & 3 & \＄73．58 & \multirow[t]{2}{*}{＝} & \multirow[t]{2}{*}{． 66693} \\
\hline & & 3 & \＄105．82 & & \\
\hline \multirow[t]{2}{*}{151う4} & \multirow[t]{2}{*}{23} & 18 & \＄618．72 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.24331} \\
\hline & & 12 & \＄497．64 & & \\
\hline 103：6 & IL & 3 & \＄25．00 & \＃ & ＊＊＊＊＊＊＊＊＊＊＊ \\
\hline \multirow[t]{2}{*}{2．3231} & \multirow[t]{2}{*}{iL} & 5 & \＄75．00 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{1.04969} \\
\hline & & b & \＄71．43 & & \\
\hline \multirow[t]{2}{*}{20231} & \multirow[t]{2}{*}{\(\therefore 3\)} & 7 & \＄103．00 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{． 71318} \\
\hline & & 7 & 1．2）6．53 & & \\
\hline \multirow[t]{2}{*}{2.32 .34} & \multirow[t]{2}{*}{it} & 2 & 425．33 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{．69933} \\
\hline & & \(j\) & \＄35．75 & & \\
\hline \multirow[t]{2}{*}{232，} & \multirow[t]{2}{*}{1 L} & 1） & 131，．32 & \multirow[t]{2}{*}{\(=\)} & \multirow[t]{2}{*}{2.11234} \\
\hline & & 7 & 6131．17 & & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \(>\) & & 0 & か & 最 & \(\cdots\) & \(\pm\) & \(\cdots\) & 5 & \(\stackrel{+}{*}\) \\
\hline － & 0 & 0 & \(\square\) &  & \(\stackrel{1}{*}\) & \(\infty\) & 0 & 0 & \\
\hline 3 & N & N & 3 & ＋ & 7 & \(\rightarrow\) & 0 & 0 & \(\stackrel{\sim}{*}\) \\
\hline 2 & in & ¢ & 1 & ＊ & \(\cdots\) & 0 & 0 & \(?\) & ＊ \\
\hline － & 0 & \(\cdots\) & \(\cdots\) & ＊ & ＋ & ＊ & － & － & ： \\
\hline \(\square\) & ＊ & m & ， & 费 & \(r\) & & & & \\
\hline \％ & & m & & 4 & & & & & ＊ \\
\hline 2 & & & & ＊ & ＊ & & & & ＊ \\
\hline 山上 & & & & ＊ & 7 & & & & － \\
\hline － & & & & \(\cdots\) & 4 & & & & \\
\hline & & & 1 & II & 4 & 11 & 1 & 11 & II \\
\hline
\end{tabular}
\(k-136-63\)
\(06 / 09 / 77\)

\[
\begin{array}{r}
\$ 25.85 \\
+---m---\infty .30
\end{array}
\]

\(\begin{array}{cc}0 & n \\ 0 & 0 \\ \infty & 0 \\ n & n \\ \infty & n\end{array}\)
\(\begin{array}{r}\$ 70.58 \\ \hline-135.32\end{array}\)
\(\$ 70.48\)

SENSITIVITY REPORT
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{\[
\begin{aligned}
& R-136-60 \\
& 30 / 34177
\end{aligned}
\]} \\
\hline *AJict & \multicolumn{2}{|l|}{LEve: ! Muks} & cestis & & sensitivity \\
\hline \multirow[t]{2}{*}{28511} & 1. & 3 & \$71.48 & \(=\) & -********* \\
\hline & & & \(\$ .00\) & & \\
\hline \multirow[t]{2}{*}{28311} & 20 & 10 & 1453.14 & = & . 93892 \\
\hline & & 13 & \$482.62 & & \\
\hline \multirow[t]{2}{*}{28551} & 34 & 3 & 101.54 & \(=\) & *.....****** \\
\hline & & & 1.00 & & \\
\hline \multirow[t]{2}{*}{4.636} & 3 & 3 & \$124.57 & \(=\) & . 52228 \\
\hline & & 3 & \$238.51 & & \\
\hline \multirow[t]{2}{*}{40643} & 34 & \(\bigcirc\) & \$213.32 & \(=\) & 1.05872 \\
\hline & & 3 & \$128.52 & & \\
\hline \multirow[t]{2}{*}{426.31} & 3.4 & 9 & 1356.54 & \(=\) & . 73288 \\
\hline & & 4 & 4436.49 & & \\
\hline \multirow[t]{2}{*}{42041} & 3: & 19 & \$834.19 & \(=\) & .87095 \\
\hline & & 10 & 493).03 & & \\
\hline \multirow[t]{2}{*}{42642} & 3.10 & 3 & \$01.85 & \(=\) & .63153 \\
\hline & & 3 & \$172.48 & & \\
\hline \multirow[t]{2}{*}{40014} & 3 M & 3 & \$61.th & &  \\
\hline & & & 4.35 & & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|}
\hline \(>\) & & & & & 0 & & 0 & \(\cdots\) & * \\
\hline 1 & * & 8 & \(\cdots\) & 0 & \(\pm\) & * & 0 & \(\cdots\) & \(\because\) \\
\hline \(\cdots\) & * & 0 & 0 & N & \(\cdots\) & * & a & n & - \\
\hline \(>\) & \(\checkmark\) & 3 & \(\cdots\) & \(\cdots\) & 0 & * & 0 & 0 & \\
\hline \(\cdots\) & \(\cdots\) & 0 & D & \(\cdots\) & & * & - & * & * \\
\hline \(\cdots\) & \# & \(\bullet\) & & & & * & & & \\
\hline 0 & * & - & & & & * & & & * \\
\hline z & * & & & & & \(y\) & & & - \\
\hline W & * & & & & & * & & & ? \\
\hline on & \({ }^{\text {a }}\) & & & & & * & & & \\
\hline & & & 1 & 11 & 11 & 1 & / & H & 1 \\
\hline
\end{tabular}


\section*{\(\infty\) \\ }


\(786: 28\)
78610

78643
78654
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