
LAYOUT-ACCURATE ULTRA-FAST SYSTEM-LEVEL

DESIGN EXPLORATION THROUGH VERILOG-AMS

Geng Zheng

Dissertation Prepared for the Degree of

DOCTOR OF PHILOSOPHY

UNIVERSITY OF NORTH TEXAS

May 2013

APPROVED:

Saraju P. Mohanty, Major Professor
Elias Kougianos, Co-Major Professor
Song Fu, Committee Member
Paul Tarau, Committee Member
Barrett Bryant, Chair of the Department of

Computer Science and Engineering
Costas Tsatsoulis, Dean of the College of

Engineering
Mark Wardell, Dean of the Toulouse

Graduate School



Zheng, Geng.  Layout-accurate ultra-fast system-level design exploration through 

Verilog-AMS. Doctor of Philosophy (Computer Science and Engineering), May 2013, 

103 pp., 18 tables, 35 figures, 110 numbered references. 

This research addresses problems in designing analog and mixed-signal (AMS) 

systems by bridging the gap between system-level and circuit-level simulation by 

making simulations fast like system-level and accurate like circuit-level. The tools 

proposed include metamodel integrated Verilog-AMS based design exploration flows. 

The research involves design centering, metamodel generation flows for creating efficient 

behavioral models, and Verilog-AMS integration techniques for model realization. The 

core of the proposed solution is transistor-level and layout-level metamodeling and their 

incorporation in Verilog-AMS. Metamodeling is used to construct efficient and layout-

accurate surrogate models for AMS system building blocks. Verilog-AMS, an AMS 

hardware description language, is employed to build surrogate model implementations 

that can be simulated with industrial standard simulators. The case-study circuits and 

systems include an operational amplifier (OP-AMP), a voltage-controlled oscillator 

(VCO), a charge-pump phase-locked loop (PLL), and a continuous-time delta-sigma 

modulator (DSM). The minimum and maximum error rates of the proposed OP-AMP 

model are 0.11 % and 2.86 %, respectively. The error rates for the PLL lock time and 

power estimation are 0.7 % and 3.0 %, respectively. The OP-AMP optimization using 

the proposed approach is ~17000× faster than the transistor-level model based approach. 

The optimization achieves a ~4× power reduction for the OP-AMP design. The PLL 

parasitic-aware optimization achieves a 10× speedup and a 147 µW power reduction. 

Thus the experimental results validate the effectiveness of the proposed solution. 
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CHAPTER 1

INTRODUCTION

System-level design exploration is a critical step in designing integrated circuits (ICs)

under stringent time-to-market and yield requirements. System-level simulations are typi-

cally behavioral in nature in which the underlying semiconductor technology is abstracted.

By performing system-level design exploration, a designer can profile many aspects of a range

of candidate designs and center the design at an optimal point. Thus the design time and

resources spent on non-optimal design solutions can be reduced. The core part of design

exploration involves estimating design performance in a design space using a design model.

Evaluating a modern analog and mixed-signal system-on-chip (AMS-SoC) or their building

blocks using traditional transistor-level models is computationally prohibitive [33]. Hard-

ware description languages (HDLs) such as Verilog-AMS, VHDL-AMS, and SystemC-AMS

provide different ways to behaviorally model AMS systems and their building blocks [103].

On one hand, behavioral models described in HDLs greatly accelerate the design exploration

process; on the other hand, most existing behavioral models do not successfully incorpo-

rate realistic circuit block non-idealities, which leads to substantial prediction error. In this

dissertation, employing metamodeling techniques to create efficient yet accurate behavioral

models that capture circuit-level and layout-level non-idealities is studied. Verilog-AMS is

adopted to describe the behavioral models for system-level design exploration.

1.1. Behavioral Simulation

Behavioral simulation is a technique that performs system-level or architectural level

simulations of a system without resorting to computationally expensive schematic transistor-

level or layout-level simulations [66]. Typically the heart of the behavioral models consist

of mathematical equations, functional descriptions, algorithms, or look-up-tables (LUTs)

that behaviorally describe the input or output relation and the characteristics of circuits,

systems, sub-systems, or architecture components [30, 61, 60, 3]. Developing traditional

behavioral models requires the understanding of the circuits and systems. Developing fast
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and accurate behavioral models suiting a specific simulation need requires a high degree of

understanding. Researchers have been working to develop approaches to take advantages of

the high-speed behavioral simulations at the same time enabling them to capture more of the

underlying technology information so that behavioral simulation is as accurate as possible.

Such techniques include macromodeling, metamodeling, and LUT integration, which are

derived from structural information of the circuits and systems.

Metamodels are special behavioral models. The core of a metamodel is still math-

ematical equations [24]. However, these equations usually belong to a certain template.

The input and output relation is constructed through sampling the circuit and system de-

sign space. This way the requirement on the design expertise is lessened. Also, it has the

potential to achieve better speed and accuracy trade-offs.

Macromodels are models that also aim at reducing the simulation cost. Marcomod-

eling simplifies the original transistor-level circuits and systems by extracting the important

elements and replacing them with ideal components [10]. This simplification limits the ac-

curacy of macromodels since the accuracy directly depends on the complexity.

It may be noted that the terms macromodels and metamodels, while often used

interchangeably in the literature, they are very distinct. Behavioral models including meta-

models for analog and mixed-signal circuits and systems are typically described in hardware

description language such as Verilog-AMS and VHDL-AMS. They can be also implemented

in numeric tools such as MATLAB and its time-domain simulation environment—Simulink

and Simscape. Macromodels are typically built and simulated using conventional circuit

simulators such as SPICE [88].

1.2. Languages and Tools for Mixed-Signal System Modeling

Fast and accurate time-domain simulations are crucial in modern analog and mixed-

signal design and verification. Mixed-signal simulators that support analog and digital be-

havioral simulations started to emerge at around 1990, e.g., Saber [30] and XSPICE [17].

Saber provides a modeling language that allows users to efficiently create behavioral models

for complex analog circuits. XSPICE is an extension to the well-known SPICE simulator.
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SPICE is a low-level simulator for circuit-level analog simulations. XSPICE introduced ana-

log and digital co-simulation algorithms that support event-driven simulation approaches.

XSPICE also came with a variety of built-in functional models such as integrators, multipli-

ers, etc. Users can create custom behavioral models through the C programming language.

All of these features greatly enhanced XSPICE’s capability for system-level simulation. Nev-

ertheless, digital circuits and systems are usually described in Verilog or VHDL [65, 1]. Saber

and XSPICE are not compatible with these standard digital hardware description languages,

which led to low acceptance of these two tools.

NGSPICE [87] is an open-source simulator package for mixed-signal simulations.

SPICE and XSPICE are included in NGSPICE and have been reconstructed to improve

efficiency and robustness. NGSPICE also includes a code generator, ADMS, for convert-

ing Verilog-A or Verilog-AMS models into C code that conforms to the SPICE simulator

API. Since the resultant code is still simulated using the circuit-level simulator, SPICE,

this approach does not offer good efficiency for system-level simulations. Gnucap [34] is an-

other open-source tool for mixed-mode and mixed-signal simulations. It supports behavioral

and event-driven simulations. Like Saber and XSPICE, it is incompatible with Verilog and

VHDL.

SIMULINK, Simscape, Verilog-AMS, VHDL-AMS, SystemC-AMS are well-known

tools that can model a system and its building blocks behaviorally. Initially, SIMULINK with

extensive built-in functional block targets, was used primarily at system-level simulations

[50]. Lately its capability of modeling low-level circuits and devices has been enhanced

through the introduction of the Simscape physical modeling language [63]. Both SIMULINK

and Verilog-AMS have their own strengths. In this dissertation the design and modeling of

a CT DSM for biopotential signal acquisition using these two tools are studied. The design

procedure is divided into several steps. Based on the purpose of each step, different models

are needed for speed and accuracy tradeoffs. The reasons behind the choice of the tools and

the modeling language for each step are discussed. The designed third-order CT DSM with

feedforward loop filter has 87.3 dB signal-to-noise ratio (SNR) and 20 kHz input bandwidth.
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1.3. Deficiency in System-level Languages to Capture Circuit Level Characteristics

Parasitics which are present at the layout-level or circuit level of a chip or system

design greatly degrade the performance of nano-CMOS circuit designs. The parasitics may

originate from both the devices (semiconductor transistors, diodea, inductors, capacitors

and resistors) as well as the metal interconnects or wires which together constitute the chip

design. The parasitics may include resistance (R), capacitance (C), inductance (L), mutual

inductance (Lm), and mutual capacitance (Cm). They cause significant discrepancy between

schematic-level and layout-level simulations of circuits and systems. To overcome the par-

asitic effects to accurately meet the design specifications, numerous iterations between the

schematic and the layout are usually required. The design closure may consequently require

great amounts of time and effort [32]. Layout verification is the major obstacle because the

iteration time is mainly spent on layout modification and simulations. Behavioral models

that are capable of representing circuit layouts will dramatically shorten the design cycle.

Various behavioral models have been developed for AMS systems, e.g., [43, 42, 76]. Parasitic

effects, however, were not discussed in these papers. Also, the circuit models in these papers

were implemented as Verilog-A modules rather than Verilog-AMS modules which are gener-

ally more efficient. Thus handling modern consumer electronic device modeling (like mobile

phones) which are intrinsically mixed-signal in nature in a unified fashion is not possible.

Modeling techniques such as model order reduction [97] and symbolic model generation [9]

have been also proposed but they only work for small circuits.

Both polynomial and nonpolynomial metamodeling techniques for nano-CMOS AMS

circuits and systems have been proposed in the literature [24, 28]. The models built with

this method accurately reflect the parasitic effects. In this dissertation, an accurate voltage-

controlled oscillator (VCO) behavioral model is proposed based on this approach. This

behavioral model is implemented using the Verilog-AMS language which enables fast simu-

lations. Combining the metamodeling technique and the Verilog-AMS simulation, the design

verification process achieves a large speedup and maintains reasonably high accuracy. In fact,

not only the proposed Verilog-AMS behavioral model can help the design verification, it can
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also assist the design optimization and accurate design space exploration. A phase-locked

loop (PLL) design with an LC VCO design using a 180 nm CMOS process is used to demon-

strate the proposed metamodeling technique and the Verilog-AMS based new framework.

Among different PLL architectures, the charge-pump PLL (CPPLL) has been widely used

in various system due to its simplicity and effectiveness. Thus this PLL architecture is used

in this dissertation.

1.4. The Novel Idea of Integration of Circuit (transistor or layout) Characteristics in System

Level

In order to achieve high performance and high yield, an analog/mixed-signal circuit or

system must be optimized at both system and circuit levels. For a top-down design approach,

this starts with designing and optimizing the system with sub-block models at high levels of

abstractions (such as system or architecture level). The specifications for each sub-system

(a.k.a. sub-block, component, module) that lead to the best system performance are then

obtained. Each sub-block is then designed and optimized toward these specifications. The

issue with this approach is that generating an accurate model of the sub-block, if it is even

feasible, takes significant effort. Therefore some characteristics of the sub-blocks are ignored

at the high-level simulation. This makes the resulting sub-block specifications less reliable,

and less accurate. Design exploration using such sub-blocks will lead to sub-optimal circuits

and systems and consequently loss of yield.

To address the aforementioned issues in mixed-signal design exploration, a three-step

design optimization flow is proposed in this dissertation using circuits like OP-AMP and PLL

as case studies. The proposed flow is assisted by polynomial metamodels (POMs) to signif-

icantly reduce the design optimization cycles. In the first step, based on the specifications

from high-level simulations, an optimized OP-AMP design is obtained by ultra-fast POM-

assisted optimization. This optimized design serves as the starting point for constructing an

OP-AMP meta-macromodel in the second step. The meta-macromodel is then integrated

into a Verilog-AMS module which is used at system-level simulations and can greatly re-

duce the computation time. The third step performs optimization at the system level. The
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computation time is greatly reduced due to the use of the Verilog-AMS polynomial meta-

macromodel (which is called Verilog-AMS-POM in this work). The meta-macromodel is

the polynomial metamodel generated from the macromodel (i.e. transfer function or SPICE

macromodel). Since the optimization is performed at system-level with the circuit-level

metamodel based on the OP-AMP design, the resulting final OP-AMP design has a much

higher chance of meting the system requirements and attaining much higher performance.

For the optimization a customized Cuckoo Search algorithm is used for the first time for OP-

AMP optimization through Verilog-AMS-POM. At the same time Verilog-AMS-PAM is

proposed to integrate layout-level parasitics in Verilog-AMS for layout-accurate system de-

sign exploration. Parasitic aware metamodels are integrated in Verilog-AMS thus called

Verilog-AMS-PAM.

1.5. Organization of this Dissertation

The organization of the rest of this dissertation is as follows. Chapter 2 reviews

commonly used metamodeling techniques, two popular modeling options—Verilog-AMS and

Simulink—and their uses. Chapter 3 further studies AMS system modeling with Verilog-

AMS and Simulink using a DSM example. Chapter 4 proposes a Verilog-AMS integrated

polynomial metamodeling approach for fast and accurate AMS design exploration. Chapter 5

presents a method for creating parasitic-aware Verilog-AMS metamodels for layout-accurate

AMS system design exploration. Chapter 6 concludes this dissertation and suggests future

research. Fig. 1.1 illustrates this organization.
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Introduction

Chapter 1

State-of-the-art
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Simulink
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Verilog-AMS

Chapter 3

Verilog-AMS-POM
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Verilog-AMS-PAM

Chapter 5

Conclusions and
future research

Chapter 6

This dissertation

Figure 1.1. The organization of this dissertation.
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CHAPTER 2

REVIEW OF STATE-OF-THE-ART

System-level accurate analog/mixed-signal design exploration requires significant in-

tegrated effort. While analog portions are typically custom designed, digital portions are

top-down abstract driven hierarchical designs. Metamodeling leverages the creation of ac-

curate and efficient surrogates in place of transistor-level models. Modeling languages and

their simulation environments offer viable solutions to implement these surrogate models.

Section 2.1 reviews the commonly used metamodeling techniques. Section 2.2 discusses pop-

ular lookup-table based surrogate models in Verilog-AMS. Section 2.3 reviews the popular

modeling environment MATLAB/Simulink. Section 2.4 introduces two typical case study

mixed-signal system building blocks. Section 2.5 summarizes the contributions of this dis-

sertation to advance the state-of-the-art.

2.1. Review of Metamodels

The major types of metamodels that have been used to model electronic circuits and

systems are the following:

(1) Polynomials [21, 57, 58, 25]

(2) Artificial neural networks (ANNs) [96, 44, 47, 27]

(3) Splines [90, 91, 6, 48]

(4) Support vector machines (SVMs) [18, 49, 77, 8]

(5) Kriging models [102, 36, 101, 74, 75]

Typical analog building blocks that have been used in metamodeling studies include the

following designs:

(1) Operational amplifiers (OP-AMPs)

(2) Operational transconductance amplifiers (OTAs)

(3) Bandgap references (BGRs)
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Typical RF building blocks that have been used in metamodeling studies include the following

designs:

(1) Low-noise amplifiers (LNAs)

(2) Power amplifiers

(3) Microwave filters

The LC voltage-controlled oscillator (LC VCO) is a typical mixed-signal block and the phase-

locked loop (PLL) is a typical mixed-signal subsystem. They are all common metamodeling

case study circuits. In additional, metamodeling has also been extensively applied to nanome-

ter devices such as carbon nanotube (CNT) transistors. Figure 2.1 samples publications that

present these major metamodeling approaches and their model targets.

Polynomial metamodels rely on traditional polynomial regression to approximate cir-

cuit and system response surfaces. Splines are piecewise polynomial metamodels and hence

can potentially be more accurate metamodels than polynomial metamodels. Artificial Neu-

ral networks (ANNs) and support vector machines (SVMs) are intelligent metamodels that

are based on machine learning and have been a topic of research for large circuits. Kriging

metamodels stem from geostatistics. Kriging is receiving attention recently as a metamodel

method to capture correlations in device parameters and in particular nanoelectronics process

variations. A comparative study of these metamodels can be found in [64]. The benchmark

circuit was an OTA in 0.7 µm CMOS process with 13 selected design variables. Table 2.1

shows the model accuracy obtained in [64] for a polynomial (PO), a artificial neural net-

work (ANN), multivariate adaptive splines (MARS), a support vector machine (SVM), and

a Kriging (KG) function. The metamodel outputs being evaluated were the OTA perfor-

mance metrics: low-frequency gain (A0), phase margin (PM), offset voltage (Vos), unity-gain

frequency (fu), and positive and negative slew rate (SRp and SRn). Table 2.2 compares the

cost of metamodel construction in terms of modeling effort and time for the aforementioned

approaches based on the results in [64]. The construction effort is estimated using the num-

bers of lines of the MATLAB code for generating the metamodels. The construction time

was the CPU execution time in the computer, when the model templates were selected and
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ICCAD06 [21]: Interconnects
TCAD07 [57]: LNA, OP-AMP, BGR
DAC08 [58]: LNA, SRAM

TSM12 [25]: Ring Oscillator, LC VCO

Polynomials

TCAD03 [21]: OP-AMP
TMTT05 [57]: Power Amplifier
TMTT10 [58]: Microwave Filter

GLSVLSI12 [25]: PLL

Neural Networks

TCAD02 [90]: OP-AMP
ICCAD04 [91]: OP-AMP
VLSID09 [58]: OP-AMP

TNANO10 [48]: CNT Transistor

Splines

DAC03 [18]: LNA
DATE04 [49]: OTA
VLSID09 [77]: OTA

AICSP11 [8]: OP-AMP, Comparator

Support Vector Machines

ICCAD07 [102]: OP-AMP
MIKON08 [36]: LC VCO, OP-AMP
ISQED09 [101]: LNA

VLSID12 [74]: Sense Amplifier

Kriging Functions

Metamodels

Figure 2.1. A sampling of major metamodeling approaches.

after all necessary sample data had been obtained, that it took to build the metamodels (i.e.,

to compute the model coefficients for the selected templates).

It can be seen that MARS results in low error rate compared to other models. The

accuracy differences between ANN, KG, and SVM are not significant. The prediction error

rate of PO is higher than other models. However, it is the most accessible metamodel since it

take less effort to build. In this case, PO required 25 lines of MATLAB code and less than 1
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Table 2.1. Comparison of Metamodel Prediction Error(%) of a CMOS OTA [64].

Performance PO ANN KG SVM MARS

A0 14.7 5.0 7.3 11.5 4.4

PM 11.7 6.8 3.8 5.8 1.8

Vos 4.3 2.9 2.2 1.8 1.2

fu 20.8 9.3 7.3 12.7 9.4

SRp 33.8 8.2 8.9 10.0 7.2

SRn 16.1 9.5 5.1 4.1 5.4

Table 2.2. Comparison of the Metamodel Construction Cost in [64].

Construction PO ANN KG SVM MARS

Effort
25 N/A 200 N/A 500

(# of MATLAB lines)

Time < 1 min 3.7 min 5 min 5 min 5 min

Circuit: A 0.7 µm CMOS OTA with 13 selected design variables.

Sampling: 243 design points from full orthogonal-hypercube sampling.

minute construction time, compared to hundreds of lines of code and increasing construction

time for other approaches. Thus polynomial metamodels are easy to create, but they may

not capture all the characteristics of complex circuits. In addition, the knowledge required

to properly train the intelligent metamodels such as ANN and SVM can be a hidden cost.

It is worth mentioning that a modeling approach, named CAFFEINE, that is not limited

to a specific model template was also evaluated in [64]. It formulates the modeling as a

multi-objective optimization problem and achieves high model accuracy and efficiency. The

penalty is the increased model construction effort—the OTA CAFFEINE model took 12

hours to build. This study adopts a polynomial metamodel for its accessibility. When high

accuracy is needed, splines can be used instead with the least additional effort since they are

essentially extensions to polynomials.

2.2. Verilog-A or Verilog-AMS Based Modeling with LookUp Tables (LUTs)

Lookup tables (LUTs) are textual files that store samples of design variable and cir-

cuit or system response values. Similar to the proposed metamodels of this dissertation, they
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do not carry any physical information of the circuits or systems being modeled. LUTs can

be useful in parametric behavioral simulation and enable behavioral languages performing

accurate simulations while maintaining simulation speed. For example, LUTs can be embed-

ded in a circuit behavioral model to estimate certain circuit or system responses for a given

set of design variable values. If the given design variable values happen to be identical to

any set of values in the LUTs, the resulting circuit responses can be directly read from the

tables. This saves tremendous amount of simulation time and speeds up the simulation. If

the given values are not identical to any stored values, interpolation is then applied between

two or multiple sampled data points to obtain estimated circuit responses. However, the

computational cost of interpolation is substantially lower compared to a SPICE simulation,

especially if all parasitics are included in the SPICE netlist. This is where metamodels are

easier, faster, and accurate compared to LUTs. In the metamodel approach no data needs to

be stored. Any value needed is obtained just from the metamodel on the fly. This calculation

does not cost much as it is merely a function evaluation and much faster than the netlist

simulation. LUTs are often used in the following scenarios for accurate simulation through

textual description of the chip design:

(1) The physical insight for yielding an analytical or physical model is not available.

(2) The available analytical or physical models are too simple to accurately model the

circuit or system behavior.

(3) The available models are too costly computation-wise for the specific task.

LUTs had been used by many researcher in behavioral models of devices, analog and

mixed-signal circuits and systems. The existing literature has large collection of different

types of LUT based behavioral simulation approaches. In [83], LUTs were used to model the

device parameters described in Verilog-A such as drain-to-source current, gate-to-drain and

gate-to-source capacitance of inter-band tunneling field-effect transistors (TFETs). In [98] a

LUT in Verilog-A was used to model single-event transients (SETs). SETs have become the

dominant radiation effects in microelectronics. The LUT based Verilog-A model sped up the

simulation by over 18,000 × compared to the mixed-model simulation (the simulation mixes
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SPICE and device-level simulators). In [37] a Verilog-AMS model with embedded LUTs was

implemented for nonlinear oscillators in order to replace time-consuming SPICE models. The

LUTs modeled the oscillators’ phase sensitivity to perturbations and their voltage outputs.

In [39] a VCO Verilog-AMS model with LUTs was created for fast mixed-mode (SPICE +

Verilog-A or Verilog-AMS) PLL simulation. The LUTs generated VCO output frequency and

deviation of the frequency. Compared to transistor-level simulation, speedups of 2-3 orders

of magnitude were achieved. Both [109] and [2] presented system-level PLL optimization

using Verilog-A building blocks with LUTs. The Pareto fronts of the building block circuit

parameters were stored in LUTs that were implemented in Verilog-A. The design space for

each building block was thus shrunk to the Pareto points. This increases the efficiency of

the system-level optimization and design exploration.

The major limitation of LUT techniques is that for high accuracy the table sizes grow

rapidly which in turn can greatly increase the required memory and computation time. Meta-

models overcome this limitation. In particular metamodel-integrated Verilog-AMS explicitly

has everything embedded in one text representation of the target design. Consequently LUTs

are restricted to low-dimensional and weakly nonlinear modeling problems. For instance, a

formal method for automatically generating multi-dimensional LUTs was proposed in [92].

The LUTs were optimized in a systematic way under an error-control algorithm. Thus the

sizes of the resulting LUTs were minimized for a given accuracy requirement. Nevertheless,

it was shown that the accuracy is approximately proportional to the table size up to a cer-

tain break point. Little further accuracy improvement can be gained by increasing the table

size beyond the break point. Different types of metamodels like polynomial (piecewise),

and ANN, are well suited to capture the nonlinearity and better represent the behavior of

complex circuits and systems.

2.3. Simulink Based AMS System and Circuit Modeling

Simulink is a multi-domain simulation environment backed by the well-established

data processing capability of MATLAB. While MATLAB is completely text based, Simulink

provides visual blocks for better system-level understanding of the design. Simulink has a
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user-friendly graphical editor and provides a large collection of built-in libraries with large

numbers of predefined functional blocks. Users can also create custom blocks to meet their

needs and perform first step simulations of their target system to analyze its feasibility

before moving to next steps of design. Using a signal-flow simulation approach, time-domain

simulation can be performed in Simulink for electrical, mechanical, and many other systems.

The aforementioned features make Simulink a preferable tool for rapid functional verification.

This is evidenced by the suggested uses of Simulink for engineering educational projects

[85, 40, 59]. The objects being modeled in these projects include a magnetic levitation

device, motor controllers, and switch-model power supplies.

Simulink has been used to model analog/mixed-signal and radio frequency (RF) cir-

cuits and systems. For instance, Simulink models for thermoelectric modules (TEMs), semi-

conductor devices built specially for temperature control/measurement applications, were

presented in [89]. In [20], Simulink behavioral simulation was used to aid the study of bipo-

lar junction transistors’ parasitic effects on a BiCMOS analog decoder. To simulate RF

systems, a set of Simulink blocks for RF receiver front-ends were presented in [70]. The RF

building blocks had been modeled to include diverse examples in the RF domain including

low-noise amplifier (LNA), mixers, and oscillators. General nonidealities such as thermal

noise, nonlinearity, as well as block-specific nonidealities such as oscillator phase noise and

mixer offset were included in the Simulink models.

For Simulink modeling of mixed-signaled circuits and systems, delta-sigma modula-

tors (DSMs) are a very good case study. A DSM is a typical mixed-signal system. It consists

of pure analog blocks (for example, OP-AMP), mixed-signal blocks (for example, comparator

and oscillator), and possibly digital filters. In [11], Simulink models for DSM blocks were

presented to perform DSM behavioral simulation with nonidealities such as sampling jitter,

and noise. Block parameters such as OP-AMP finite gain, finite bandwidth, and slew-rate

were included in the models. In [80], Simulink models were used as tools for high-level DSM

design synthesis. Three types of DSM implementations (switched-capacitor, switch-current,

and continuous-time) were studied. Using Simulink behavioral models the DSM system was
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simulated. Major building blocks were constructed using the S-function blocks in Simulink.

The results were validated by the results from HSPICE simulations and the measured sil-

icon results. In [16], a statistical approach was proposed for checking mixed-signal circuit

properties. A MATLAB/Simulink implementation was built to examine the stability of a

DSM.

Simulink is a powerful tool for system-level simulations. It is not specialized for either

transistor-level and layout-level simulations. However, the proposed metamodels can enable

circuit-accurate system-level simulation in Simulink. This is a key novelty of the circuit-

accurate metamodel integration in Simulink or Verilog-AMS. As compared to Verilog-AMS

and VHDL-AMS, Simulink solvers are not built into standard circuit simulators. To work

with conventional circuit simulation tools for low-level design implementation, Simulink pro-

vides coupler blocks to communicate with other tools to perform co-simulation. Nevertheless,

careful configuration should be done to the coupler blocks and the efficiency of the conven-

tional simulation may be degraded. This is a blessing in disguise: Simulink and EDA tools

are decoupled and consequently Simulnk simulation doesn’t suffer the loss of speed during

the simulation. At the same time they are coupled at system level using scripting languages

such as ocean in Cadence. In other ways, MATLAB scripts can be written the drive EDA

tools from it.

2.4. Modeling of Important Mixed-Signal Building Blocks

2.4.1. Voltage-Controlled Oscillator

Voltage-controlled oscillators are typical mixed-signal blocks that are often used as

case-study circuits [32]. Verilog-A behavioral modules of linear VCOs were used in [45] for

PLL jitter characterization and in [108] for aiding a hierarchical CPPLL sizing method. No

parasitic effects were included in the model used in that research. A quasi-sensitivity analysis

approach is proposed in [54] to construct behavioral models and used a characterization mode

developed in [53] to extract the circuit parameters including parasitic effects. The authors

also adopted the linear VCO model. While the linear model may be sufficient for performing

verification on fixed designs, it is not useful for design exploration since the VCO linearity
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condition is not always valid. The VCO behavioral models developed in [2] and [39] used

the table-lookup approach inside Verilog-A modules, which is not efficient. An event-driven

analog modeling approach was proposed in [94] which used the Verilog-AMS wreal data

type to improve the model efficiency. However, it is not clear how the VCO gain and output

frequency were modeled.

2.4.2. Operational Amplifier

Macromodeling is a popular technique to generate simpler circuit representations for

reducing simulation time. In [95], the OP-AMP to be modeled was first divided into basic

building blocks and then these blocks, based on their functionality, were replaced with appro-

priate simplified models composed of ideal circuit elements. A symbolic expression relating

the input and output response can be generated through algebraic or graph-based methods

[81]. Traditionally symbolic analysis is suitable for modeling the small-signal behaviors, not

for large-signal transient responses such as the OP-AMP slewing and settling. A method

was proposed in [104] to overcome this shortcoming.

In [55] and [93], Verilog-A OP-AMP behavioral models were used to estimate the

specifications used in a switched-capacitor filter. In [19], the continuous-time transfer func-

tion of an OP-AMP under voltage follower configuration was discretized and modeled using

VHDL. A VHDL-AMS OP-AMP behavioral model was proposed in [82]. The VHDL-AMS

OP-AMP model in [5] was based on a three-stage model. In [7], a framework for extracting

circuit parameters was proposed.

2.5. Research Contributions of this Dissertation

The contributions of this dissertation consist of a complete set of electronic design au-

tomation (EDA) computer-aided-design (CAD) tools for performing fast and accurate design

exploration for analog/mixed-signal circuits and systems. These tools include the follow-

ing: (1) approaches for circuit-level metamodel integration in Verilog-AMS, (2) Metamodel-

integrated Verilog-AMS based design exploration flow for finding optimal design, and (3)
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metamodel generation flows for creating efficient behavioral models. The proposed explo-

ration flows are compatible to both simple and sophisticated optimization algorithms. For

example, both an exhaustive search and a novel Cuckoo search optimization algorithm are

demonstrated in this dissertation. The contributions of this dissertation are summarized as

follows:

(1) The comparative study of delta-sigma modulator (DSM) modeling using Verilog-

AMS and Simulink.

(2) A fast and accurate analog/mixed-signal (AMS) circuit and system design explo-

ration flow based on Verilog-AMS integrated polynomial metamodels and meta-

macromodeling.

(3) An efficient and layout-accurate mixed-signal system design exploration flow based

on parasitic-aware Verilog-AMS metamodels.

(4) A polynomial metamodel generation flow for AMS building blocks for Verilog-AMS

integration.

(5) A metamodel-assisted exhaustive search algorithm for phase-locked loop (PLL) sys-

tem optimization.

(6) A metamodel-assisted Cuckoo search algorithm for OP-AMP optimization.

(7) An OP-AMP metamodeling approach for constructing parametric Verilog-AMS

model for system-level design exploration.

(8) A parasitic-included VCO metamodel for PLL system design exploration.
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CHAPTER 3

MIXED-SIGNAL SYSTEM MODELING: SIMULINK VERSUS VERILOG-AMS

Fast and accurate time-domain simulations are crucial in today’s analog and mixed-

signal (AMS) simulation, design exploration, and verification. Verilog-AMS, VHDL-AMS,

Simulink, and SystemC-AMS are few known frameworks for modeling and simulation of

mixed-signal circuits and systems. Based on design experiences two of these frameworks

have been selected for their analysis for easy usage, speed, and accuracy for AMS circuits

and systems. SIMULINK and Verilog-AMS are two well-known tools that can model a system

and its building blocks behaviorally. Both have their own strengths and weaknesses. In this

dissertation study of the design and modeling of a continuous-time delta-sigma modulator

(CT DSM) for biopotential signal acquisition using these tools is performed. The design

procedure was divided into several steps for easy and logical understanding. Based on the

purpose of each of the modeling steps, different models are needed. The reasons behind

the choice of the tools and the modeling language for each step are discussed in [106]. The

designed third-order CT DSM with feedforward loop filter has 87.3 dB SNR and 20 kHz

input bandwidth.

3.1. A Typical Mixed-Signal System

A typical mixed-signal system consists of analog, digital and/or mixed-signal blocks.

Analog-to-digital converters (ADCs) and digital-to-analog converters (DACs) are typical

mixed-signal circuits. Both ADC and DAC are highly essential in modern AMS circuits and

systems at least as interface circuit among the analog and digital blocks.

An analog-to-digital converter (ADC) converts signals that are continuous in time and

amplitude into discrete-time and discrete-amplitude signals. Common outputs of an ADC

are binary digital signals (the amplitude is either logic 1 or 0). The major architectures of

the ADC include the following:

• Flash ADC

• Successive-approximation (SAR) ADC
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• Pipeline ADC

• Delta-sigma ADC

The flash ADC features the simplest structure and fast conversion speed. The core com-

ponents are a set of clocked comparators and digital circuitry for converting the digital

output format. Poor matching of nano-CMOS devices significantly limit the resolution of

flash ADCs. Other ADC architectures trade off simplicity and conversion speed for higher

resolution. Analog blocks such as anti-aliasing filters, sample-and-hold (S/A) circuits, and

comparators, as well as digital blocks for control logic or calibration are common in most

ADCs.

In contrast to an ADC, a digital-to-analog converter (DAC) converts digital signals

(discrete in time and amplitude) into analog signals. The simplest DAC is the resistor-string

DAC which relies on voltage division through a string of resistors to achieve the conversion.

Element matching and the required element count limit it to very low resolution applica-

tions. DACs with the R−2R architecture reduce the required resistor count by incorporating

binary-weighted mechanisms and op amps. Current-steering and charge-scaling ADCs em-

ploy transistors and capacitors, respectively, to translate digital signal magnitude into the

analog domain. OP-AMPs are commonly used at the outputs of these ADCs. More sophis-

ticated DACs include pipeline DACs and delta-sigma DACs with components such as S/A

and OP-AMPs.

A delta-sigma modulation (DSM) is a very good example of a mixed-signal system.

Usually one or multiple OP-AMPs together with passive components (capacitors and possibly

resistors) form the core of a loop filter which is an essential component for noise shaping.

Single-bit or multi-bit clocked comparators are employed to convert the outputs of the loop

filter to digital signals. These digital signals are processed by the following digital filter

to remove the noise. The unfiltered digital signals are also converted back to analog form

and then subtracted from the input analog signals. This forms a mixed-signal system with

feedback. The clocked comparators typically need to be driven by low-to-median jitter clock

signals. Thus an oscillator is required as an integral block.
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3.2. High-level Design Description Delta-Sigma Modulator (DSM)

A delta-sigma modulator (DSM) typically consists of several blocks as follows:

• Loop filter

• Analog-to-digital coveter (ADC)

• Feedback digital-to-analog converter (DAC)

High-level block diagrams of a discrete time delta-sigma modulator (DT CSM) and a con-

tinuous time delta-sigma modulator (CT DSM) are shown in Fig. 3.1. The discrete-time

realization of the DT DSM and continuous-time loop filter CT DSM are represented as, L(z)

and L(s), respectively. The ADC which is usually referred to as a quantizer, converts its

input y[n] to digital output code v[n]. The feedback DAC converts v[n] back to analog form

so it can be subtracted from the input u(t). In this process, the signal and the quantization

noise experience different transfer functions as follows:

• Signal transfer function (STF)

• Noise transfer function (NTF)

The major difference between the DT DSM and the CT DSM is that the DT DSM samples

the analog input outside the loop while the CT DSM samples the signal at the loop filter

(LF) output. The sampling is controlled by a clock signal φ with sampling frequency fs.

A CT DSM has an implicit anti-aliasing filter (AAF) and generally consumes less power

than a DT DSM with similar structure [29]. These advantages make the CT DSM a better

candidate over DT DSM for biomedical applications.

The quantizer that generates the digital output can be either single-bit or multibit.

A multibit quantizer provides more aggressive noise-shaping, lower jitter sensitivity, and

better stability. However, its implementation is much more complex than the single-bit

quantizer. Also, the multibit quantizer requires complex circuitry to correct its internal

element mismatch due to process variations. A single-bit quantizer is used in this dissertation

for its low power consumption which is especially interesting for biomedical applications.

Another important design parameter is the out-of-band gain (OBG). It determines the gain

for the signal with frequency component at fs. Higher OBG offers less in-band noise at the
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Figure 3.1. The DT and CT DSM system-level block diagrams.

cost of higher jitter noise and increased instability. An OBG of 1.3 is chosen for the design

based on simulations.

3.3. ADC for Biopotential Signal Acquisition

The designed CT DSM is to be used in portable biomedical systems in order to moni-

tor signals in electrocardiography (ECG), electromyography (EMG), and electroencephalog-

raphy (EEG) signals. The monitoring is enabled by measuring biopotentials on the surface

of living tissue. Such systems play an important role in lowering the health care cost and

in simplifying clinical procedures. A simplified multi-channel biopotential signal acquisition

system is depicted in Fig. 3.2. The ADC employed in such systems must process biomedical

signals with a reasonable accuracy, consume extremely low power, and tolerate process vari-

ations of nanometer CMOS technology. ADCs using a CT DSM fit into such systems very

well for the following reasons:
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(1) They can attain high accuracy with relatively simple circuitry.

(2) The requirements for the operational amplifier (op amp) employed in such ADCs

are relaxed compared to those in other architecture.

(3) Their built-in anti-aliasing filters (AAFs) simplify the analog front-end design and

greatly reduce the system power requirement.

(4) With proper design, they can achieve high immunity from process variations.

The CT DSM should have at least 10-bit resolution and be able to handle input signals up

to 10 kHz to meet the biomedical application requirements [100, 110].

3.4. System-level Design and Modeling of CT DSM

The theories and tools for discrete-time (DT) DSM design (e.g., [72, 84]) are quite

mature compared to the CT DSM design. Thus a common way of designing a CT DSM is first

obtaining a system-level DT DSM design with desired performance using the available tools.

Then this design is mapped to a CT DSM topology. This dissertation follows this approach.

The MATLAB toolbox provided in [84] has been widely used and is the de facto tool for

DT DSM synthesis. It is adopted in this design flow. The CT DSM system-level design

flow along with the tools and modeling languages involved in each design step are shown in

Fig. 3.3. The flow starts by synthesizing a system-level DT DSM design using the MATLAB

toolbox with system design attributes including the following: DSM order, oversampling

ratio (OSR), and out-of-band gain (OBG. The resulting DT DSM design is then converted

to a CT implementation. Necessary dynamic range scaling is done to ensure the outputs

of all stages of the modulator remain bounded. Simulations are performed throughout the

process to predict the design performance and thus to ensure the requirements are met.

Critical non-idealities are modeled and simulated, which leads to reasonable specifications

for each modulator building blocks. The following subsections detail each step in the flow

and justify the decisions on the choice of the modeling language and the tool for different

steps.
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Figure 3.2. Simplified block diagram of a multi-channel biopotential signal
acquisition system.

23



Figure 3.3. System-level CT DSM design flow.

3.4.1. DT DSM Design Synthesis

The goal of this step is to find a proper DT LF so that the DSM design satisfies the

given (bandwidth and SNR) requirements. The STF is typically assumed to be unity. The

NTF and LF are related as the following expression:

(1) NTF (z) =
1

(1 + L(z))
.
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Thus one can obtain a LF by designing the NTF first. This is done by taking into account

the high-level design considerations (e.g., quantizer levels, OBG, OSR, etc.) and performing

simulations iteratively until a satisfying solution is reached. This step is similar to conven-

tional filter design. By using the functions and scripts such as synthesizeNTF provided

in the MATLAB delta-sigma design toolbox [84], tedious manual iteration can be avoided.

synthesizeNTF assumes the magnitude of the NTF denominator is constant in the pass-

band and numerically determines the pole locations for the NTF. An NTF zero optimization

option is provided in synthesizeNTF that can reduce the total noise power in the signal

band. That is, by spreading the NTF zeros over the signal band instead of placing them all

at DC (z = 1), the NTF can be improved. However, this is at the cost of circuit complexity

and here the zero optimization is not enabled. The resultant NTF for this design has the

following expression:

(2) NTF (z) =
(z − 1)3

(z − 0.770)(z2 − 1.708z + 0.768)
.

The NTF is evaluated in the z-plane and frequency domain as shown in Fig. 3.4 where an

initial evaluation of the design stability and performance can be made.
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Figure 3.4. The synthesized NTF power spectrum and its poles and zeros
in the z-domain.
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MATLAB simulations were run using the facility in the toolbox and the DT DSM

output power spectrum density (PSD) is plotted in Fig. 3.5. It shows that this design results

in an SNR of 100.5 dB which is sufficient for the ADC requirements. We can proceed to the

next step with this DT DSM design. The resulting LF is shown in Eqn. (3) presented below:

(3) L(z) =
0.513(z2 − 1.756z + 0.783)

(z − 1)3
.
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Figure 3.5. DT DSM output PSD from MATLAB simulations.

3.4.2. DT-to-CT Conversion

A practical and effective DT-to-CT conversion method was proposed in [78] and is

used in this dissertation. The proposed numerical technique accounts for the LF degradation

caused by non-ideality such as op-amp finite gain-bandwidth product. The objective is to

find a CT equivalent of the DT DSM design presented in Section 3.4.1. The procedure is:
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1) selecting a CT DSM architecture; and 2) computing coefficients for the LF of the selected

architecture. A comparison of various architectures can be found in [29]. Here a third-order

cascade of integrators with feedforward (CIFF) LF (shown in Fig. 3.6) is chosen.

Figure 3.6. The selected CT DSM structure.

In order to compute the LF coefficients, the impulse responses of all integrators of

the CT DSM and that of the DT DSM from time-domain simulations have to be known. A

MATLAB script is used to control the simulation flow, gathering the results, and performing

numerical fitting to find the LF coefficients. The CT DSM model used in time-domain simu-

lations can be constructed using SIMULINK or Verilog-AMS. SIMULINK’s built-in libraries

provide a comprehensive collection of fundamental building blocks such as integrators, quan-

tizers, summers, etc. With SIMULINK one can quickly build DSM behavioral models for

time-domain simulations. In contrast, if the DSM behavioral models are built using Verilog-

AMS, one has to go through basic steps such as writing code and creating symbols for the

fundamental building blocks. Therefore, SIMULINK is used to create the DSM behavioral

models in this step. The SIMULINK model of the CT DSM is shown in Fig. 3.7. Since

dynamic range scaling presented in Section 3.4.3 altered the LF coefficients obtained in this

step, the final values for the coefficients are shown in that section.
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Figure 3.7. MATLAB/SIMULINK model of the CT DSM.
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3.4.3. Dynamic Range Scaling

In real circuit implementations all the voltages should be bounded within the power

supply range. For the CT DSM implementation shown in Fig. 3.6, the integrator outputs are

scaled to the allowable range so that saturation is avoided. While previous design steps do

not account for this constraint, here it can be done by adjusting the values of LF coefficients

d1–d3. Note that the values of a1–a3 have to be modified accordingly [84]. This step also

requires time-domain simulations. The SIMULINK model presented in Section 3.4.2 is simply

reused without extra effort. The resultant LF coefficients are the following:

[a1, a2, a3, a4] = [0.0948, 1.2090, 0.5760, 0.8716].(4)

[d1, d2, d3] = [0.4017, 0.5022, 0.0787].(5)

SIMULINK simulations were then run to generate CT DSM output. The PSD of the

DT and the CT DSM outputs are compared in Fig. 3.8. It can be seen that their PSD plots

match very well. The difference in SNR is due to the finite simulator accuracy. Thus a CT

equivalent of the DT DSM has been obtained by following the steps discussed above.

3.4.4. Building Block Implementation with Non-idealities

With the system-level design of the CT DSM described in Sections 3.4.2 and 3.4.3, we

can now assign specifications to each building blocks. The building blocks in the SIMULINK

CT DSM model used in those sections are ideal blocks (i.e. the integrators have infinite dc

gain, sampling clock has not jitter, etc.). For practical circuit implementation, the perfor-

mance degradation caused by non-idealities should be taken into account. Thus non-idealities

have to be modeled and simulated. When deciding the tool and modeling language to be

used for non-ideality simulations, there are two major concerns, as follows:

(1) The modeling language should be able to describe the non-idealities and allow them

to be integrated into the ideal model without a great deal of time and effort.
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Figure 3.8. Comparison of the DT and CT DSM output spectra.

(2) The tool should allow the designer to switch each individual building block between

ideal model, non-ideal model, and actual circuit implementation so the designer can

quickly locate the source of problems during this process.

In this dissertation, two important non-idealities (finite gain-bandwidth product and

clock jitter) for DSM were taken as examples to show how the modeling and simulation

were done. In this dissertation Verilog-AMS and AMS Designer of CADENCE rather than

MATLAB/SIMULINK are used to model the non-idealities. Since the actual circuit imple-

mentation (schematics and physical designs) were to be done in CADENCE, using AMS

Designer allowed us to design and model the circuit in an unified environment. Although

SIMULINK can co-simulate with AMS Designer and thus can also interact with the block

of actual circuit implementation, it requires extra effort for configuration on both sides and
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the simulation procedure is not as convenient. Also, although in literature efforts have been

made to model clock jitter in SIMULINK [41, 14, 4], it is relatively easier to model it in

Verilog-AMS. The CT DSM implementation in this dissertation using active-RC integrators

is shown in Fig. 3.9. A comparison of various realizations can be found in [29].

Finite Gain-Bandwidth Product. The schematic of the CT DSM shown in Fig. 3.9 in-

cludes the following components:

• three integrators,

• one summing amplifier, and

• a clocked quantizer.

The operational amplifier (OP-AMP) is the major component in the integrators and summing

amplifier. Eqn. (6) and Eqn. (7) show the transfer function of an ideal op amp and that of

an op amp with finite gain-bandwidth product (GBW), respectively, as shown below:

Vout(s)

Vin(s)
= − 1

sRC
,(6)

Vout(s)

Vin(s)
= − 1

(RC + 1
ωun

) + s2 RC
ωun

,(7)

where ωun = 2π ·GBW is the unity-gain frequency. It indicates that finite GBW introduces

second-order effects. GBW = Aoldc · f3dB where Aoldc is the OP-AMP DC gain and f3dB is

its bandwidth. This can be modeled using Verilog-AMS as shown in the example code in

Listing 3.1. The simulated PSDs of the CT DSM output with various op-amp GBW are

shown in Fig. 3.10. When the GBW is infinite, SNRIdeal is 97.6 dB (it is just slightly different

from the SNR from SIMULINK simulation). SNRGBW(Lo) = 81.7dB is when the GBW is a

very low value. SNRGBW(Optimal) corresponds to the op amp with the specifications shown in

Table 3.1.
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Figure 3.9. The CT DSM realization using active-RC integrators.
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Listing 3.1. Example Verilog-AMS source code for the integrator.

1 `include ” cons tant s . vams”

2 `include ” d i s c i p l i n e s . vams”

3 module i n t 1 f d ( outp , outm , inp , inm , fbp , fbm) ;

4 parameter real A0 = 128.0 from (0 : i n f ) ; // Op−amp open−l oop DC gain

5 parameter real f 0 = 5e6 from ( 0 : i n f ) ; // Op−amp 3dB bandwidth

6 parameter real c = 1 .0 from (0 : i n f ) ; // Forward capac i t o r

7 parameter real r = 1 .0 from (0 : i n f ) ; // Input r e s i s t o r

8 parameter real vdd = 1 .0 from ( 0 : 1 0 ) ;

9 parameter real gnd = 0 . 0 ;

10 input inp , inm , fbp , fbm ;

11 output outp , outm ;

12 e lectr ica l inp , inm ;

13 e lectr ica l outp , outm , fbp , fbm , outd ;

14 real vcm , vout ;

15 real d [ 0 : 2 ] ;

16 real wu; // Unity−gain f requency

17 analog begin

18 @( i n i t i a l s t e p )

19 begin

20 wu = A0 * 2 * `M PI * f 0 ;

21 d [ 0 ] = 0 ;

22 d [ 1 ] = r * c + 1 / wu ;

23 d [ 2 ] = r * c / wu ;

24 vcm = ( vdd − gnd ) / 2 ;

25 end

26 V( outd ) <+ l a p l a c e n d ( (V( inp , inm ) + V( fbp , fbm) ) , {1} , d ) ;

27 V( outp ) <+ vcm + V( outd ) / 2 ;

28 V(outm) <+ vcm − V( outd ) / 2 ;

29 end

30 endmodule
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Figure 3.10. PSDs of the CT DSM with different GBW.

Clock Jitter. The clock signals supplied to DSMs in highly integrated systems are likely

generated by on-chip VCOs. The effect of clock jitter of such sources has been studied in

[13]. Here the relevant results are briefly summarized. The DSM sampling instants (e.g.,

each rising clock edge) can be written as follows:

(8) tn = nTs + βn, n = 0, 1, 2, ..., N − 1,

where Ts is the sampling period, and βn is the clock uncertainty at each instant, or the clock

jitter. For a real VCO, βn =
∑n

i=0 βi. That is, jitter is a cumulative variable. Thus (8) can

be rewritten as follows:

(9) tn = nTs +
n∑
i=0

βi, n = 0, 1, 2, ..., N − 1.
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For a VCO with center frequency fc, the jitter effect is typically measured in terms

of phase noise nc. At a 100-kHz offset (fn = 100 kHz), a typical nc value, in dBc/Hz, is

calculated as follows [56, 38]:

(10) nc = −100 + 20 log10 fc.

Through experiments and with the assumption of normal distribution [13], the relation

between nc and the variance of βn is calculated as follows:

(11) α2
β ≈

(
T 2
s · f 2

n · 10nc/10

2fc

)
.

Thus knowing nc and the variance of βn, the RMS jitter can then be calculated accordingly.

The clock jitter can be modeled in Verilog-AMS using the function $rdist_normal. The

simulated CT DSM output PSDs for different RMS jitter values (1 ps, 10 ps, and 100 ps) are

shown in Fig. 3.11. It can be seen that clock jitter has a great impact on the noise-shaping

performance. The noise floor in the signal band rises due to the clock jitter. The rise in the

noise floor is only noticeable in the signal band and is almost flat because of the employment

of a white clock jitter model and the fact that the error introduced by clock jitter only

occurs at instants that the feedback DAC is making transitions. The transitions are highly

correlated with the input signal pattern. This mechanism shifts the jitter noise to the signal

band. Based on the simulation results, RMS jitter = 10 ps is a good tradeoff between CT

DSM performance and clock generator cost.

Final Design. With the building block specifications shown in Table 3.1 and 10 ps RMS

jitter, the resultant CT DSM SNR is 87.3 dB for a signal bandwidth of 20 kHz. The time-

domain simulation result of the CT DSM is shown in Fig. 3.12 where v(t) is the input signal

and u(t) is the modulator output.

3.5. SIMULINK versus Verilog-AMS

In this Section Simulink and Verilog-AMS are compared as media for mixed-signal

system simulation in terms of various key aspects including accuracy, speed, modeling effort.
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Figure 3.11. PSD of the CT DSM output with different RMS jitter value.
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Figure 3.12. The time-domain simulation result.
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Table 3.1. The required component values and building block specifications
for the CT DSM.

Resistors (Ω) R1 = 100 k, R2 = 100 k, R3 = 100 k,

R1a = 1.188 k, R2a = 1.857 k, R3a = 947

R0a = 10.546 k, Ra = 1 k

Capacitors (F) C1 = 3.384 p, C2 = 5.225 p, C3 = 32.16 p

Op amp 1 Aoldc = 128, f3dB = 12 kHz

Op amp 2 Aoldc = 128, f3dB = 12 kHz

Op amp 3 Aoldc = 128, f3dB = 12 kHz

Op amp 4 Aoldc = 128, f3dB = 80 kHz

3.5.1. Accuracy and Speed

As in most cases, higher simulation accuracy usually results in more computation

time (i.e. lower speed). Knowing the theoretical limit of the CT DSM helps to determine

a good tradeoff between accuracy and speed. Here the simulated PSD of the DT DSM

output is taken as the theoretical limit, and look for the simulator settings that lead to fast

simulation without sacrificing much accuracy through experiments. Tables 3.2 and 3.3 show

some important simulator settings and the resultant computation time for the SIMUNLINK

and Verilog-AMS simulations in this work. The computation time was for simulation time

equal to 32 periods of the sine wave input to the modulator. The low-pass CT DSM Design

has 87.3 dB SNR and 20 kHz input bandwidth.

Table 3.2. The simulator settings for SIMULINK and AMS Designer.

Simulator Settings

Analog Solver: ode23s

SIMULINK Relative tolerance: 1× 10−6

Absolute tolerance: 1× 10−5

Max step size: 1× 10−2

Analog Solver: Spectre

AMS Designer Relative tolerance: 1× 10−3

Voltage Absolute tolerance: 1× 10−6

Current Absolute tolerance: 1× 10−12
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Table 3.3. The computation time for SIMULINK and AMS Designer.

Simulator Computation Time

SIMULINK 125.8 s

AMS Designer 57.0 s

In Spectre, the relative tolerance specifies the allowed maximum error relative to

the signal magnitude [52]. It takes the value between 0 and 1 and is a setting that globally

controls the simulation accuracy. Voltage and current absolute tolerances define the smallest

interesting voltage and current, respectively, in the simulation. Voltage and current signals

smaller than these values are ignored. The Simulink solver shares the same definition of

the relative tolerance with Spectre, but the definition for the absolute tolerance is different

[62]. In Simulink absolute tolerance specifies the maximum acceptable error when the signal

approaches zero.

The SIMULINK simulation requires more than twice of the computation time as

that of the Verilog-AMS simulation. This might be mainly due to the fact that the relative

tolerance is set to be twice smaller than that of the AMS Designer. However, this value could

not be further increased for the SIMULINK simulation and maintain comparable accuracy.

There is a set of solvers available in Simulink. It is possible that a different Simulink solver

can provide better trade off between error-control and speed, and thus results in the similar

performance as Verilog-AMS. However, evaluation of every solver is not performed here since

the goal is to find the settings that are qualified for obtaining the CT DSM performance

limit. The adopted ode23s solver is a stiff solver. Compared to the default ode45 solver,

a non-stiff solver, a stiff solver can better handle rapid and sharp signal transitions. A CT

DSM is a stiff system in which this kind of signal behaviors are common [46].

3.5.2. Modeling Effort and Integrability

As discussed in Section 3.4.2 SIMULINK libraries have comprehensive fundamental

building blocks. They are generally not complex models that can cover many aspects of real

designs, but are usually adequate for checking whether a design can approach the theoretical
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limit at early design stages. Building a basic DSM SIMULINK model is as simple as picking

the right blocks from the library, connecting them, and configuring simulation setting. When

the design needs to be modified, the SIMULINK model takes less effort than the Verilog-

AMS model does. However, modeling and simulating non-idealities such as clock jitter may

not be an easy task. Also, Verilog-AMS models are easier to integrate with the actual circuit

implementation to perform co-simulations.

A CT DSM design flow along with the tool and the modeling language used in each

step has been presented. Based on this design practice, MATLAB/SIMULINK is suitable

for high-level system design and AMS Designer/Verilog-AMS is suitable for simulations with

non-idealities and for integration with low-level building block implementations in terms of

modeling effort. There is no significant difference in simulation performance between these

tools. The choice of the tool and the modeling language depends on the modeling object

and time budget.
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CHAPTER 4

VERILOG-AMS-POM: VERILOG-AMS INTEGRATED POLYNOMIAL

METAMODELING USING AN OP-AMP AS A CASE STUDY

In order to achieve high performance and high yield, analog/mixed-signal (AMS)

circuits and systems must be optimized at both system and circuit levels. For a top-down

design approach, this starts with designing and optimizing the system with sub-block models

at high levels of abstraction. The specifications for each sub-block that lead to the best sys-

tem performance are then obtained. Each sub-block is then designed and optimized toward

these specifications. The issue with this approach is that generating an accurate model, if

it is even feasible, takes significant effort. Therefore some characteristics of the sub-blocks

are ignored at the high-level simulation. This makes the obtained sub-block specifications

less reliable. To address the aforementioned issues, a three-step optimization flow is

proposed in this Chapter using an OP-AMP as a case study [107].

4.1. The Idea of Polynomial Metamodel Integrated Verilog-AMS

The proposed flow is assisted by POlynomial Metamodels (POMs) to significantly re-

duce the design cycle by performing fast optimization, verification, and design exploration.

In the first step, based on the specifications from high-level simulations, an optimized OP-

AMP design is obtained by ultra-fast POM-assisted optimization. This optimized design

serves as the starting point for constructing an OP-AMP meta-macromodel in the second

step. The meta-macromodel is then integrated into a Verilog-AMS module which is used at

system-level simulations and can greatly reduce the computation time. The third step per-

forms optimization at the system level. The computation time is greatly reduced due to the

use of the Verilog-AMS POlynomial Meta-macromodel. This is is called Verilog-AMS-

POM in this dissertation. The meta-macromodel is the polynomial metamodel generated

from the macromodel. It may be noted that macromodel here refers to the transfer func-

tion or SPICE macromodel. Since the optimization is performed at system-level with the

circuit-level metamodel based on the OP-AMP design, the resulting final OP-AMP design
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has a much higher chance of meting the system requirements and attaining much higher

performance. For the optimization a customized Cuckoo Search algorithm is used for the

first time for OP-AMP optimization through Verilog-AMS-POM.

Macromodeling has been used as a popular technique to generate simpler circuit

representations for reducing simulation time. A macromodel usually consists of the dominant

elements of the circuit and still needs the same set of electronic design automation (EDA)

tools as the original model and hence is slower than metamodels. In [95], the OP-AMP

to be modeled was first divided into basic building blocks and then these blocks, based

on their functionality, were replaced with appropriate simplified models composed of ideal

circuit elements. This method retains the circuit structure and provides some insight into

the circuit. One has to understand how exactly every basic blocks affect the overall circuit

characteristics and their influence on each other. This indicates large modeling effort. As the

circuit size increases, a quasi-proportional increase in the simulation cost is also expected.

A generic CMOS OP-AMP macromodel was presented in [35]. This macromodel is redrawn

in Figure 4.1. It consists of five stages—the input stage, the common mode stage, the gain

stage, the intermediate stage, and the output stage. Each stage is composed of fundamental

electrical circuit elements (resistors, capacitors, and inductors) and dependent/independent

sources. Signals flow through these stages sequentially.

The macromodel in Figure 4.1 assumes infinite DC input impedance, which is valid

for CMOS OP-AMPs. For AC input impedance, common-mode (CM) and differential-mode

(DM) impedances are considered. The CM input impedance is purely capacitive therefore it

is formed by two capacitors (Ccm). The DM impedance is an RC circuit (Rd and Cd). These

elements together create a stage with two poles at the following:

(12) wp =

{
0,
Cd + Ccm
RdCdCcm

}
.

The OP-AMP has a zero at the following:

(13) wz =

{
1

RdCd

}
.
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Figure 4.1. A generic op-amp macromodel [35].
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A DC voltage source is employed in the input stage to model the input offset voltage (Vos).

The common-mode stage models the AC CM response of the amplifier. Two zeros at the

following points are created in this stage:

(14) wz =

{
R1

L1

,
R2

L2

}
.

The essential input to this stage is the CM voltages, Vc1 and Vc2, sensed by the CM capac-

itors (Ccm). The gain stage models the CM and DM gains of amplifier. There gains are

carried by current sources Icm and Idm, respectively. These two gains can be represented

by simple MOSFET transconductance or constructed using more complex functions that

include multiple circuit parameters to model nonlinearities. The gain stage also models the

op-amp pole with the second lowest frequency (the second pole):

(15) wp =
1

R3C3

.

The purpose of the intermediate stage is to provide additional poles and zeros to improve

the accuracy of the modeled op-amp AC response. This is due to the fact that a real op-amp

design generally has more than two poles/zeros. This stage does not change the op-amp gain

since it is built to produce unity gain. The intermediate stage shown in Fig. 4.1 produces a

pole at the following:

(16) wp =
1

R5C5

.

It produces a zero at the following:

(17) wz =
R4

L4

.

The output stage produces the dominant pole at the following:

(18) wp =
1

RoCo
,
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where Ro and Co can both be nonlinear functions to account for nonlinear effects. The values

for all of the variables in the macromodel can be extracted from circuit simulations.

The symbolic analysis method provides an alternative macromodeling approach. A

symbolic expression relating the input and output response can be generated through alge-

braic or graph-based methods [81]. The traditionally symbolic analysis methods are suitable

for modeling the small-signal behaviors. However, symbolic analysis methods are not for

the large-transient responses such as the OP-AMP slewing and settling which is consid-

ered in this Chapter. A method was proposed in [104] to overcome this shortcoming. The

authors applied symbolic pole analysis to the traditional OP-AMP two-pole model [15] in

which the poles are obtained numerically. Accurate op-amp slewing and settling behavioral

approximation was achieved by using two sets of poles for slewing and settling, respectively.

In [55] and [93], Verilog-A OP-AMP behavioral models were used to estimate the

specifications used in a switched-capacitor filter. The OP-AMP characteristics such as gain-

bandwidth (GBW), slew-rate, and phase margin were included. However, the comparison

of the behavioral and SPICE simulation results are not shown to prove accuracy of such

a modeling approach. In [19], the continuous-time transfer function of an OP-AMP under

voltage follower configuration was discretized and modeled using VHDL. However, only a

step input signal was tested. A VHDL-AMS OP-AMP behavioral model was proposed in

[82]. It was validated with various load and accounts for output nonlinear behavior. However,

it requires device information such as MOSFET operation region which is usually difficult

to obtain for nano-CMOS circuits. The VHDL-AMS OP-AMP model in [5] was based on

a three-stage model. Temperature-effect parameters were incorporated into the model so it

can be used for simulating the circuits for high temperature applications. In [7], a framework

for extracting circuit parameters was proposed. A similar setup is used in this dissertation

for circuit parameter extraction.
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4.2. An OP-AMP for Biomedical Applications

OP-AMPs are typically used in the analog front-ends of many biomedical systems.

As a specific example, a typical setup for electroencephalography (EEG) recording shown in

[12] is redrawn in Fig. 4.2. The measurement system consists of the following components:

• an instrumental amplifier (IA),

• a programmable gain amplifier (PGA),

• an analog-to-digital converter (ADC), and

• a digital signal processor (DSP).

As shown in the figure, the biopotential signals are first acquired by an instrumental amplifier

(IA) and then boosted by a programmable gain amplifier (PGA). The ADC converts the

signals into digital form which are then processed by a digital signal processor (DSP). A

classical realization of the instrumental amplifier implementation using three OP-AMPs as

shown in Figure 4.3 [22].

Figure 4.2. A typical configuration of EEG recording [12].

The transistor-level schematic of the case-study OP-AMP circuit in this Chapter is

shown in Fig. 4.4. The proposed OP-AMP has the following distinct stages with different

operations in the circuit:

• a folded-cascode operational transconductance amplifier (OTA),

• a common-source amplifier, and
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Figure 4.3. A classical realization of instrumental amplifier using three OP-
AMPs [12, 22].

• a common-mode feedBack (CMFB) circuit.

This two-stage OP-AMP consists of a folded-cascode operational transconductance amplifier

(OTA) for high gain and a common-source amplifier as output stage for low output resistance.

A Common-Mode FeedBack (CMFB) circuit is used to regulate the output common-mode

voltages. The two-stage OP-AMP is compensated using Miller capacitors C1 and C2. M21

and M22 act as resistors to remove the right-half plane zero. A fully differential implemen-

tation is used in order to suppress common-mode noise and thus the even-order harmonic

distortion. A 90 nm CMOS process with 1 V power supply is used for this OP-AMP design.

However, 45nm and 32nm CMOS libraries are becoming available and the same design can
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also be done using the new libraries. The input devices of the OTA are a pair of PMOS tran-

sistors. NMOS input devices have higher transconductance gm than the PMOS ones for the

same bias current. However, they have higher flicker noise and thus a NMOS input device is

suitable for applications requiring large bandwidth but not for low-noise and low-frequency

applications such as biopotential acquisition.

The test bench for the OP-AMP DC and AC analyses is shown in Figure 4.5. In the

figure, DC voltage source V0 provides the 1-V power supply, V1 supplies a 0.5-V common-

mode voltage vcm. V2 is a vsource in Cadence analogLib library. It can be set to generate

various types of voltage signals, including DC, sine, and pulse. In AC analysis V2 produces

a sinusoid small-signal voltage. The signal produced by V2 is fed to the control terminals

of two voltage-controlled voltage sources (VCVSs) E0 and E1 to produce differential input

signals that vary around vcm. R0 and R1 are 50-kΩ load resistors. C0 and C1 are 1-pF

load capacitors. The BIAS block generates global bias voltages for the op amp. vdd and

vcm are also global signals. In order to test the slew rate (SR), a similar test bench with

modifications to setup the op amp in unity-gain configuration is used. Transient analysis is

performed using this test bench (shown in Figure 4.6). Resistors R2–R5 are introduced to

realize an unity closed-loop gain. They are all set to be 100 kΩ.

For the target application of the OP-AMP for this Chapter, the required DC gain

and bandwidth are at least 43 dB and 40 kHz, respectively. The transistor sizing is based on

the (gm/ID) method [86] in order to maximize the current efficiency. Since the DC gain is a

strong function of the MOSFET length (L), the L of the input device is determined through

parametric simulation with a fixed unit MOSFET width (W ). With these W and L values,

a plot of (gm/ID) against overdrive voltage can be obtained. A high (gm/ID) ratio is then

selected with the consideration of voltage swing. W is then scaled to provide the required

current. It should be noted that if the (gm/ID) is too high, the W can be quite large. Hence

a tradeoff between area and power efficiency should be made according to the application.

The simulated OP-AMP performance together with the specifications are shown in Table 4.1.

The transistor sizes for the baseline design are listed in Table 4.2. The simulated DC gain
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Figure 4.4. The schematic of the OP-AMP.
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Figure 4.5. The test bench for the op-amp DC and AC analyses.
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Figure 4.6. The test bench for the op-amp step response simulation.
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is 52.3 dB, the bandwidth is 58 kHz, the phase margin is 92.5o, and the gain margin is -25

dB. The baseline design satisfies the gain-bandwidth and stability requirements. in addition,

this design requires the slew rate to be greater than 4 mV/ns.

Table 4.1. Characteristics of the OP-AMP.

Performance Specifications Baseline

A0 (dB) 43 52.3

BW (kHz) 40 58

PM (degree) 65 92.5

SR (mV/ns) 4 5.1

PD (µW) minimized 252.8

4.3. Proposed Design Optimization Flow Using Verilog-AMS-POM

The proposed design optimization flow is shown in Fig. 4.7. The compete optimization

flow can be divided into three major steps as follows:

• Ultra-fast OP-AMO optimization.

• Verilog-AMS meta-macromodel generation.

• Fast AMS system optimization.

This chapter studies and implements the first two steps of the proposed overall design flow.

Step 1 starts with the baseline OP-AMP design and generates an optimized OP-AMP de-

sign which serves as the starting point of Step 2 where an OP-AMP Verilog-AMS meta-

macromodel is constructed. Assuming the OP-AMP is a sub-block of an AMS system, the

original OP-AMP transistor-level netlist is replaced with the Verilog-AMS meta-macromodel

in Step 3 to enable fast AMS simulations. The sub-blocks including the OP-AMP design

can then be further optimized toward better system performance.

Metamodels are used in both Step 1 and Step 2. In Step 1, a set of metamodels are

generated to predict the OP-AMP characteristics such as gain, bandwidth, phase margin, and

slew rate. This allows the optimizer to process this information without conducting actual

circuit simulations. The elimination of the need of performing transistor-level simulations

saves a huge amount of simulation time. This is studied in Section 4.5. In Step 2, a

51



set of OP-AMP parameter metamodels are generated which are necessary for constructing

the OP-AMP meta-macromodel. The procedures of generating the OP-AMP characteristic

metamodels and the OP-AMP parameter metamodels are the same and are presented in

detail in Section 4.4.

4.4. Polynomial Metamodel Generation for OP-AMP

The OP-AMP characteristics and the parameters that are used in Section 4.6 are

modeled using polynomial functions which are polynomial metamodels. The polynomial

metamodels used have the following format:

(19) f(x) =

NB−1∑
i=0

βi

ND−1∏
j=0

x
pij
j ,

where f(x) is the OP-AMP parameter to be modeled. NB is the number of basis functions

of this polynomial metamodel. βi is the coefficient for the i-th basis function. ND is the

number of design variables, xj is the j-th design variables and pij is the power term for

the j-th design variable in the i-th basis function. For example, assuming that the design

variables are the width and length of an NMOS and a PMOS (x := {LN , LP ,WN ,WP}),

then ND = 4. As an example, the polynomial metamodel for the DC gain is the following:

A0(x) = + 4.5× 102 · L0
N · L0

P ·W 0
N ·W 0

P

+ 0.8× 109 · L0
N · L1

P ·W 0
N ·W 0

P

− 1.2× 1015 · L1
N · L0

P ·W 1
N ·W 0

P(20)

+ 0.3× 1016 · L0
N · L0

P ·W 0
N ·W 2

P ,

where A0(x) consists of 4 basis function and is a 2nd order polynomial. The basis function

coefficients are: β0 = 4.5× 102, β1 = 0.8× 109, β2 = −1.2× 1015, and β3 = 0.3× 1016.

The design variables in this Chapter are the following: transistor widths, lengths,

and the bias current generated in the bias circuitry. There are sixteen design variables

in total (ND = 16). The design variable values and the associated devices for the baseline
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Figure 4.7. The proposed ultra-fast circuit-aware OP-AMP design optimiza-
tion flow.
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design and their ranges are shown in Table 4.2. This table also presents two sets of the

optimized values OptimalSCH and OptimalPOM which are discussed in Section 4.5.

Table 4.2. Summary of the OP-AMP Design Variables.

Design Variables Baseline (µm) Devices

LinOTA 0.180 M7, 8

LnpOTA 0.270 M1−6, 9−16, 25, 26, 29, 30

LinCS 0.090 M23, 24

LnCS 0.090 M17−20

LinCMFB 0.180 M27, 28

LC 0.180 M21, 22

WinOTA 49.950 M7, 8

WnOTA 9.000 M1−6

WpOTA 18.000 M9−16

WinCS 72.000 M23, 24

WnCS 36.000 M17−20

WinCMFB 5.400 M27, 28

WnCMFB 1.800 M25, 26

WpCMFB 3.600 M29, 30

WC 0.90 M21, 22

IBIAS 0.500 µA -

The metamodel generation flow with the OP-AMP parameter metamodels A0(x),

I0+(x), I0−(x), gm0(x), b(x), and a(x) is shown in Fig. 4.8. The use of these parame-

ter metamodels is discussed in Section 4.6. The OP-AMP characteristics metamodels are

BW (x), PM(x), SR(x), and PD(x) for the bandwidth, phase margin, slew rate, and power

dissipation, respectively. They are generated using the same procedure as that of OP-AMP

parameter metamodel generation. The goal is to find βi and pij in Eqn. 19 for each OP-

AMP parameter in the POM. First, N samples of design variables are generated using the

Latin Hypercube Sampling (LHS) technique. For each sample, transistor-level simulations

are performed and the resultant OP-AMP parameter samples are extracted. Then, given N

design variable samples and N OP-AMP parameter samples, polynomial regression is done

to find βi and pij. If the resulting POM does not satisfy the accuracy requirement, the
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Table 4.3. Summary of the OP-AMP Design Variables.

Design Minimum Maximum OptimalPOM OptimalSCH

Variables (µm) (µm) (µm) (µm)

LinOTA 0.090 0.270 0.090 0.090

LnpOTA 0.225 0.315 0.275 0.255

LinCS 0.090 0.270 0.213 0.135

LnCS 0.090 0.180 0.151 0.147

LinCMFB 0.090 0.270 0.249 0.131

LC 0.090 0.270 0.145 0.123

WinOTA 25.000 75.000 59.094 33.902

WnOTA 4.500 13.500 13.500 13.500

WpOTA 9.000 27.000 9.000 9.000

WinCS 36.000 144.000 88.525 36.000

WnCS 18.000 72.000 18.000 18.000

WinCMFB 2.700 8.100 8.100 3.842

WnCMFB 0.900 2.70 2.681 0.900

WpCMFB 1.800 5.400 4.233 1.800

WC 0.450 1.350 1.282 1.350

IBIAS 0.100 µA 1.000 µA 0.986 µA 1.000 µA

order of the polynomial function and/or the sample number can be increased. Increasing the

sample number results in longer simulation time. Increasing the polynomial order increases

the complexity of the function, which results in longer initialization time when performing

simulation using the POM. Experiments show that the second order POM constructed using

200 samples provides high accuracy without noticeably increasing the initialization time.

The mean (µ) and the standard deviation (σ) of the percent error and the root-

mean-square error (RMSE) for each OP-AMP parameter are listed in Table 4.4. RMSE is

calculated using the following expression:

(21) RMSE =

√∑T
t=1(yt − ŷt)2

T
,
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Figure 4.8. The proposed flow for OP-AMP metamodel generation.

where T is the total number of test samples, yt is the true circuit response sample, and

ŷt is the predicted response generated by the metamodel. The POMs for BW, PM, SR,

and OP-AMP power dissipation PD are not used for Verilog-AMS integration which will be

discussed in Section 4.6.1, but they are employed in the metamodel-assisted optimization

flow proposed in Section 4.5. Most POMs have a mean percent error less than 1% except PM

whose RMSE is still relatively low. When the parameter samples exhibit large nonlinearity,
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the standard deviation of the percent error increases since polynomial regression does not

handle large nonlinearity well. The standard deviations of the percent errors of PM, SR,

and PD are all over 10% but less than 15%. However, their RMSEs are all very small.

Table 4.4. Metamodel Accuracy of OP-AMP Parameters.

Op-amp µ σ RMSE

Parameters % Error % Error

A0 0.27 4.33 1.51 V/V

gm0 0.13 1.5 0.07 µA/V

I0+ 0.18 1.30 6.11 nA

I0− 0.13 2.86 8.05 nA

BW 0.53 5.42 40.21 Hz

PM 2.86 14.65 0.83o

SR 0.11 10.73 0.02 mV/ns

PD 0.77 11.74 0.70 µW

4.5. Metamodel-Assisted Verilog-AMS based Optimization of OP-AMP

Electronic devices for biomedical applications usually require ultra-low power dissi-

pation. In this section, the OP-AMP design presented in Section 4.2 is optimized using a

POM-assisted Cuckoo Search algorithm. Cuckoo Search is a metaheuristic optimization al-

gorithm developed by Yang and Deb [99]. Their preliminary results show that Cuckoo Search

can handle optimization problems with high nonlinearity and complex constraints, and can

achieve better performance than particle swarm optimization [27]. Hence it is adopted for

this OP-AMP design optimization problem in this Chapter. The polynomial metamodels

developed using the flow presented in Section 4.4 are used to estimate the OP-AMP charac-

teristics during each iteration for each possible solution. These iterations over the polynomial

metamodels are less computationally intensive compared to the same action using a SPICE

netlist and hence can lead to way faster convergence. Another optimization result using

the same Cuckoo Search algorithm but with the aid of the OP-AMP schematic netlist is

also presented for the purpose of comparison with the metamodel assisted approach. In this

schematic netlist based optimization, the OP-AMP characteristics for the possible solutions
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are obtained by running transistor-level simulation. The optimized OP-AMP designs and

the computation time of the two optimization approaches are compared. The polynomial-

metamodel assisted Cuckoo Search optimization of the OP-AMP is shown in Algorithm 1.

Algorithm 1 POM-assisted Cuckoo Search optimization.

1: Initialize n designs xk (k = 1, 2, ..., n);
2: Niter ← 0;
3: Evaluate PD(xi) (k = 1, 2, ..., n);
4: Find PD,min among current designs;
5: while (PD,obj < PD,min) and (Niter < Niter,max) do
6: Get a new design xi randomly by Lévy flights;
7: Evaluate PD(xi);
8: Choose a design among xk (say xj) randomly;
9: if PD(xi) < PD(xj) then

10: Constraint1 ← A0(xi) > A0min;
11: Constraint2 ← BW (xi) > BWmin;
12: Constraint3 ← PM(xi) > PMmin;
13: Constraint4 ← SR(xi) > SRmin;
14: if All constraints met then
15: Replace xj by xj;
16: end if
17: end if
18: Evaluate PD(xk) (k = 1, 2, ..., n);
19: Rank xk based on PD(xk) (k = 1, 2, ..., n);
20: Abandon a fraction (pa) of worst designs;
21: Generate new designs randomly by Lévy flights ;
22: Find PD,min among current designs;
23: Niter ← Niter + 2n;
24: end while

The objective of the Cuckoo Search optimization is to minimize the OP-AMP

power dissipation with the gain, bandwidth, phase margin, and slew rate as constraints.

The objective PD,min, the initial number of solutions n and the maximum number of iterations

allowed Niter,max are tentatively set to be 65µW, 10, and 1200, respectively. The polyno-

mial metamodels A0(x), BW (x), PM(x), and SR(x) are used to estimate the OP-AMP

performance and thus to determine if the constraints are met. The polynomial metamodel

PD(x) is used as the objective function to predicate the OP-AMP power dissipation for each

possible solution. The optimized designs generated using the polynomial-metamodel as-

sisted and schematic netlist based Cuckoo Search optimization are shown in Table 4.2 which
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are denoted as OptimalPOM and OptimalSCH, respectively. With the optimized designs, the

corresponding OP-AMP performances are obtained by running actual transistor-level sim-

ulations. The constraints and objective, and the performance of the optimized OP-AMP

designs are summarized in Table 4.5, which shows that the OP-AMP performance has been

greatly improved. Table 4.6 compares the performance of OptimalPOM and OptimalSCH.

The power reduction reported is with respect to the baseline design. In the maximum

allowed number of iterations, both optimizations achieve significant power reduction. How-

ever, OptimalPOM completes the optimization in 2.6 seconds while the OptimalSCH uses more

than 12 hours to finish the process. In this case, the metamodel-assisted optimization

is 17120 times faster than the traditional method. The iterations of the Cuckoo Search

algorithm optimizations are shown in Figure 4.9.

Table 4.5. Optimization Results for the OP-AMP Design.

Performance Constraint OptimalPOM OptimalSCH

A0 (dB) > 43 56.4 52.8

BW (kHz) > 50 58.9 85.5

PM (degree) > 70 84.4 87.7

SR (mV/ns) > 5 7.1 8

Objective

PD (µW) ∼ 65 65.5 68.1

Table 4.6. Comparison of Op-amp Optimization

Performance OptimalSCH OptimalPOM

Power Reduction ×3.71 ×3.86

Number of iterations 1200 1200

Computation Time 12.5 h 2.6 s

Normalized Speed 1 ×17120

4.6. Meta-macromodeling of the OP-AMP

A complete OP-AMP behavioral model should not only model its small-signal behav-

ior but also the large-signal behavior. The signal transfer function of an OP-AMP obtained
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Figure 4.9. The iteration of the Cuckoo Search optimization.

from AC analysis can describe the small-signal behavior, but it does not account for the

large-signal characteristics including the slewing and settling behaviors. In [15], an OP-

AMP macromodel was proposed in order to analyze these behaviors. The model is redrawn

in Figure 4.10. The model is customized to be used as the baseline of the OP-AMP meta-

macromodel in this Chapter.

Figure 4.10. The OP-AMP macromodel for transient analysis.

The OP-AMP model consists of two stages as follows:

• Transfer characteristic of the OP-AMP input stage.

• OP-AMP small-signal transfer function.
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The first stage describes the transfer characteristic of the OP-AMP input stage due to the

limited maximum available positive and negative currents I0+ and I0−. A0 is the open-

loop DC gain of the OP-AMP. gm0 is the transconductance of the OP-AMP input stage.

The second stage is the OP-AMP small-signal transfer function. In [15], the circuit was

assumed to be properly designed and thus no zero and only two poles were presented to

form the transfer function. This assumption is most likely invalid when performing design

exploration. The numbers of poles and zeros are not limited in order to attain high fidelity.

For simplicity of notation, the following are defined:

(22)
b := {b0, b1, b2, ..., bM−1},

a := {a0, a1, a2, ..., aN−1}.

The OP-AMP circuit parameters A0, I0+, I0−, gm0, b, and a directly affect the

model accuracy. In traditional symbolic macromodeling, these parameters are extracted

from transistor-level simulations. When exploring the design space, the extraction has to be

redone whenever the values of the design variables are updated. This approach is inefficient.

With the proposed meta-macromodeling technique, no extraction is required during design

exploration. Prior to design exploration, the OP-AMP parameters are sampled and their

metamodels are generated. In metamodel-assisted design exploration, when the optimiza-

tion algorithm updates the design variable value x, a new set of OP-AMP parameters will

be computed using the parameter metamodels without performing circuit simulations and

extraction. The new set of OP-AMP parameters can be directly used in the macromodel

and thus greatly improves the optimization flow.

4.6.1. Verilog-AMS-POM

Transient analyses for complex circuits at transistor-level may take long time. For

example, simulating an analog-to-digital converter with high-order delta-sigma modulator

may takes hours or days if layout parasitics are included. Thus, it is desired to replace

transistor-level blocks with behavioral models as much as possible to reduce the simulation
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time. Thus, the construction of a Verilog-AMS module for the developed polynomial meta-

macromodel (Verilog-AMS-POM) of the OP-AMP is needed. The designed module reads

a text files storing the βi and pij for each OP-AMP parameter POM and the given design

variable values. The OP-AMP parameters A0, I0+, I0−, gm0, b, and a are then computed.

An analog process implements the models seen in Fig. 4.10. The Verilog-AMS-POM can be

easily scaled for different numbers of design variables and/or polynomial orders.

The AC analysis results of transistor-level schematic, the 1st and the 2nd order

Verilog-AMS-POMs for the baseline OP-AMP are shown in Figure 4.11. It can be seen that

both the 1st and 2nd order POM results match those of the schematic quite well at lower fre-

quencies. At higher frequencies (∼ 200 MHz) the 1st order polynomial metamodel exhibits

noticeable errors while the 2nd order polynomial metamodel still attains good match. The

larger error in the 1st order polynomial metamodel is likely due to that linear polynomial

metamodel is not sufficiently accurate to capture the nonlinearity that determines the high-

frequency poles and zeros. Nevertheless, since this noticeable error resides at the frequency

higher than the unity-gain frequency it will only cause a slight error in circuit simulation.

The 2nd order polynomial metamodel is adopted in this Chapter. The OP-AMP response

for step inputs under the unity-gain configuration is shown in Figure 4.12. The mismatch

seen in the step responses is due to the fact that the large input signal causes the poles and

zeros of the OP-AMP to deviate from their original location. One solution is, as suggested

in [104], to extract two sets of poles and zeros under different bias conditions of interest.

Two transfer functions can thus be constructed from different signal levels. However, this is

out of the scope of this research.

In order to decide whether to use the OP-AMP Verilog-AMS-POM or the traditional

macromodel in the optimization of a large-scale mixed-signal system that requires long tran-

sient analysis times, it is necessary to compare their computation time. Assuming that the

Verilog-AMS-POM is constructed using 200 samples, that the optimization takes Ni = 1200

iterations, and that extracting the OP-AMP parameters for each design takes 60 seconds,

the computation time reduction by using the polynomial metamodel based technique is
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Figure 4.11. AC analysis of the OP-AMP.

tD ≈ 16.7 hours. This is significant reduction in design cycle and can lead to reduction in

the non-recurrent chip cost.

In summary, a proposed polynomial-metamodel assisted OP-AMP optimization flow

has been presented. The OP-AMP characteristic polynomial metamodels can accurately

predict the op-amp performance with ultra-high speed. The OP-AMP meta-macromodeling

technique has been discussed and the Verilog-AMS integration approach has been presented

for time-domain simulations. The customized Cuckoo Search algorithm shows promising

optimization results. Future research includes studying system-level optimization using the

developed OP-AMP meta-macromodel.
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CHAPTER 5

VERILOG-AMS-PAM: VERILOG-AMS INTEGRATED PARASITIC-AWARE

METAMODELING USING A PLL AS A CASE STUDY

Parasitics greatly degrade the performance of nano-CMOS circuit designs. They

cause significant mismatch between schematic and layout circuit simulations. To account for

the parasitic effects, numerous iterations between the schematic and the layout are usually

required [32, 31]. This kind of design cycle requires great amounts of time and effort. Lay-

out verification is the major obstacle because the iteration time is mainly spent on layout

modification and simulations. Behavioral models that are capable of representing circuit

layouts will dramatically shorten the design cycle. Various behavior models have been de-

veloped for analog/mixed-signal (AMS) systems [43, 42, 76]. Parasitic effects, however, were

not discussed in these papers. Also, the circuit models in these papers were implemented

as Verilog-A modules rather than Verilog-AMS modules which are generally more efficient.

Modeling techniques such as model order reduction [97] and symbolic model generation [9]

have been also proposed but they only work for small circuits.

A metamodeling technique for nano-CMOS AMS circuits was proposed in [24, 26].

The models built with this method accurately reflect parasitic effects. In this dissertation, an

accurate VCO behavioral model is proposed based on this approach. This behavioral model

is implemented using the Verilog-AMS language which enables fast simulations. Combining

the metamodeling technique and the Verilog-AMS simulation, the design verification pro-

cess achieves a large speedup and maintains reasonably high accuracy. In fact, not only the

proposed Verilog-AMS behavioral model can help the design verification, it can also assist

the design optimization. A phase-locked loop (PLL) design with an LC VCO design using

180 nm CMOS process is used to demonstrate the modeling technique and the implemen-

tation method. Among different PLL architectures, the charge-pump PLL (CPPLL) has

been widely used in various system due to its simplicity and effectiveness. Thus this PLL

architecture is used in this dissertation [105].
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Verilog-A behavioral modules of linear VCOs were used in [45] for PLL jitter charac-

terization and in [108] for aiding a hierarchical CPPLL sizing method. No parasitic effects

were included in this model. A quasi-sensitivity analysis approach is proposed in [54] to

construct behavioral models and used a characterization mode developed in [53] to extract

the circuit parameters including parasitic effects. The authors also adopted the linear VCO

model. While the linear model may be sufficient for performing verification on fixed designs,

it is not useful for design exploration since the VCO linearity condition is not always valid.

The VCO behavioral models developed in [2] and [39] used the table-lookup approach in-

side Verilog-A modules, which is not efficient. An event-driven analog modeling approach

was proposed in [94] which used the Verilog-AMS wreal data type to improve the model

efficiency. However, it is not clear how the VCO gain and output frequency were modeled.

5.1. High-level Description of the CPPLL

A typical CPPLL consists of several distinct components as follows:

• a phase/frequency detector (PFD),

• a charge-pump (CP),

• a loop filter (LF), and

• a voltage controlled oscillator (VCO).

If the PLL needs to perform frequency synthesis, a frequency divider (FD) will also be

employed. The system level topology of a CPPLL is shown in Fig. 5.1. The PFD compares

the phase and frequency of the input clock φin and the feedback clock φfb generated by the

FD. Both PFD and FD are digital circuits. The CP reads the digital output of the PFD

and charges/discharges its output node accordingly. This node also connects the LF and the

VCO input. The voltage at this node will be translated by the VCO to the corresponding

frequency of it output φout. A CPPLL is a very good mixed-signal system and is used in

this dissertation as a case study. The CP, LF, and VCO directly deal with the analog signal

therefore they are the most critical parts of a CPPLL. More comprehensive PLL analysis

can be found in [79]. In this work, developing a VCO behavioral model that can accurately

mimic the VCO physical design is the focus. The model is constructed using the Verilog-AMS
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language to enable fast design exploration. The other parts of the PLL are also modeled

behaviorally with hardware description languages in order to simulate the whole PLL system.

5.2. CPPLL Verilog-AMS Behavioral Model

Mixed-signal systems such as CPPLLs can be simulated using mixed-signal simulators

which have two kernels as follows [51]:

• Event-driven digital kernel

• Continuous-time analog kernel

Calling the analog kernel in a mixed-signal simulation is generally far more computationally

expensive than calling the digital kernel. Thus for fast design verification with given accuracy

requirements, models that will cause unnecessary analog events should be avoided. However,

at the same time, the analog kernel is much more accurate compared to the digital kernel.

Figure 5.1 illustrates the CPPLL configuration in this dissertation. The LF consists

of three simple passive components R1, C1, and C2. Modeling the LF behaviorally does not

improve the simulation efficiency noticeably. Therefore the SPICE model is used for the LF

and it is implemented in a schematic view. The PFD and FD are pure digital circuits. The

frequency of the FD output φfb is 1/N of that of the VCO output φout, where N is the FD

division ratio. The PFD activates its output Up or Dn to vary the VCO output until φfb and

φin are aligned and have the same frequency. They introduce non-idealities to the system

via their signal delay, and the rise/fall time. These non-idealities can be easily described

in the digital domain. Thus the behavior of these two blocks are implemented using the

Verilog language. The CP has digital inputs and analog output so it is implemented as a

Verilog-AMS module. Listing 5.1 shows example source code for the PFD and the CP.

Listing 5.1. Example HDL source code for the PFD and the CP.

1 // PFD Ver i l og code

2 `timescale 10 ps / 1ps

3 module pfd ( qinc , qdec , r e f , c l k ) ;

4 output qinc , qdec ;

5 input c lk , r e f ;
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Figure 5.1. The CPPLL configuration in this dissertation.
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6 reg qinc , qdec ;

7 wire r e s e t ;

8 assign #1 r e s e t = qinc && qdec ;

9 always @(posedge r e f or posedge r e s e t )

10 begin

11 i f ( r e s e t ) q inc <= 1 'b0 ;

12 else qinc <= 1 'b1 ;

13 end

14 always @(posedge c l k or posedge r e s e t )

15 begin

16 i f ( r e s e t ) qdec <= 1 'b0 ;

17 else qdec <= 1 'b1 ;

18 end

19 endmodule

20

21 // CP Veri log−AMS code

22 `include ” d i s c i p l i n e s . vams”

23 `timescale 10 ps / 1ps

24 module cp0 ( out , inc , dec ) ;

25 parameter real cur = 50u ; // output current (A)

26 input inc , dec ;

27 e lectr ica l out ;

28 real i ou t ;

29 parameter real vdd = 1 . 2 ;

30 parameter real gnd = 0 ;

31 analog begin

32 @( i n i t i a l s t e p ) i ou t = 0 . 0 ;

33 i f ( dec && ! inc && (V( out ) > gnd ) )

34 i ou t = −cur ;

35 else i f ( ! dec && inc && (V( out ) < vdd ) )

36 i ou t = cur ;

37 else i ou t = 0 ;
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38 I ( out ) <+ −t r a n s i t i o n ( iout , 0 . 0 , 2p , 2p) ;

39 end

40 endmodule

Three different views have been implemented for the VCO as follows:

• schematic,

• layout, and

• Verilog-AMS.

In this dissertation, an LC VCO design is used to demonstrate the use of metamodel and

Verilog-AMS for design exploration. Figs. 5.2 and 5.3 show the schematic and layout views

of the LC VCO design. Both schematic and layout views use SPICE models for simulations.

While the layout view includes the parasitic elements and therefore takes longer to simulate,

it results in much better estimate of the real silicon performance. Table 5.1 lists the number

of elements in the schematic view and parasitic extracted layout view. The parasitics are

extracted with RCLK extraction.

Table 5.1. Element Counts for The LC VCO Schematic and Layout Views

Schematic Layout

Transistor 4 4

Inductor 1 10

Capacitor 2 38

Resistor 0 560

Total 7 612

The Verilog-AMS view implements an accurate behavioral model. The modeling

approach is detailed in Section 5.3. The commercial tools AMS Designer and Hierarchical

Editor provided by Cadence Design Systems, allows the user to simulate a system whose

sub-blocks are implemented in various types of views (mixed-mode simulation). The view of

each sub-block can be conveniently replaced by another type of view. With these tools, we

are able to switch the view of the VCO module, as shown in Fig. 5.1, and to compare their

simulation results.
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Figure 5.2. The LC VCO schematic.

5.3. VCO Polynomial Metamodeling

The VCO behavior is mainly determined by its voltage-to-frequency transfer curve.

Thus the VCO behavioral model can be obtained by constructing this curve. A common way

to model a VCO is assuming the VCO is perfectly linear and modeling it with the following

equation:

(23) fosc = f0 +KV COVC ,

where fosc is the VCO oscillation frequency, f0 is the center frequency, KV CO is the gain, VC

is the control voltage at the VCO input. This linear model can be implemented by sampling

two data points on the VCO transfer curve. When performing design exploration, however,

71



Figure 5.3. The LC VCO layout.

the linearity is not guaranteed, which leads to invalid simulation results. Also, parasitic

effects from layout extraction further degrade the accuracy of this modeling approach. To

account for the non-linearity and layout parasitics, the metamodeling approach suggested in

[24, 26] is used.
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We chose to implement polynomial metamodels because they have the following ad-

vantages:

• They are simple closed form equations which are easy to implement.

• Their form is flexible so that one can quickly examine and compare the accuracy of

polynomial models with different degree.

• They have been widely used and their properties have been very well understood.

The polynomial metamodel used here is the following:

(24) f(x) =
K−1∑
i=0

βix1
p1ix2

p2ix3
p3i ,

where x1, x2, and x3 are three input variables corresponding to WP , WN , and VC in this work,

respectively. K is the number of basis functions this model has and βi is the coefficient for

the basis function. f(x) is the output to approximate the true model. In order to construct

the metamodel for a given VCO design, for each basis functions the coefficient βi and the

power terms p1i, p2i, and p3i for each input variables need to be obtained. This is done in

three steps: first, a set of input variables [x1 x2 x3] is generated using the Lain hypercube

sampling (LHS) technique; second, circuit simulations are performed and the outputs for

each set of inputs are saved; third, with the inputs and outputs from previous steps, the

coefficients and the power terms that lead to a model with good fit are computed. In order

to incorporate the parasitic effects into the model without redoing the layout for each simu-

lation, the netlist for the extracted layout view is parameterized for WP and WN . Note that

the inductor and capacitors were not parameterized because they have a first order impact on

the parasitics and varying them may lead to potential inaccuracy. The parameterization is

done by replacing the original transistor models in the netlist with parameterized ones. List-

ing 5.2 shows a portion of the parameterized layout netlist where the original PMOS model

has been replaced with a parameterized one. The netlist is in the form of Verilog-AMS and

thus can be accepted by the AMS simulator.

Listing 5.2. A portion of the parameterized netlist for the VCO layout view.
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1 inductor #(. l ( 8 . 244 e−11) ) l 1 291 (\291 :RLJUNC J1 , \25 : Voutn ) ;

2 inductor #(. l ( 8 . 797 e−11) ) l 1 2 (\2 : RLJUNC J1 , \5 : Voutp ) ;

3 pmos1 #(.w( ( ( c d s g l o b a l s .Wp VCO) / (4 ) ) ) , . l ( c d s g l o b a l s . L) ,

4 . as ( ( ( ( c d s g l o b a l s .Wp VCO) / (4) ) < 599 .5 n) ? ( ( ( ( ( 2 0 0 n > ( ( (400 n) −

200n) + 400n) ) ? 200n : ( ( (400 n) − 200n) + 400n) ) * 600n) + ( ( (

c d s g l o b a l s .Wp VCO) / (4 ) ) * 200n) ) + ( f l o o r ( ( ( 4 ) − 1) / 2 . 0 ) *

( ( ( ( ( 4 0 0 n) − 200n) + 400n) * 600n) + ( ( ( c d s g l o b a l s .Wp VCO) / (4 ) )

* 400n) ) ) + ( ( ( ( 4 ) / 2) − f l o o r ( ( 4 ) / 2) == 0) ? ( ( ( ( 2 0 0 n >

( ( (400 n) − 200n) + 400n) ) ? 200n : ( ( (400 n) − 200n) + 400n) ) * 600

n) + ( ( ( c d s g l o b a l s .Wp VCO) / (4 ) ) * 200n) ) : 0) ) / 4 : ( ( ( ( 4 0 0 n >

( ( (400 n) − 200n) + 400n) ) ? 400n : ( ( (400 n) − 200n) + 400n) ) * ( (

c d s g l o b a l s .Wp VCO) / (4 ) ) ) + ( f l o o r ( ( ( 4 ) − 1) / 2 . 0 ) * ( ( ( ( 4 0 0 n)

− 200n) + 400n) * ( ( c d s g l o b a l s .Wp VCO) / (4 ) ) ) ) + ( ( ( ( 4 ) / 2) −

f l o o r ( ( 4 ) / 2) == 0) ? ( ( (400 n > ( ( (400 n) − 200n) + 400n) ) ? 400n

: ( ( (400 n) − 200n) + 400n) ) * ( ( c d s g l o b a l s .Wp VCO) / (4 ) ) ) : 0) )

/ 4) ,

5 . ad ( ( ( ( c d s g l o b a l s .Wp VCO) / (4) ) < 599 .5 n) ? ( ( f l o o r ( ( 4 ) / 2 . 0 ) *

( ( ( ( ( 4 0 0 n) − 200n) + 400n) * 600n) + ( ( ( c d s g l o b a l s .Wp VCO) / (4 ) )

* 400n) ) ) + ( ( ( ( 4 ) / 2) − f l o o r ( ( 4 ) / 2) != 0) ? ( ( ( ( 2 0 0 n >

( ( (400 n) − 200n) + 400n) ) ? 200n : ( ( (400 n) − 200n) + 400n) ) * 600

n) + ( ( ( c d s g l o b a l s .Wp VCO) / (4 ) ) * 200n) ) : 0) ) / 4 : ( ( f l o o r

( ( 4 ) / 2 . 0 ) * ( ( ( ( 4 0 0 n) − 200n) + 400n) * ( ( c d s g l o b a l s .Wp VCO) /

(4) ) ) ) + ( ( ( ( 4 ) / 2) − f l o o r ( ( 4 ) / 2) != 0) ? ( ( (400 n > ( ( (400 n) −

200n) + 400n) ) ? 400n : ( ( (400 n) − 200n) + 400n) ) * ( ( c d s g l o b a l s

.Wp VCO) / (4 ) ) ) : 0) ) / 4) ,
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6 . ps ( ( ( ( c d s g l o b a l s .Wp VCO) / (4) ) < 599 .5 n) ? ( ( ( 2 * ( (200 n > ( ( (400 n)

− 200n) + 400n) ) ? 200n : ( ( (400 n) − 200n) + 400n) ) ) + 1 .6 u) + (

f l o o r ( ( ( 4 ) − 1) / 2 . 0 ) * ( (2 * ( ( (400 n) − 200n) + 400n) ) + 2u) ) +

( ( ( ( 4 ) / 2) − f l o o r ( ( 4 ) / 2) == 0) ? ( (2 * ( (200 n > ( ( (400 n) − 200

n) + 400n) ) ? 200n : ( ( (400 n) − 200n) + 400n) ) ) + 1 .6 u) : 0) ) / 4

: ( ( ( 2 * ( (400 n > ( ( (400 n) − 200n) + 400n) ) ? 400n : ( ( (400 n) −

200n) + 400n) ) ) + (2 * ( ( c d s g l o b a l s .Wp VCO) / (4 ) ) ) ) + ( f l o o r

( ( ( 4 ) − 1) / 2 . 0 ) * ( (2 * ( ( (400 n) − 200n) + 400n) ) + (2 * ( (

c d s g l o b a l s .Wp VCO) / (4 ) ) ) ) ) + ( ( ( ( 4 ) / 2) − f l o o r ( ( 4 ) / 2) == 0)

? ( (2 * ( (400 n > ( ( (400 n) − 200n) + 400n) ) ? 400n : ( ( (400 n) −

200n) + 400n) ) ) + (2 * ( ( c d s g l o b a l s .Wp VCO) / (4 ) ) ) ) : 0) ) / 4) ,

7 . pd ( ( ( ( c d s g l o b a l s .Wp VCO) / (4) ) < 599 .5 n) ? ( ( f l o o r ( ( 4 ) / 2 . 0 ) * ( (2

* ( ( (400 n) − 200n) + 400n) ) + 2u) ) + ( ( ( ( 4 ) / 2) − f l o o r ( ( 4 ) / 2)

!= 0) ? ( (2 * ( (200 n > ( ( (400 n) − 200n) + 400n) ) ? 200n : ( ( (400 n

) − 200n) + 400n) ) ) + 1 .6 u) : 0) ) / 4 : ( ( f l o o r ( ( 4 ) / 2 . 0 ) * ( (2 *

( ( (400 n) − 200n) + 400n) ) + (2 * ( ( c d s g l o b a l s .Wp VCO) / (4) ) ) ) )

+ ( ( ( ( 4 ) / 2) − f l o o r ( ( 4 ) / 2) != 0) ? ( (2 * ( (400 n > ( ( (400 n) −

200n) + 400n) ) ? 400n : ( ( (400 n) − 200n) + 400n) ) ) + (2 * ( (

c d s g l o b a l s .Wp VCO) / (4 ) ) ) ) : 0) ) / 4)

8 , .m( ” (1 ) * (4) ” ) )

9 (* integer passed mfactor = ”m” ; *)

10 PM1 ( Voutp , Voutn , c d s g l o b a l s .\ vdd ! , c d s g l o b a l s .\ vdd ! ) ;

In this dissertation, the VCO output frequency and its power consumption are of

interest. Therefore two metamodels are built for them, respectively. They share the same

power terms for the input variables, while the coefficient βi in the two models are different.

After these values are computed, they are written into a text file which will be read by the

VCO Verilog-AMS module to implement the model. A quadratic polynomial metamodel

with first order interaction has been implemented. Table 5.2 shows the layout of the text

file storing the values for the power terms and the coefficients for this model are obtained

from 100 samples. Because of the use of the parameterized netlist, the sampling process

75



took less then ten minutes. In the table, βi,f and βi,p are the coefficients for the frequency

and power consumption models, respectively. These values are read into the Verilog-AMS

module during the initialization process.

Table 5.2. Layout of The Text File Storing The Power Terms and The Co-
efficients for The VCO Quadratic Polynomial Metamodel

i p1i p2i p3i βi,f βi,p

0 0, 0, 0, 2.113e+009, 1.385e-005

1 1, 0, 0, -3.214e+012, 44.459e+000

2 2, 0, 0, 3.456e+016, -2.804e+005

3 0, 1, 0, 6.869e+012, 39.729e+000

4 1, 1, 0, -1.021e+017, 2.911e+005

5 0, 2, 0, -2.071e+017, -1.080e+006

6 0, 0, 1, 3.513e+008, -8.271e-004

7 1, 0, 1, -2.565e+012, -31.282e+000

8 0, 1, 1, -5.331e+012, -11.392e+000

9 0, 0, 2, 0.000e+000, 1.041e-003

Listing 5.3 shows the example source code of the VCO Verilog-AMS module. The

part of the basis function related to the input variables WP and WN is constructed in the

initial block. The remainder of the basis function is constructed in the always block since

the third variable VC needs to be updated continuously during the simulation. The output

signal of this module is implemented to be digital logic type to reduce the computation cost.

As in the PFD and FD modules, the non-idealities associated with this output signal can be

modeled in the digital domain.

Listing 5.3. Verilog-AMS code of the polynomial VCO metamodel.

1 `timescale 10 ps / 1ps

2 `include ” d i s c i p l i n e s . vams”

3 module vco metamodel ( out , in ) ;

4 parameter m e t a f i l e = ”metamodel . csv ” ; // Metamodel f i l e

5 parameter integer nb = 3 ; // Number o f v a r i a b l e s o f the metamodel

6 parameter p o w e r f i l e = ” vco power meta . csv ” ; // F i l e to s t o r e power
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7 parameter real vdd = 1 .2 from ( 0 : 1 0 ) ;

8 parameter real gnd = 0 ;

9 parameter real wn = 10u from [ 0 . 2 u : 20u ] ;

10 parameter real wp = 20u from [ 0 . 4 u : 40u ] ;

11 input in ;

12 output out ;

13 e lectr ica l in ;

14 logic out ;

15 reg out ;

16 reg c l k ; // c l o c k f o r s t r o b i n g and genera t ing r e s u l t s

17 real vin ;

18 integer i = 1 ;

19 real d [ 1 : 5 ] ;

20 real bf [ 1 : nb ] , bp [ 1 : nb ] ;

21 real pvin [ 1 : nb ] ;

22 real f r eq , power ;

23 integer metaf , r e a d f i l e , p r e s u l t ;

24 i n i t i a l begin // Read metamodels

25 out = 0 ; // I n i t i a l i z e vco d i g i t a l output

26 c l k = 0 ;

27 metaf = $fopen ({ ” pa th to metamode l f i l e ” , m e t a f i l e } , ” r ” ) ;

28 while ( ! $ f e o f ( metaf ) )

29 begin

30 r e a d f i l e = $ f s c a n f ( metaf , ”%e ,%e ,%e ,%e ,%e\n” ,

31 d [ 1 ] , d [ 2 ] , d [ 3 ] , d [ 4 ] , d [ 5 ] ) ;

32 bf [ i ] = pow(wp, d [ 1 ] ) * pow(wn, d [ 2 ] ) * d [ 4 ] ;

33 bp [ i ] = pow(wp, d [ 1 ] ) * pow(wn, d [ 2 ] ) * d [ 5 ] ;

34 pvin [ i ] = d [ 3 ] ;

35 i = i + 1 ;

36 end

37 $ fclose ( metaf ) ;

38 metaf = $fopen ({ ” path to save power ” , p o w e r f i l e } , ”w” ) ;
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39 end

40 always begin

41 vin = V( in ) ;

42 i f ( vin > vdd ) vin = vdd ;

43 else i f ( vin < gnd ) vin = gnd ;

44 f r e q = 0 ;

45 power = 0 ;

46 for ( i = 1 ; i <= nb ; i = i + 1)

47 begin

48 f r e q = f r e q + bf [ i ] * pow( vin , pvin [ i ] ) ;

49 power = power + bp [ i ] * pow( vin , pvin [ i ] ) ;

50 end

51 i f ( f r e q < 0) f r e q = 1G;

52 else i f ( f r e q > 10G) f r e q = 10G;

53 #(0.5 / f r e q / 10p) // 10p i s the un i t time in the t imes ca l e

54 out = ˜ out ;

55 end

56 always #5 c lk = ˜ c l k ;

57 always @(posedge c l k ) begin

58 $fstrobe ( metaf , ”%e , %e” , $abstime , power ) ;

59 end

60 endmodule

This Verilog-AMS module can be easily reconfigured for metamodels with different

degrees by changing the parameter K. In Fig. 5.4, the simulation results of the VCO transfer

curves for the design in Figs. 5.2 and 5.3 are shown. The parasitics cause a large difference

between the schematic and layout results both in the VCO center frequency and the gain.

Metamodel 1 is the Verilog-AMS module with the quadratic model from 100 samples. Meta-

model 2 is the module with a 5-th degree polynomial model from 500 samples. Metamodel

2 does not demonstrate significant improvements over Metamodel 1. Thus Metamodel 1 is

used in the PLL simulations shown in Sections 5.4 and 5.5. Difference between the transfer
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curves of layout and metamodel Verilog-AMS view can still be observed, which means a

better metamodel may be used to further improve the accuracy. However, as will be seen

in Section 5.4, this polynomial metamodel is sufficient for system level PLL verification to

simulate lock time and average power dissipation.
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Figure 5.4. VCO transfer curves for threes different views.

5.4. Metamodel-Integrated Verilog-AMS PLL Simulation

In this section, PLL simulations with the VCO design shown in Figs. 5.2 and 5.3 are

demonstrated. The PLL configuration shown in Fig. 5.1 is used. The PFD and FD are in

Verilog view. The CP is in Verilog-AMS view and the LF is in schematic view. The views for

the aforementioned blocks were not changed throughout all simulation runs. The VCO view

was changed from schematic, to layout, and then to Verilog-AMS views. Two Verilog-AMS

views have been implemented, as proposed in Section 5.3:

• one for the linear model and
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• one for the quadratic metamodel.

The results for using different VCO views are compared in terms of speed and accuracy.

A 550 MHz input clock φin is assigned to the PLL input. The FD has a division ration

of 4. Thus the desired frequency for the PLL output clock φout is 2200 MHz. Fig. 5.5 shows

the φout frequencies from 500 ns transient simulations with different VCO views. Although

the PLLs with the different VCO views are all able to lock to the same correct frequency,

the one with the schematic view shows quite different locking behavior compared to the one

with the layout views. This mismatch is caused by the parasitic effects which greatly change

the VCO characteristics. The one with the linear model shows improvements over the the

schematic one since the parasitics have been taken into account. However, it still has large

errors, for example in the lock time. The PLL with the metamodel Verilog-AMS view offers

the best approximation of the true model and accurately estimated the lock time. To further

understand the behavior of the PLL with different VCO views, the critical analog signal VC

was inspected.

Fig. 5.6 compares the VC waveform from the four simulations. Again, the metamodel

Verilog-AMS view does the best job of approximating the layout view behavior. The PLL

with the schematic VCO view can just barely lock to 2200 MHz since VC is approaching

the NMOS threshold. This shows that the center frequency and the gain of the schematic

VCO view largely differ from the layout one. These further confirm the VCO transfer curves

plotted in Fig. 5.4. It is worth noting that compared to the linear model, the metamodel

performs much better in approximating the circuit behaviors in both the startup transient

(from 0 µs to 0.32 µs) and steady-state (starting at 0.32 µs) phases. Not only the metamodel

output accurately match the transition rate of the true output but also closely tracks the

signal amplitude of the true output.

The Verilog-AMS metamodel also facilitates the estimation of the power consumption.

Fig. 5.7 shows the average VCO power consumption per fifty cycles in the four simulations.

80



0 0.1 0.2 0.3 0.4 0.5

2180

2200

2220

2240

2260

Time (µs)

F
re

q
u
en

cy
 (

M
H

z)

 

 

Schematic

Linear model

Layout

Metamodel

Figure 5.5. PLL output frequency from AMS simulation with three different
VCO views.

It once again confirms that the Verilog-AMS metamodel can better model the layout coun-

terpart. Table 5.3 summarizes the PLL simulation results and compares the accuracy of the

linear model and the proposed metamodel.

In Table 5.3, the estimated PLL lock time is listed. The one from the simulation

with the VCO layout view serves as the true model. The errors resulting from the other two

models are computed. The metamodel achieves a very low error rate of 0.7 %, while the

linear model causes a large error of 31.7 %. fLocked is the PLL output frequency when it is

locked. PLocked is the average VCO power consumption when the PLL is locked. Again, the

metamodel resulted in a good estimate of the true power dissipation. The VC root-mean-

square error (RMSE) of the models for the 500 ns simulations are also listed.

Table 5.4 compares the runtime for the PLL transient simulations with the layout,

the schematic, and the Verilog-AMS metamodel VCO views. The Verilog-AMS metamodel

achieves roughly a 10× speedup compared to the layout. Note that in practice the VCO
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Table 5.3. Comparison of The PLL Simulations with Different VCO Modules

Layout Linear Model Metamodel

Lock time (ns) 335.4 229.1 332.9

Error % 0.0 % 31.7 % 0.7 %

fLocked (MHz) 2199.99 2199.99 2199.99

Error % 0.0 % 0.0 % 0.0 %

PLocked (µW) 602 560 620

Error % 0.0 % 7.0 % 3.0 %

VC RMSE (mV) 0 33.508 10.889

design may contain more complex circuitry which leads to longer runtimes for a simulation

run. The runtime for simulation with the Verilog-AMS module will not be different. Thus

the speedup will be more significant in that case. Also note that the Verilog-AMS language

along with the AMS simulator allow us to model and simulate the rest of blocks in the form

of HDL, which is a great advantage over the full transistor simulation.
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Table 5.4. Comparison of The Speed of The PLL Simulations with Different
VCO Modules

Layout Schematic Metamodel

Runtime 80.5 s 40.3 s 8.7 s

Normalized speed 1× ∼ 2× ∼ 10×

5.5. Metamodel Assisted PLL Optimization

Not only the metamodel and its Verilog-AMS implementation can speedup design

verifications, they can also accelerate design optimization. In this section, applying the

metamodel and metamodel integrated Verilog-AMS to assist the PLL optimization is demon-

strated. Nowadays low-power devices have been used in many applications; for exam-

ple smart mobile phones, tablet and other embedding systems are available every where

[67, 68, 69, 71]. The wakeup time for these devices is crucial, which requires short lock time

if PLLs are employed. The goal of this optimization methodology is to find designs with
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minimized lock time and low power consumption. The transistor sizes WP and WN of the

LC VCO are chosen as the design variables to be optimized. A simple optimization flow is

investigated to highlight the use of the metamodel and the Verilog-AMS implementation.

In practice, more sophisticated flows can be used to handle problems of larger sizes. Ta-

ble 5.5 summarizes the optimization flow. A large set of optimization algorithms which are

presented in literature can also be used for the purpose of optimization [28]. For example,

artificial bee colony, stochastic gradient, particle swarm optimization algorithms are possible

options for intelligent algorithm. The important point is that the optimization over meta-

models instead of the SPICE netlists allows the use of sophisticated algorithms for searching

optimal solutions [28, 73, 23].

Table 5.5. Summary of The Optimization Flow

Step # Action Design Space

(total design counts)

1 Define Design
space

−→ 961

2 Shrink Design
space with
tuning range
constraint

−→ 320

3 Run AMS simu-
lation to obtain
design choices
with minimized
lock time

−→ 5

4 Select optimal
design with
low-power con-
sideration

−→ 1

5 Verify the final
design with lay-
out simulation

−→ Done

In the first step the ranges of the design variables WP and WN are defined to be 10–30

µm and 5–15 µm, respectively. These two design variables re used as an example. However,

other design variables and additional number of variables can be used. The metamodel
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assisted approach allows this easily. Within each range, 31 values are evenly selected, which

results in a total of 961 possible designs. This again is a specific instance; other values can

also be chosen. The larger the number of values, the finer is the search and of course the

slower is the convergence process. However, with the use of metamodels very finer searches

are possible. The design space is then reduced by applying the tuning range constraint. We

define the desired VCO frequency tuning range to be 2180–2300 MHz. However, the target

frequency will change depending on the target application of the PLL. In addition other

characteristics of the PLL such as phase noise can be used in the optimization as objective

as well as constraints. A metamodel is used in this step to calculate the VCO tuning range

for each design without performing circuit simulations. Only 320 designs are left after this

step. Verilog-AMS simulations are then run to obtain the PLL lock time for these designs.

The simulations only took 30.36 minutes to complete due to the use of the Verilog-AMS

module. The top five designs with the minimum lock time are saved. These designs are

listed in Table 5.6 along with their average power consumption when the PLL is locked.

The table will be much more complex when additional design variables and optimization

objectives and constraints are used. The table shows five different design choices from the

possible solutions. These choices relate to a target application of the PLL.

Table 5.6. Comparison of The Choices for Optimal Designs

Choice # WP WN Lock Time PLocked

(µm) (µm) (ns) (µW)

1 23.2 5 328.6 504

2 21.4 5 328.7 486

3 21.4 5.3 330.4 494

4 22 5 330.4 492

5 22.6 5.3 330.4 506

For low power applications such as mobile computing, choice 2 from Table 5.6 is

selected as the final design for its lowest power consumption. Similarly, for shortest locking

time choice 1 can be selected from the table. Fig. 5.8 shows the top five design candidates in

the design space of 961 designs; these are marked as red circles in the surface plot. Although
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the lock time can be further minimized the resultant designs would violate the tuning range

requirements. Table 5.7 compares the original LC VCO design (baseline) shown in Fig. 5.2

and Fig. 5.3 and the optimal design. The optimization reduces both the lock time and the

power consumption. Fig. 5.9 shows the PLL simulation with the VCO layout view of the

optimal design relocks from 2180 MHz to 2300 MHz. This simulation again performs the

functional verification of the optimal design.
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Figure 5.8. Sizing the transistors for Lock time.

In summary, a Verilog-AMS behavioral model based on quadratic polynomial meta-

modeling for a 180 nm LC VCO has been proposed. Other types of metamodels including

artificial neural networks and splines are being investigated for integration in Verilog-AMS.

With this behavioral model, fast and accurate PLL design verification and optimization has
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Table 5.7. Comparison of The Baseline and The Optimized Designs

Baseline Optimal Reduction

WP/WN (µm/µm) 20 / 10 21.4 / 5 –

Lock time (ns) 335.4 320.4 15.0

PLocked (µW) 602 455 147

Tuning Range (MHz) 2170–2304 2173–2321 –
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Figure 5.9. Simulation showing that the PLL first locked to 2180 MHz and
then relocked to 2300 MHz.

been demonstrated. The behavioral model can be further improved for other characteristics

such as phase noise, but is sufficient for lock time and average power estimation. Future

research includes developing behavioral models incorporating the parasitics for the rest of

the PLL building blocks and studying different metamodeling methods.
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CHAPTER 6

CONCLUSIONS AND FUTURE RESEARCH

6.1. Summary

With multiple efforts to address the need of fast and accurate AMS system-level de-

sign space exploration, this dissertation starts with reviewing existing tools and modeling

languages. The difficulty faced by existing system-level languages arises from the parasitic

effects inherent in AMS physical designs and the lack of a viable way to seamlessly organize

and communicate between different design abstraction levels. The proposed solution is based

on metamodeling that has been reviewed in Chapter 2. Chapter 3 looks at the Simulink and

Verilog-AMS frameworks as media for system-level modeling. The choice of the tool and the

modeling language depends on the modeling object and time budget. Metamodeling tech-

niques combined with the behavioral modeling language Verilog-AMS form the basis of this

doctoral dissertation. Chapter 4 and Chapter 5 develop techniques that harness the power

of metamodeling and hardware description languages. With these proposed techniques, the

efficiency and accuracy of AMS design space exploration are significantly improved. Three

circuits are used as case studies: delta-sigma modulator, OP-AMP, and Phase-Locked Loop

(PLL) to examine the applicability and efficiency of the proposed methodologies for fast

design exploration of analog/mixed-signal circuits and systems. The case study circuits and

systems are carefully chosen to represent diverse classes of applications.

6.2. Conclusions

As shown in Chapter 3, the strength of Verilog-AMS is its compatibility with con-

ventional SPICE circuit models and the ability to conveniently include low-level block non-

idealities. In contrast, Simulink is more suitable for high-level exploration at early design

phases. Simulink has the major advantage of a graphical user interface whereas the design

exploration using Verilog-AMS is more textual. The method proposed in this dissertation is

essentially a bottom-up approach that complements the existing top-down design approach
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to greatly improve the efficiency and accuracy of system-level design exploration. Hence

Verilog-AMS is selected as the modeling language to leverage the proposed metamodels.

A major obstacle in mixed-signal circuits and systems design lies in the modeling

of analog blocks with numerous performance specifications and the associated small error

margin. Using a 90 nm CMOS OP-AMP as a case study, a three-step Verilog-AMS integrated

polynomial metamodel assisted (Verilog-AMS-POM) analog block optimization approach has

been proposed in Chapter 4. The polynomial metamodels model the OP-AMP characteristics

and circuit parameters. They are then used to perform block-level optimization and construct

parameterized macromodels for system-level design space exploration. A customized Cuckoo

Search algorithm has been developed to optimize the case-study OP-AMP circuit. The

generated OP-AMPS polynomial metamodels have low error rates and small absolute errors.

The minimum and maximum mean error rates are 0.11 % and 2.86 %, respectively. The

proposed polynomial metamodel assisted Cuckoo Search optimization algorithm is 17120×

faster than the SPICE based optimization approach. The polynomial metamodel-assisted

optimization achieves 3.86× OP-AMP power reduction. The accuracy values are comparable

to that of the SPICE based optimization.

In order to account for the parasitic effects associated with AMS blocks, Verilog-

AMS-PAM is proposed in Chapter 5 using a 180 nm CMOS PLL case study. Verilog/Verilog-

AMS modules are created for the PLL building blocks to facilitate fast design simulation.

Specifically, parasitic-aware metamodels are created for the LC VCO. Simulations validate

that these models outperform the commonly used linear model and provide a much better

approximation of the physical design behavior. The results show that the PLL lock time and

power estimations based on the PAMs have low error rates of 0.7 % and 3.0 %, respectively.

The PLL optimization using Verilog-AMS-PAMs achieves a 10× speedup.

6.3. Future Direction of the Proposed Research

The research presented in this dissertation integrated the metamodels in Verilog-AMS

for fast mixed-signal design exploration. The idea can be used for pure analog as well as pure
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digital circuits and systems. Selected future possible directions for the proposed research are

discussed in the following portion of this Section.

6.3.1. Electronic Design Automation

The proposed techniques can be implemented as a software package to accelerate the

AMS modeling and optimization process. This package should include scripts or executables

to intelligently parameterize AMS block netlists. A metamodel generator with user-specified

error tolerance is needed to automate and to globally control the metamodel generation

process. Thus the existing electronic design automation can be advanced by the proposed

fast mixed-signal methodologies.

6.3.2. Scalability

The scalability of the proposed techniques can be improved in different ways. Firstly,

different AMS blocks exhibit different characteristics and behaviors. Adjustments are possi-

bly needed when applying the proposed techniques to other AMS blocks. By studying and

evaluating the metamodels for those circuits, the reliability of the proposed techniques can

be improved. Secondly, modern AMS systems can be extremely complex and therefore have

to divided into multiple subsystems. While constructing metamodels for each subsystem by

sampling its design space with SPICE simulation can be time consuming, the sampling can

be done with Verilog-AMS metamodels. Once the hierarchical effectiveness is validated, the

proposed techniques can be scaled to handle the AMS systems with ever-increasing com-

plexity. What is the speed and accuracy tradeoffs when VHDL-AMS and SystemC-AMS are

used needs research investigation.

6.3.3. Variability

Variability greatly impacts the chip yield in deep nanometer era. The semiconductor

houses come up with ever smaller technologies. For example the 14nm technology node is

rapidly becoming commodity. Effectively predicting and including system variability in early

design phases can significantly help to avoid unnecessary costs. As semiconductor circuits

and systems become more and more complex, the models highly relying on obtaining design
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structure knowledge will be harder to build and more expensive to evaluate. Metamodeling

based techniques appear to be less vulnerable to the increasing circuit complexity. Thus

modifying the proposed approach to include variability and statistical metamodeling should

be a major future research direction.
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