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SiC has become an attractive wide bandgap semiconductor due to its unique physical and 

electronic properties and is widely used in high temperature, high frequency, high power and 

radiation resistant applications. SiC has been used as an alternative to Si in harsh environments 

such as in the oil industry, nuclear power systems, aeronautical, and space applications. 

SiC is also known for its polytypism and among them 3C-SiC, 4H-SiC and 6H-SiC are 

the most common polytypes used for research purposes. Among these polytypes 4H-SiC is 

gaining importance due to its easy commercial availability with a large bandgap of 3.26 eV at 

room temperature.  

Controlled creation of defects in materials is an approach to modify the electronic 

properties in a way that new functionality may result. SiC is a promising candidate for defect-

induced magnetism on which spintronic devices could be developed. The defects considered are 

of room temperature stable vacancy types, eliminating the need for magnetic impurities, which 

easily diffuse at room temperature. Impurity free vacancy type defects can be created by 

implanting the host atoms of silicon or carbon. The implantation fluence determines the defect 

density, which is a critical parameter for defect induced magnetism. Therefore, we have studied 

the influence of low fluence low energy silicon and carbon implantation on the creation of 

defects in n-type 4H-SiC. The characterization of the defects in these implanted samples was 

performed using the techniques, RBS-channeling and Raman spectroscopy. We have also 

utilized these characterization techniques to analyze defects created in much deeper layers of the 

SiC due to implantation of high energy nitrogen ions. 



The experimentally determined depths of the Si damage peaks due to low energy (60 

keV) Si and C ions with low fluences (< 1015 cm-2) are consistent with the SRIM-2011 

simulations. From RBS-C Si sub-lattice measurements for different fluences (1.1×1014 cm-2 to 

3.2×1014 cm-2) of Si implantation in 4H-SiC, the Si vacancy density is estimated to range from 

1.29×1022 cm-3 to  4.57×1022 cm-2, corresponding to average vacancy distances of 4.26 Å to 2.79 

Å  at the damage peak (50±5 nm). Similarly, for C implanted fluences (1.85×1014 cm-2 to 1×1015 

cm-2), the Si vacancy density varies from 1.37×1022 cm-3 to 4.22×1022 cm-3 with the average 

vacancy distances from 4.17 Å to 2.87 Å  at the damage peak (110±10 nm). From the Raman 

spectroscopy, the implantation-induced lattice disorders calculated along the c-axis (LO mode) 

and perpendicular to c-axis (TO mode) in 4H-SiC are found to be similar.  

Furthermore, the results obtained from SQUID measurements in C implanted n-type 4H-

SiC sample with fluences ranging from 1×1012 to 1.7×1016 ions/cm2 have been discussed. The 

implanted samples showed diamagnetism similar to the unimplanted sample. To date, to our best 

of knowledge, no experimental work has been reported on investigating defect induced 

magnetism for self-ion implantation in n-type 4H-SiC. These first reports of experimental results 

can provide useful information in future studies for a better understanding of self-ion 

implantation in SiC-based DMS. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Motivation 

Silicon (Si) has been the focus of research for semiconductor applications for over 50 

years and for this reason is one of the most characterized materials for electronic applications. 

Commercially, most semiconductors devices are produced based on Si technology. Despite 

having great applications in the field of microelectronics, Si devices cannot withstand extreme 

conditions such as high temperature, high power, and high frequency. However; silicon carbide 

(SiC) with its polytypism nature, wide band gap, high thermal conductivity, and unique physical 

and mechanical properties superior to Si, is well matched for demanding applications in harsh 

environments and radiation resistant applications [1 - 3]. Various devices can be fabricated using 

SiC that are not possible using Si. Increased research into SiC devices has come from the 

fabrication of high quality devices. Commercially, SiC devices are widely used for numerous 

applications in nuclear power, military/civilian, various optical devices, and 

radar/communication systems in space [4 - 7]. 

In addition to the aforementioned applications, SiC is also considered to be the 

prospective candidate for spintronic applications [8, 9]. Spintronics is a promising science and 

emerging field in this era of information technology leading to new devices which can not only 

use the charge of electrons and holes but also their spins. Spin polarization (magnetic moments) 

can be created by introducing transition metal impurities such as Ni, Cr, Mn, and Fe into the 

semiconductor host lattice. The magnetic moments induced in this transition metal doped SiC 

arise from partially filled and spin-polarized d or f electronic shells. Ferromagnetism was 
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detected not only in transition metal doped SiC but also in transition metal-free SiC. The defects, 

typically vacancies created in SiC found to play an important role in inducing magnetic 

moments. These vacancies are more stable at room temperature as compared to the defects that 

are created in transition-metal doped SiC. 

 Defects can be created in semiconductors by various techniques such as ion 

implantation, crystal growth, and other doping techniques. Out of all these available techniques, 

ion implantation is considered to be a key technology since the energy and range of the dopants 

can be controlled. The defects created after implantation can be characterized using many 

techniques; such as Rutherford backscattering spectrometry in the channeling mode (RBS-C), 

Raman spectroscopy, positron annihilation spectroscopy (PAS), electron spin resonance (ESR), 

photoluminescence (PL), and deep level transient spectroscopy (DLTS). This dissertation 

focuses mainly on creating defects with low energy (60 keV) C, Si, and high energy (1 MeV) N 

ions in 4H-SiC by ion implantation and studying the defect characterization by RBS-C and 

Raman spectroscopy. Further, the magnetic measurements were done only on the C implanted 

samples in n-type 4H-SiC using superconducting quantum interference device (SQUID) 

magnetometer. 

1.2 Magnetism in Materials 

Several materials behave differently in the presence of external magnetic field. This 

induced magnetism depends on atomic and molecular structure of the material and the net 

magnetic field associated with the atoms. Atoms can have either paired or unpaired electrons. In 

paired electrons, the spin is in opposite direction which causes the magnetic fields to cancel each 

other. On the other hand, the unpaired electrons will have a net magnetic field and reacts more to 

the external applied magnetic field. Magnetism in materials can be classified as (a) diamagnetism 
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(b) paramagnetism and (c) ferromagnetism [10]. Figure 1.1 shows the ordering of 

paramagnetism, ferromagnetism and anti-ferromagnetism in the material when the external 

magnetic field is applied. 

 

Figure 1.1: Ordering of (a) paramagnetism (b) ferromagnetism and (c) anti-ferromagnetism. 

1.2.1 Diamagnetism 

Diamagnetic materials become magnetized only when an external magnetic field is 

applied and loses magnetization as soon as the external field is removed. These materials have a 

weak, negative susceptibility and slightly repelled by the external applied magnetic fields. 

Diamagnetic properties arise due to the realignment of the electron paths caused by the external 

magnetic field. In diamagnetic materials, the induced dipole moment and the intensity of 

magnetization is a small negative value. The properties of diamagnetic materials do not change 

with temperature. Some of the diamagnetic materials are gold, silver, quartz, and bismuth.  

1.2.2 Paramagnetism 

Paramagnetic materials also become magnetized only when an external magnetic field is 

applied and loses magnetization as soon as the external field is removed. However, these 

materials have a small positive susceptibility and slightly attracted by the external applied 

magnetic fields. These properties exhibit due to the unpaired electrons and from the realignment 

of the electron paths caused by the external magnetic field. The induced dipole moment and the 

intensity of magnetization is a small positive value in paramagnetic materials. The magnetic 

properties are lost when the temperature is increased in paramagnetic materials. Aluminum, 

chromium, alkali and alkaline earth metals are examples of paramagnetic materials. 
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1.2.3 Ferromagnetism 

Ferromagnetic materials have a large magnetization and retain it after the external 

magnetic field is removed. These materials have a large, positive susceptibility when applied to 

an external magnetic field. Magnetic properties in these materials evolve due to the combination 

of magnetic moments of the atoms and the magnetic domains. The domains can be defined as the 

region of many atoms with aligned dipole moments. The induced dipole moment and the 

intensity of magnetization in these materials have a large positive value. Iron, cobalt, nickel 

come under the category of ferromagnetic materials. In ferromagnetism, all the spins are aligned 

in one single direction resulting in parallel alignment of the spins. In anti-ferromagnetic 

materials, the magnetic moments of the atoms align with the neighboring spins in opposite 

directions which results in a complete cancellation of net magnetization results. 

A typical diagram of hysteresis loop is shown in the Figure 1.2. The information about 

the magnetic properties of a material can be obtained by studying this hysteresis loop. The loop 

123456 is called hysteresis loop and shows the relationship between the magnetization, M and 

the applied magnetic field, H. As the applied magnetic field in the ferromagnetic material 

increases, the magnetization increases and saturates at the Point 1. At this point which is called 

as saturation point, all the magnetic domains are aligned and the increase in the magnetic field 

does not affect the magnetization. When the magnetic field is reduced to zero, the curve reaches 

to Point 2 from Point 1. This point is called retentivity which tells about the residual magnetism 

and is due to the loss of alignment of some of the magnetic domains in the material. Point 3 

refers to the coercivity of the material where the magnetization becomes zero as the applied 

magnetic field is reversed. The coercive force is defined as the force required removing the 

residual magnetism from the material. 
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Figure 1.2: Hysteresis loop showing the relationship between magnetization, M and the applied 

magnetic field, H. 

As the applied magnetic field is increased in the reverse direction, the curve follows the 

path to Point 4 which is called saturation point in the opposite direction. Point 5 refers to the 

magnetization when the applied magnetic field is reduced to zero. Point 5 has some 

magnetization and is not equal to zero because of the residual magnetism present in the material. 

As the magnetic field is increased in the positive direction, the curve ends at the Point 6. 

 The magnetic susceptibility is defined as the ratio of magnetization to magnetic field 

strength and is given as: χ = M/H. The value of χ can be used to determine the magnetic nature of 

the material. Diamagnetic material has a negative susceptibility where as paramagnetic material 

has a small positive susceptibility. The susceptibility in ferromagnetic material is large and 

positive. Curie temperature or Curie point is defined as the temperature at which the 

ferromagnetic material loses its ferromagnetic properties and becomes paramagnetic material 

[10]. At temperatures above the Curie temperature, the magnetic domains are misaligned and the 

long range order between these domains disappears thus making the net magnetization zero in 

the ferromagnetic material. SiC is a binary compound which is made up of Si and C atoms. The 
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atomic number of Si is 14 and the electronic configuration is 1s22s22p63s23p2 whereas C has an 

atomic number of 6 with electronic configuration of 1s22s22p2. This binary compound has 

negative susceptibility and exhibit diamagnetic properties. However, ferromagnetism was 

observed in this non-magnetic material when doped with transition-metals and as well as with 

the vacancies created in SiC [11-19]. More details about this phenomenon are discussed in the 

following section. 

1.3 Literature Review on Ferromagnetism Behavior of SiC 

High Curie temperature ferromagnetism has been predicted for certain wide band gap 

semiconductors using the Zener model [20]. The room temperature ferromagnetism has been 

already reported for the systems (Zn, Co) O; (Co, Ti) O2; ZnSnAs2 [21 - 23]. There have been 

numerous papers published in the computational and theoretical aspects of electron spin physics 

in magnetically doped semiconductors [24 - 30]. Out of the available wide band gap 

semiconductors, SiC is considered to be a promising material for dilute magnetic semiconductors 

(DMS). Past experimental studies reveal that ferromagnetism can be observed in SiC diluted 

with 3d transition metals. SQUID measurements showed that a Curie temperature of 50 K was 

observed for 3 and 5 atomic percent (at.%) of Ni doped in p-type 6H-SiC.  Fe and Mn exhibited 

paramagnetic at 3 at.% where as at 5 at.% a Curie temperature of 270 and 250 K  was observed 

[11].  Kwang et al. have investigated the magnetic properties of Fe-doped SiC bulk ceramics. 

The observed magnetization in this Fe-doped sample was mainly attributed to the Fe3Si 

crystallites and the ferromagnetic alignment of individual magnetic moments of the Fe3+ ions 

randomly substituting the Si sites of the sample. [12]. Jin et al. have investigated the magnetic 

signals in amorphous-SiC doped with Cr. From SQUID measurements the saturation moment at 

room temperature increased from 0.18 µB ( where µB is the Bohr magneton and is defined as the 
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unit to express an electron magnetic dipole moment) to 0.27 µB per Cr atom by increasing the Cr 

content from 7 to 10 at.% [13]. Various studies have been done on Mn doped SiC and the results 

show high ferromagnetic ordering temperatures [14 - 18]. The formation of local magnetic 

moments in these transition metal doped SiC are due to the strongly localized nature of 3d and 4f 

states which are coupled with high degree of degeneracy which favors the spin-polarized 

electronic configurations. Ferromagnetism was detected not only in transition metal doped SiC 

but also in transition metal-free SiC. Ferromagnetism was observed with the implantation of Ne+ 

ions in semi-insulating 4H-SiC and found to be stable upon thermal annealing at 1400 °C [19]. 

Along with the above mentioned experimental results, as well as other publications based 

on the density functional theory (DFT) and using various ab initio computational simulations, it 

has been shown that DMS can be created by introducing magnetic ions such as V, Cr and Mn 

into various polytypes of SiC [31 - 33].  Zhuo et al. have investigated the first principle 

calculations of SiC doped with Ni, Co, and Fe, the results show that the local spins lead to 

different magnetic properties for Ni and Cu, and ferromagnetism for Fe [34]. The 

ferromagnetism obtained in the transition metal doped SiC is mainly due to the partially-filled d 

or f sub shells. Recently, non-transition metal doped SiC are investigated due to their importance 

for high temperature spintronic materials, where defects can play an important role. Using the 

first-principle calculations, the roles of silicon vacancy (VSi) in the magnetic properties of SiC 

was explored. Negatively charged silicon vacancy defects showed high-spin configurations [35]. 

Besides the ability of transition metals to locate on Si or C substitution sites, vacancies may 

create spin polarization. Recent studies, based on first principle calculations, show that for SiC 

monolayers the presence of silicon vacancies (VSi) may induce local magnetization, however, no 

spin polarization occurs for carbon vacancies (VC), Si+C divacancies, and Si-C anti-site defects 
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[36, 37]. The diffusion of vacancy defects, and atomic structure in carbon related materials, such 

as carbon nanotubes, graphene, have been investigated in a number of theoretical calculations 

[38 - 41]. High spin states of cation vacancies were observed particularly in 4H-SiC [42]. 

Possible formation of a magnetic phase in the bulk sample and magnetic properties of vacancies 

were examined in a number of studies [43 - 48]. 

Rutherford backscattering spectrometry in channeling mode (RBS-C) and Raman 

spectroscopy are two complementary techniques used to study defects in SiC. Structural defects 

in 4H- and 6H-SiC using these two techniques with different ion implantations have been studied 

by various authors. Bolse et al. have investigated the amorphization of 6H-SiC by Na ions of 

energy 100 and 155 keV. They have found that 0.1 displacements per atom (dpa) is needed for 

amorphization [49]. The disorder behavior and amorphization of Fe ions in 6H- and 3C-SiC were 

studied by Debelle et al. The results show that 0.7 dpa is needed for amorphization of the SiC 

material [50]. Jiang et al. have studied the damage accumulation of 6H-SiC irradiated with 

different ions and at different temperatures [51 - 55]. They also investigated the displacement 

energy measurements for ion-irradiated 6H-SiC with He+, C+, and Si+ ion beams [56].  Zolnai et 

al. studied the ion-implantation induced damage in 6H-SiC by 200 keV energy Al+ ions and 500 

keV energy N+ ions. They investigated the damage accumulation in both Si and C sub-lattice 

using RBS-C [57, 58].  

RBS-C is mostly used for lattice location and the study of interstitials whereas positron 

annihilation spectroscopy (PAS) can be used for studying the various types of vacancy defects in 

solid materials. One of the semiconductors extensively studied using PAS is SiC. Most of the 

papers reviewed involve irradiated materials [59 – 68]. The concentrations and lifetime of 

different vacancy defects can be easily determined using PAS.  
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Raman spectroscopy is a nondestructive technique which is used for characterizing the 

semiconductor materials [69 – 71]. This technique is widely used for polytype identification [72] 

and as well as to study the defects in SiC [73, 74]. Rodriguez et al. have investigated the damage 

analysis in Ge+ ion implantation in 6H-SiC. The results showed three different damage levels for 

the fluence ranging from 1012 to 1014 cm-2 [75]. Wendler et al. have investigated the damage 

formation in neutron irradiated 4H- and 6H-SiC. The results showed the decrease in peak 

intensity and shift of the phonon modes towards lower wave numbers which was caused due to 

the defects [76]. Several groups have studied the structure of neutron irradiated SiC [77 – 80]. 

 The vacancies can play an important role in creating localized magnetic moments. 

Ramos et al. have investigated the ferromagnetism in highly oriented pyrolitic graphite (HOPG) 

using MeV energy H, C and N ions. The induced spin polarization was related to the mean 

vacancy distance and the high hydrogen concentration at the near surface region. The results 

indicate that the mean distance between the neighboring vacancies should be the order of about 2 

nm [81]. He et al. have shown that the vacancies are responsible for inducing ferromagnetism in 

C ion implanted HOPG [82]. Esquinazi et al. have investigated the magnetic order in graphite 

implanted with protons at energy 2.25 MeV [83]. The results obtained in this work show that the 

largest signal due to the induced magnetic order is produced at a distance between vacancies of 

1.5 nm. The mean distance of the vacancies is exclusively dependent on the vacancy 

concentration created in the target materials. The vacancy concentration can be controlled by the 

amount of fluence (ions/cm2) implanted into the materials. Thus, there is a narrow window of 

values of different irradiation parameters, such as fluence, energy, and ion species which plays 

an important role in creating magnetic signals.  
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1.4 Summary of Chapters in this Thesis Work 

An overview of the properties of SiC materials is given in Chapter 2. The chapter starts 

with the crystal structures of SiC and different polytypes. The properties such as mechanical, 

thermal, electronic and optical are also discussed in this chapter. The studies of defects are one of 

the important research fields in semiconductor physics. Therefore different types of defects in 

SiC are discussed in this chapter and the chapter is concluded with the potential applications of 

SiC. 

In Chapter 3 the theoretical simulations of interaction of energetic ions in solid and 

different experimental characterization techniques employed in this study are described. Details 

of the ion beam facility at the Ion Beam Modification and Analysis Laboratory (IBMAL) at UNT 

are briefly discussed. Low energy (60 keV) Si and C ions are implanted into 4H-SiC using a 

source of negative ion by cesium sputtering – II (SNICS) at the IBMAL. Ion fluences in the 

ranges between 1012 and 1015 atoms/cm2 were chosen to create different amounts of defect 

densities. The implantation events were simulated using a computer simulations code stopping 

and range of ions in matter (SRIM) / transport of ions in matter (TRIM) – 2011 based on Monte 

Carlo technique. These simulations are used later in the research for theoretical calculations of 

irradiation parameters for implanted samples in 4H-SiC. The chapter is concluded with a detailed 

discussion about the underlying theory of the experimental techniques that were used in this 

research study such as, RBS-C, Raman spectroscopy and SQUID.  

In Chapter 4, the experimental result of this research is discussed. After the implantation, 

the depth profiling of created defects is investigated using RBS-C. The relative disorders are 

examined in all the implanted samples using RBS-C and Raman techniques. The chapter 
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concludes with the discussion of the magnetic behavior results obtained for 60 keV C implanted 

n-type 4H-SiC using SQUID measurements.  

In Chapter 5, the results and discussions are presented about characterization of defects in 

a deeper layer due to implantation of N ions in n-type 4H-SiC at a higher energy (1 MeV).  

A summary of the theoretical and experimental results of C, Si, and N ion implantation in 

n-type 4H-SiC along with SQUID measurements in C implanted n-type 4H-SiC is provided in 

Chapter 6. Based on the experiments results so far, an outline of the future work is discussed in 

the concluding part of this chapter.  
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CHAPTER 2 

OVERVIEW OF SILICON CARBIDE 

 

2.1  Crystal Structure and Structural Properties 

SiC is the only stable group IV compound semiconductor.  SiC is a binary compound with 

Si-C bonds of 12% ionic and 88% covalent. As shown in the Figure 2.1 four Si(C) atoms are 

strongly bonded with sp3-tetrahedral bond with C (Si) atoms. The distance between the carbon 

atoms is 3.08 Å and the distance between silicon and carbon atom is 1.89 Å.   

 

(a)                                                  (b) 

Figure 2.1: Tetrahedron building block of SiC crystal. (a) Four carbon atoms bonded to one 

silicon atom (b) Four silicon atoms bonded to one carbon atom. 

SiC is one of the many compounds that exhibit polymorphism. It has a one dimensional 

polymorphism, called polytypism, which means that it can have more than one crystal structure. 

Until now, more than 250 polytypes of SiC have been found [1] and the only cubic polytype 

present is 3C-SiC, which is called as β-SiC. The other structures are 2H-SiC, 4H-SiC, 6H-SiC 

(hexagonal structures), and 15R-SiC, 21R-SiC, 33R-SiC (rhombohedral structures). All the other 

polytypes, except cubic polytype, are called as α-SiC. The number in the above polytypes 

represents the number of layers before the sequence repeats and the letter denotes the resulting 
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crystal structure. This kind of representation where number is followed by a letter for different 

polytypes is denoted by Ramsden notation and is shown in Table 2.1 [2]. 

Table 2.1:  Notations of four common SiC polytypes and corresponding inequivalent lattice sites. 

 

SiC polytype 

 

ABC notation 

No. of hexagonal-like 

inequivalent sites 

No. of cubic-like 

inequivalent sites 

2H AB 1 0 

3C ABC 0 1 

4H ABCB 1 1 

6H ABCACB 1 2 

 

The polytypes can be constructed by a stacking sequence of closely packed spheres; each 

plane of the sphere contains Si atoms lying exactly above the C atoms along the stacking axis 

denoted by the c-axis. Thus, the crystalline structure of SiC is characterized by different 

repetitions of stacking sequence of layers A, B and C. For example; if the first double layer is 

denoted as position A, the next layer on top of A would be B or C position according to the 

closed packed structure. The combination of these three different positions makes SiC have 

different polytypes. For the case of simple hexagonal structure 2H-SiC the stacking sequence is 

ABABAB. . . Similarly, for 3C-SiC, the stacking sequence is ABCABCABC. . . The same goes 

with 4H-SiC and 6H-SiC for which the stacking sequence is ABCBABCB. . . and 

ABCACBABCACB. . ., respectively. This stacking order between succeeding double layers of 

silicon and carbon atoms is what makes each of the polytypes of SiC different from one another. 

The stacking sequence of most common polytypes is shown in the Figures 2.2, 2.3, and 2.4. 

These polytypes were obtained from the database of Materials Design Software, MedeA [3].  
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Figure 2.2: Stacking sequence of double layers of 2H- SiC polytype obtained from the database 

of Materials Design Software, MedeA. 

 

Figure 2.3: Stacking sequence of double layers of 4H- SiC polytype obtained from the database 

of Materials Design Software, MedeA. 
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Figure 2.4: Stacking sequence of double layers of 6H- SiC polytype obtained from the database 

of Materials Design Software, MedeA. 

The common donor impurities for SiC are nitrogen, phosphorus, aluminum, or boron, of 

which the impurity atoms may substitute on either the carbon or the silicon sub-lattice. 

Phosphorus and nitrogen occupy the carbon sites [4, 5] whereas aluminum substitutes only on 

the silicon sub-lattice [6] and boron atoms occupy either on the silicon or carbon sub-lattice. As 

shown in the Figure 2.5, polytypes 4H-SiC and 6H-SiC have inequivalent sites where k and h 

represents cubic and hexagonal symmetry lattice sites. The closeness of the impurity atom is the 

same on either site, but the only difference is the second-nearest neighbors. For mixed structure 

polytypes, the k and h sites split into inequivalent sites as quasi-cubic (k1, k2, k3...), and 

hexagonal (h1, h2, h3 …), if their third or next higher neighbors are different. For 6H-SiC, there 

are two different cubic sites k1 and k2 and one hexagonal site h. The Figure 2.5 shows the 

schematic diagram of the stacking sequence of most familiar polytypes along the c-axis in 

[112�0] plane. 
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Figure 2.5: Stacking sequence of most common polytypes of SiC. The cubic and hexagonal 

crystal symmetry points are represented by h and k respectively. 

For example, when a carbon atom in 4H-SiC is substituted by impurity atom, such as 

nitrogen, it can either occupy a k site or an h site, and will have two binding energies for this 

type of donor. Similarly in 6H-SiC it will have three binding energies and for 3C-SiC it will have 

only one binding energy. 

2.1.1 Mechanical and Thermal Properties 

SiC is considered to be the one of the hardest material among the ceramics. The common 

polytypes has Mohs hardness about the value of 9 [7]. Acoustic velocity is the other important 

mechanical property of SiC. 3C-SiC has acoustic velocity of 12,600 m/s where 4H-SiC and 6H-

SiC have 13,730 and 13,100 m/s respectively [8]. The physical properties of the devices change 

with the increase of temperature, which degrades the performance of the material. Thus, the 

material with high thermal conductivity is advantageous for high power and high frequency 

device applications. As mentioned in the Table 2.2 below, the thermal conductivity of SiC is 

higher than Si and GaAs, which makes SiC the most useful wide band gap semiconductor for 

high-power/frequency applications. The relatively low atomic weights of Si and C and the high 
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elastic modulus of SiC, which causes harmonic lattice vibrations, gives rise to high thermal 

conductivity.  

2.1.2 Optical and Electronic Properties 

The structure, cubic or hexagonal, in SiC crystals depends on the nearest-neighbor atom 

arrangement. 2H-SiC has only h sites which makes the polytype 100% hexagonal and 3C-SiC 

has only k sites which makes it 0% hexagonal (100% cubic). The other common polytypes 4H- 

and 6H-SiC are 50% and 33% hexagonal, respectively. The band gap increases monotonically 

from Eg = 2.412 eV for 3C-SiC, which has 0% hexagonality, to Eg = 3.33 eV for 2H-SiC, which 

has 100% hexagonality. Because of this large band gap of SiC, it can be used for very high 

temperature environments, which limits the applications of Si-based devices.  

Table 2.2: Properties of three commonly used polytypes of SiC along with most used 

semiconductor Si at 300 K for comparison [9, 10]. 

Property 3C-SiC 4H-SiC 6H-SiC Si 

Melting Point (K) 3100 3100 3100 1690 

Lattice Parameter (a, c in  Ao) a=4.36 

c=4.36 

a=3.08 

c=10.05 

a=3.08 

c=15.12 

5.43 

Bandgap (eV) 2.42 3.23 3.02 1.11 

Dielectric constant 9.7 9.7 9.7 11.8 

Breakdown electric field (108 Vm-1) >1.5 3.0 3.2 0.6 

Thermal Conductivity (W m-1 K-1) 320 370 490 150 

Electron mobility (10-4 m2V-1s-1) 750 800 60 1200 

Hole mobility (10-4 m2V-1s-1) 40 115 90 420 

Saturation drift velocity (105 ms-1) 2.5 2 2 1 
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From Table 2.2, it can be seen that the breakdown electric field strength of SiC polytypes 

is almost 5 times higher than that of Si or GaAs. This property of SiC makes it an excellent 

material for power device applications, which can be operated at much higher voltages than are 

possible with Si. The properties of the three common polytypes of SiC discussed above are 

shown in the Table 2.2 for comparison along with other commonly used semiconductor Si. 

2.2 Defects in SiC 

Studies of defect are one of the significant research fields in semiconductor physics. The 

defects are formed either due to deliberate introduction of defects into the materials, or due to 

different growth conditions when the semiconductors are made. In general, a defect is considered 

as a lack of crystal perfection. Point defects, linear defects, and planar defects are the basic 

classes of crystal defects. Vacancies, interstitial atoms, anti-site atoms, substitution impurity 

atoms, and interstitial impurity atoms are considered as point defects. For example, let us 

consider the binary semiconductor SiC, which is composed of Si and C atoms. The vacancy,  

VSi, C will be a missing atom of the atomic species Si or C respectively from its lattice site in the 

crystal structure. The interstitial ISi, C is an excess atom acquiring a position between lattice sites; 

whereas the anti-site, ASi, occurs when the lattice site of a Si atom is occupied by C atom and AC 

occurs when the lattice site of a C atom is occupied by Si atom. Vacancies and interstitials 

together are called a Frenkel pair [11]. Suppose, if X is an impurity atom in the lattice, a 

substitutional impurity atom XSi, C can be defined as an impurity atom, which replaces one of the 

atom species, either Si or C in the crystal lattice. An interstitial impurity IX can be defined as an 

impurity atom occupying some other region in a lattice not occupied by Si and C atoms. The 

arrangement of atoms in irregular positions is called linear defects and dislocations are the 

common linear defects found in the semiconductors. Grain boundaries and stacking faults are the 
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two types of planar defects. The stacking faults and planar defects are one of the characteristic 

defects in SiC crystals. These faults are easily generated in Si-C double atomic planes because of 

the differences in the formation energies of individual polytypes is small.  

The studies of defects in SiC are of great scientific and technological interest, those 

involving with ion implantation, electron and neutron irradiation. These defects created in 

semiconductors play an important role in altering the optical, electronic and magnetic properties 

of the materials.  Transition metals such as Vanadium in 6H-SiC are doped in SiC to make it 

semi-insulating material [12, 13].  Dalibor et al. have studied the V-related defect centers in V+ 

implanted in 3C-, 4H-, 6H-SiC polytypes by DLTS measurements. These defects centers were 

named as V1, V2 and V3 defect centers. The investigation showed that these defects created are 

acceptor-like and the defect centers V1 and V2 occupy cubic and hexagonal lattice sites in 4H-

SiC [14]. These defects generate deep levels to trap the carriers and form the high resistive 

region in SiC. These deep levels are subject of interest as they are important for designing 

electronic devices. Structural and optical properties of SiC have been studied by different groups 

[15 - 17]. 

Even though a great deal of progress has been made in the growth of SiC crystals to reduce 

the imperfections in the crystal, many properties of the defects created during ion implantation 

are not well understood. Point defects such as vacancies, interstitials and anti-sites are produced 

mainly by irradiation. These native point defects exist in different charge states due to the rise to 

energy levels in the fundamental gap [18, 19]. In the low energy implantation range of about 100 

keV, the Frenkel pairs for both C and Si atoms are close to each other. Since the interstitials and 

vacancies are separated by only a few atomic distances, there is a great probability for the 

recombination of interstitials and vacancies, which result in a strong lowering of the total energy 
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of the entire structure. At energies implanted with 300 keV, carbon interstitials and carbon 

vacancies are spatially separated, whereas silicon atoms form close Frenkel pairs due to their 

higher mass [20]. The Frenkel pairs of silicon atoms are well separated when the implanted 

energies are in the range of 2 MeV [21]. As the vacancies and interstitials are well separated, the 

determining quantity for the recombination process is to overcome the activation barrier for the 

migration of the interstitials through the lattice before reaching the capture radius of the vacancy. 

Isolated vacancies are thermally stable at room temperature and far above, since they need higher 

activation energy for vacancy diffusion [22]. Son et al. have investigated the deep luminescent 

centers in electron irradiated 6H-SiC. The results show that these defect centers are thermally 

stable and suggested to be complexes which involve silicon vacancy [23]. Bratus et al. have 

studied the carbon vacancies in ion beam and electron irradiated 6H-SiC [24]. 

The defects created in the materials by irradiation of energetic particles can be 

characterized using different techniques such as RBS-C, Raman spectroscopy, PAS and 

transmission electron microscopy (TEM). All these techniques probe different aspects of the 

defects. For example, RBS-C is more sensitive to the interstitial type of defects, whereas PAS is 

sensitive to vacancy-type defects. The degree of disorder created in the materials, due to ion 

implantation can be quantified using Raman spectroscopy and as well as from RBS-C methods. 

More details about the RBS-C and Raman techniques will be discussed in Chapter 3. 

2.3 Ion Implantation Induced Defect Engineering in SiC 

Ion implantation is the primary technology used in the semiconductor industry to introduce 

controlled impurities into semiconductors to form different types of electronic devices and for 

various industrial applications. The technology of ion implantation uses ion accelerators to direct 

beams of ions into desired materials. These implanted ions create large amounts of damage 
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during their slowing down phase in the solid depending on the fluence and other parameters used 

such as ion mass and energy. Detailed discussion about the ion implantation technology is 

explained in the next chapter. Detailed applications of ion implantation technology can be found 

at the proceedings of some of the international conferences such as Ion Beam Analysis (IBA), 

Ion Beam Modification of Materials (IBMM), Conference on Application of Accelerators in 

Research and Industry (CAARI) and Conference on ion implantation technology etc. 

SiC is already drawing attention for semiconductor devices due to its capability of working 

under extreme conditions. These devices rely on semiconductor materials whose properties 

depend upon defects and their complexes. Ion implantation is a key technology and is widely 

used to create defects in the semiconductor materials and induce defect engineering in SiC.  The 

damages created from the implantation are the cause of many of the levels within the forbidden 

energy gap and play an important role in affecting the electrical properties of implanted layers. 

The ion implantation damage in wide band gap semiconductor such as in SiC could be either 

related to donor or acceptor damage. Selective doping of the most commonly used ions such as 

B, P, N or Al is done using ion implantation technology. SiC is considered not only as an 

important material for electronic devices, but is also making rapid progress towards applications 

in spintronic devices.  These magnetic semiconductor devices use the property of both charge 

transport of n- or p-type and also the quantum property of electron, its spin state. The 

introduction of the magnetic ions into SiC can be easily done using ion implantation technology.  

2.4 Potential Applications 

SiC is gaining significant interest among all the wide bandgap semiconductors available 

due to its exceptional physical and chemical properties [25, 26]. The superior material qualities 

such as wide bandgap, high thermal conductivity, high field breakdown strength, and a high 

26 
 



saturation velocity makes SiC more attractive than any other semiconductors under extreme 

conditions such as at high temperature, high power, and high frequency environments. It has a 

number of potential applications in the fields of microstructures; high temperature, high power 

and high frequency electronics; optoelectronics, and radiation hard electronics. Hence SiC can 

potentially be considered as a replacement for Si. 

The use of SiC was first started as a cutting material and for abrasive applications [27]. 

Blue LEDs were the first optical application of SiC [28]. Over time, the direct band gap of GaN 

overtook the LED production of the indirect band gap of SiC [28]. Even though SiC is not used 

for production of LEDs, it is still used in active optoelectronic applications such as substrates for 

GaN, which has a lattice mismatch of about 3% when grown on SiC. The semi-insulating SiC 

has shown great potential as a substrate material for SiC and III-nitride microwave technology. 

Potentially, the resistance to high radiation doses makes SiC the ideal technology for nuclear 

power applications. Si-based electronic devices cannot operate above 250 °C and SiC can replace 

it in those harsh environments.  SiC is used for aeronautical applications as well as in fusion and 

fission high temperature nuclear reactors. Applications of SiC in high temperature power 

electronics includes aircrafts, automotive, space exploration, and deep oil wells where the 

temperatures can reach above 250 °C. The wide band gap semiconductor SiC is highly attractive 

for metal-oxide-semiconductor (MOS) technology applications due to its unique physical, 

chemical, and electronic properties as compared to the conventional Si-based MOS devices [29 - 

33]. The unique combination of high thermal conductivity (3 times more than Si), high saturated 

electron velocity (2.5 times greater than Si), and high electric field breakdown strength (5 times 

greater than Si) makes SiC a very promising candidate for high power microwave devices. Some 

of the commercially available electronic devices made of SiC include Schottky diodes, 
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Thyristors, MOSFETs, and UV sensors. DMS have the properties of both magnetic materials and 

semiconductors. These are formed when the semiconductors are doped with magnetic ions such 

as V, Cr, Mn, Fe, Co, and Ni. DMS are gaining interest in potential applications such as in 

spintronic semiconductor devices. They are also gaining importance in building spintronic 

devices such as in modulators, spin field effect transistor (spin-FET), spin light emitting diode 

(spin-LED), magneto resistive random access memory (RAM), and spin valves [34].  Some of 

the DMS’s that are extensively studied are ZnO, HfO2, GaAs, and carbon-based materials 

including SiC [35 - 39]. It can be concluded that SiC is an excellent wide band gap 

semiconductor that has numerous applications in harsh environments such as high temperature, 

high frequency, and high power areas that are not possible using Si.  
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CHAPTER 3 

THEORETICAL SIMULATIONS OF INTERACTION OF IONS IN MATERIALS AND 

EXPERIMENTAL CHARACTERIZATION TECHNIQUES 

 

3.1 Introduction 

The outline of the theoretical simulation methods and characterization techniques used in 

this research are provided in this chapter. The theoretical simulations necessary for C and Si 

implantations in 4H-SiC at low energy (60 keV) and N in 4H-SiC at high energy (1 MeV) were 

done by computer simulations using SRIM/TRIM – 2011. Ion implantation was performed using 

source of negative ions by cesium sputtering (SNICS-II), NEC at the Ion Beam Modification and 

Analysis Laboratory (IBMAL), UNT. Different characterization techniques, such as RBS-C and 

Raman spectroscopy, were performed to analyze the implanted samples. The magnetic 

measurements were carried out using SQUID. RBS-C reported in this thesis was carried out at 

EMSL, Pacific Northwest National Laboratory (PNNL), Richland, Washington, USA. Raman 

measurements were performed at Center for Advanced Research Technology (CART) at UNT. 

Superconducting quantum interference device (SQUID) measurements were performed at two 

different institutes.  C implanted samples with fluences ranging from 1×1012 ions/cm2 to 1×1016 

ions/cm2 were analyzed at the Industrial Research Limited, Lower Hutt, New Zealand. The 

implanted sample with fluence 5×1012 ions/cm2 was analyzed at the University of Leipzig, 

Germany. 

3.2 Ion Beam Facility at IBMAL 

The IBMAL at UNT in the Department of Physics is equipped with four accelerators 

which are 9SDH-2 3.0 MV National Electrostatic Corporation (NEC) Pelletron® tandem 
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accelerator, 2.5 MV Van de Graaff (HVEC Type AK) accelerator, 200 kV Cockcroft-Walton 

accelerator, and a newly installed 9SH 3.0 MV single-ended Pelletron® (NEC).  Schematic of 

the main laboratory at IBMAL is shown in Figure 3.1.  

 

Figure 3.1: Schematics of the main laboratory at IBMAL, showing the 3 MV tandem 

(9SDH-2) and the 3 MV single ended (9SH) NEC Pelletron® accelerators and associated beam 

lines and experimental end stations. 

The tandem accelerator is equipped with three ion sources: one radio frequency(RF)-He 

ion source (Alphatross) and two ion sources of Cs-sputter type, the SNICS II  and a Cs-sputter 

source for trace-element accelerator based mass spectrometry. One of the beam lines of the 

tandem Pelletron® is used for high energy implants (in the low MeV range).  The low energy 

implant line which is just after the 90o magnet before the accelerator is used for shallow implants 
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up to the range of 10-80 keV.  A third implant beam line is currently being developed on the 3.0 

MV Pelletron®, which can also be used for implantation. 

The Model AK Van de Graaff is a single ended accelerator in which the ion source is 

located inside the terminal. In the Van de Graaff accelerator, the charge is transferred by a 

moving belt to an equipotential surface which builds up in voltage. Millions of volts can be 

obtained by using suitable choice of electrical components and insulating gas such as SF6.  In the 

Pelletron®, the belt is replaced by a charging chain of alternating insulating and conducting 

components, a more uniform transport of charge, and better stability can be obtained from this 

accelerator. The Pelletron® charging system and the charging chain are shown in the Figure 3.2.  

 

                                           (a)                                                                  (b) 

Figure 3.2: Schematics of (a) Pelletron® charging system. (b) The Pelletron® chain which 

consists of alternating insulating and conducting components. Adopted with permission from Dr. 

Greg Norton, National Electrostatics Corporation. 

The negative ions from the SNICS ion source are accelerated from ground to the positive 

charged terminal. These ions are stripped of their negative charge and accelerated through a 

second acceleration tube to ground, giving an energy of (n+1) eV; where n is the positive charge 

state after stripping and V is the terminal voltage. 
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For low energy ion implantation, C and Si in 4H-SiC was done on one of the beam lines 

associated with the SNICS ion source. The high energy implantation (N in 4H-SiC) was done 

using the AK Van de Graaff accelerator. The main components of the low energy ion 

implantation beam line consist of ion source, 30o mass analyzer magnet, scanner and target 

chamber and are shown in Figure 3.3.  

 

Figure 3.3: Schematics of the low energy ion implantation facility associated with the 9SDH-2 

tandem accelerator. 

The SNICS sputter ion source is used to generate negative ions of any element that have a 

substantial electron affinity. The sputter source can be used for most of the available ion species 

excluding noble gases which are not produced in negative charge states. The information about 

the list of the ions that can be implanted and their respective currents can be found from the NEC 

SNICS owner manual and the negative ion cookbook [1]. The negative ion cookbook is an 

another important book where the information about which material can be used to make the 

cathode for a given ion, the historical ion current, and  mass spectrum of the sputtered material 

can be found. Currents more than 50 µA can be extracted from the SNICS ion source, depending 

on the type of cathode used.  

The principle of operation of SNICS source uses ionized cesium (Cs) ions and the 

process of sputtering and charge exchange to produce negative ions. Schematic of SNICS is 

shown in the Figure 3.4. Cs vapors come from the Cs oven, which is heated up to 160 °C in a 
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closed area between the cooled cathode and the ionizer assembly. About 22 A of current is sent 

through the ionizer and is used to produce Cs+ ions. In this process of heating, Cs vapors coat the 

cooled cathode area and some of the Cs is ionized by the hot surface. This ionized Cs is 

accelerated towards the cathode which is applied at about 5 kV. 

 

Figure 3.4: Schematics of the source of negative ions by cesium sputtering (SNICS-II) associated 

with the 9SDH-2 tandem accelerator. Adopted with permission from Dr. Greg Norton, National 

Electrostatics Corporation. 

  These energetic Cs ions strike and sputter particles from the surface of the cathode. 

Some materials will preferentially sputter negative ions and some other materials positive or 

neutral ions and become negatively charged as they pass through the Cs coating on the cathode 

surface producing negative ions. These negative ions are sputtered from the cathode and are 

extracted by an 11 kV voltage and later accelerated by a 0 - 80 kV potential of a pre-acceleration 

stage prior to injection into the acceleration. Once the ions are extracted from the ion source it 

passes through the 30o magnet, where the ions are steered and get separated to the desired 

isotope needed for implantation. The magnet current can be controlled using the power supply 

either in local mode or using the computer (remote mode). In order to achieve the uniform 
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exposure of ions over the target, a high voltage electrostatic X-Y scanner is used to scan the ions, 

which can be controlled using the scanner power supply. Current integration is performed 

directly from the target. The implant fluence D (ions/cm2) can be calculated using the following 

equation: 

                                                𝐷 =  𝐼×𝑡
𝐴

×  1
𝑞×𝑐

                                                           
Equation 3-1 

where I is current in amperes, t is time in seconds, A is area in cm2, q is the charge state of the 

ion, and c is the charge of the electron which is 1.6×10-19 coulombs.  

Integration of the charge on the target is done using a current integrator. Before performing 

the implantation, the current integrator was calibrated using a standard current source. Secondary 

electron effects are reduced by placing a small ring in front of the target and biasing it negative 

by a few hundred volts. Another isolated circular ring was placed before the suppressor so that 

the ion beam does not strike the negatively biased grid.  

3.3 Ion Implantation 

Ion implantation is a major technology used for device fabrication in semiconductor 

industry. Selective doping of impurities into any materials can be easily done using this 

technology. During implantation, energy from the ions is transferred to the target by electronic 

and nuclear interactions through a series of collisions before finally coming to a rest within the 

target. At low energy the radiation damage [2] is caused mostly by the nuclear collisions, which 

can transfer sufficient energy to target atoms to move them off lattice sites.  The range of the ion 

can be determined from both nuclear and electronic energy-loss mechanisms. In order to produce 

damage, the energy transferred from ion to the target atom should exceed the displacement 

energy of the target atom. Let us consider the energy transferred to a target atom is E1 and the 

displacement energy of the target atom is Ed. Collisions in which E1 is greater than Ed will 
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displace the atom from its lattice site creating the damage within the crystal. The displaced 

recoiling target atom interacts with other target atoms in the crystal and produces more 

displacements causing a second generation of recoiling target atoms. In the end, it comes to rest 

through another series of nuclear and electronic stopping collisions. The generated secondary 

recoiled atoms create more damages to the crystal and thus this process is called a cascade 

process, or a series of damage events within the crystal. This damage depends on various factors 

such as mass of the incident ion and its energy, the mass of the target atom, and the temperature 

of the target. These collision cascades can be referred to as the damage cluster within the crystal.  

Lattice defects are created when energetic ions are implanted into the materials. The 

parameters such as atomic number and mass of the incident ion, the incident energy of the ion, 

the temperature at which the ions are introduced into the target materials and the implanted 

fluence greatly influence the defect profile and the defects created in the materials.  Thus various 

implantation conditions are important to control the defect processes. The energetic incident ions 

slow down as they lose energy in a series of nuclear collision with the atoms in the target 

material causing damage to the lattice structure. At lower fluences, the ion may have distinct 

individual tracks, but as the fluence increases in the volume of the target material, the damaged 

regions will begin to overlap thus leading to the amorphization of the material. 
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3.4 Simulation of Ion Irradiation Parameters using SRIM/TRIM-2011 

3.4.1 Introduction 

SRIM/TRIM is the most commonly used computer simulated program which calculates 

stopping powers, range, and straggling distribution for any ion at any given energy in any 

elemental target or compound as well as other features of the transport of ions in matter. This 

program is based on the Monte Carlo simulation method and was developed by James F. Ziegler 

and Jochen P. Biersack [3]. More details about this program are discussed in Appendix section. 

3.4.2 Theoretical Calculations of Irradiation Parameters of C Implanted in 4H-SiC using 

SRIM/TRIM-2011 

TRIM simulations were performed for low energy 60 keV of C or Si ions in 4H-SiC. 

Figure 3.5 shows the computer simulation of 60 keV carbon ions in 4H-SiC. The displacement 

energies of 20 eV and 35 eV were used for C and Si respectively for the theoretical simulations 

[4]. The ion path and the displaced Si and C atoms and the surrounding collision cascades 

created are shown in the Figure 3.5. An ion, when injected into the target with such high energy, 

will leave the disorder along the track it takes. The radius of the damaged area around the path 

depends upon the nature of collision that particle suffers.  

Primary knock-on ions produce secondary knock-on and in turn produces many knock-ons 

so long as sufficient energy is imparted in each collision. The energy available for each ion will 

be reduced with each subsequent collision until all the ions come to rest within the target. The 

implanted ion travels in a random path as shown in Figure 3.5 as it penetrates the target losing 

energy by electronic and nuclear collisions. 

 

39 
 



 

Figure 3.5: SRIM/TRIM simulation of 60 keV carbon ions in 4H-SiC showing the collision 

cascade within the target. 

The range, R, can be defined as the average total path length along the depth of the sample 

which is composed of both vertical and lateral motions. The projected range, Rp, is defined as the 

average depth of the implanted ions. The distribution of the implanted ions at that depth can be 

approximated to a Gaussian with a standard deviation or energy straggling, ΔRp. Figure 3.6 

shows the ion distribution obtained from the statistics of 99999 ion histories. For C implantation 

in 4H-SiC at a low energy 60 keV, the projected range is found to be 116.6 nm with straggling of 

32.2 nm in the depth axis. From SRIM-2011, the values for electronic and nuclear stopping 

power are found to be 41.29 eV/Å and 8.49 eV/Å respectively. 

40 
 



 

Figure 3.6: TRIM simulation of C ion implantation in 4H-SiC at the energy of 60 keV. 

In the Figure 3.6, the X axis denotes the depth in Å and Y axis represents the units of 

(atoms.cm-3)/(atoms.cm-2) which is atomic density normalized by fluence. The dopant 

concentration can be found from this ion-range distribution plot. This can be calculated by 

multiplying the implanted fluence with the maximum value at the damage peak. After the 

calculations, the dopant concentration for the C implanted fluences of 1.85×1014, 3.5×1014, 

7×1014, and 1×1015 ions/cm2 are found to be 2.45×1019, 4.55×1019, 9.1×1019, and 1.3×1020 

atoms/cm3 respectively.  
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Figure 3.7: TRIM plot of collision events which includes target displacements, vacancies and 

replacement collisions. 

The Monte Carlo TRIM simulation of collision events of C implantation in 4H-SiC is 

shown in the Figure 3.7. When ions are incident into the target, they constantly lose energy to the 

sea of electrons. These ions collide with the target atoms and displace the atoms creating 

vacancies. Displacement energy can be defined as the energy required for a target atom to leave 

its site and be pushed far enough away such that it will not return to its empty site. In this 

collision process, the recoiling target atom may have adequate energy to start a collision cascade 

where the other target atoms are collided and in turn may recoil into other atoms. This collision 

cascade is divided into displacement collisions, vacancy production, replacement collisions, and 

interstitial atoms. The total displacements collisions are the sum of the vacancies and 

replacement collisions and are shown in the Figure 3.7. When a recoil atom stops and is not a 

replacement atom, then it becomes interstitial. There can be a flow of vacancies and interstitials 

into the target material which can lead to the formation of extended defects such as dislocation 

loops. 
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At the peak of the damage plot, vacancy creation reaches maximum of about 0.27 

vacancies per carbon ion. This value, when multiplied by the fluence used, gives the vacancy 

density. For example, for a fluence of 1×1015 ions/cm2 when multiplied by 0.27 vacancies/(Å – 

Ion) gives the vacancy density of 2.7×1022 vacancies/cm3. The displacement per atom (dpa) is 

defined as the fraction of atoms which have been displaced from lattice site by the incoming ions 

and is used to quantify the level of damage produced by the ion beam. The vacancy density of 

2.7×1022 vacancies/cm3 when divided by the density of 4H-SiC (9.64×1022 atoms/cm3) gives a 

dpa value of 0.284. Similarly for the fluences of 1.85×1014, 3.5×1014, and 7×1014 ions/cm2; the 

dpa calculated resulted in 0.052, 0.099, and 0.198 respectively.  

 

Figure 3.8: TRIM plot of energy to recoil atoms. 

From the energy to recoil atoms plot which is shown in the Figure 3.8 the displacement 

damage or critical energy density is calculated. At the damage peak, the energy of the C ions 

reaches a maximum of 16 eV/(Å – Ion). This value when multiplied by the fluence used gives 

the critical energy density value. For example, for the fluence of 1×1015 ions/cm2 when 

multiplied by 16 eV/(Å – Ion) gives the value of about 1.6×1024 eV/cm3. Similarly for the 
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fluences of 1.85×1014, 3.5×1014, and 7×1014 ions/cm2; the critical energy density calculated 

resulted in 2.96×1023 eV/cm3, 5.6×1023 eV/cm3, and 1.12×1024 eV/cm3 respectively.  

These critical energy density values are calculated based on the recommended threshold 

displacement energies of 20 eV and 35 eV for C and Si sub-lattices respectively [4]. Different 

values of displacement energies for both C and Si for calculating critical energy densities will 

lead to slightly different values for critical damage energy.  Damage accumulation increases 

during ion implantation with increased fluence and proceeds to amorphization of the material. 

The different parameters calculated using these simulations for C ion implantation in 4H-SiC are 

tabulated in the Table 3.1. 

Table 3.1: Calculated values for different parameters using SRIM/TRIM simulations for 

C ion implantation in 4H-SiC at low energy 60 keV. 

C ion implantation in 4H-SiC at low energy 60 keV 

Fluence 

(ions/cm2) 

Vacancy concentration 

(vac./cm3) 

Displacement per atom 

(dpa) 

Critical energy density 

(eV/cm3) 

1.85×1014 5×1021 0.052 2.96×1023 

3.5×1014 9.45×1021 0.099 5.6×1023 

7×1014 1.89×1022 0.198 1.12×1024 

1×1015 2.7×1022 0.28 1.6×1024 

 

3.4.3 Theoretical Calculations of Irradiation Parameters of Si Implanted in 4H-SiC using 

SRIM/TRIM-2011 

TRIM-2011 simulations were performed for Si implantation into 4H-SiC at the energy of 

60 keV. Figure 3.9(a) illustrates the distribution of ion tracks showing the cascade of collisions 
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between Si ions and SiC atoms. The implanted Si ions undergo collisions with some of the lattice 

atoms and displace them from lattice sites. 

 

Figure 3.9 : TRIM plots for 60 keV Si implantation in 4H-SiC. (a) Monte-Carlo simulation of 60 

keV silicon ions in 4H-SiC showing the collision cascade within the target. (b) Plot of the Si ion-

distribution, (c) Collision plot which includes target displacements, vacancies and replacement 

collisions. (d) TRIM plot of energy to recoil atoms. 

For Si implantation in 4H-SiC at the energy 60 keV, the projected range is found to be 

56.2 nm with energy straggling of 19.4 nm. From SRIM -2011, the values for electronic and 

nuclear stopping power are found to be 45.7 eV/Å and 50.1 eV/Å respectively. The dopant 

concentration for the Si implanted fluences of 5.5×1013, 1.1×1014, 2.2×1014, and 3.2×1014 

ions/cm2 is calculated to be 1.1×1019, 2.2×1019, 4.4×1019, and 6.4×1019 atoms/cm3, respectively. 
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From Figure 3.9(c), vacancy creation reaches a maximum of about 0.9 vacancies per 

carbon ion at the peak of the damage plot. This value when multiplied by the fluence gives the 

vacancy density created in the sample. For example, for a fluence of 5.5×1013 ions/cm2 when 

multiplied by 0.9 vacancies/(Å – Ion) gives the vacancy density of 4.95×1021 vacancies/cm3. As 

defined earlier the dpa is the fraction of atoms which have been displaced from lattice site by the 

incoming ions and is used to quantify the level of damage produced by the ion beam. The 

vacancy density of 4.95×1021 vacancies/cm3 when divided by density of SiC which is 9.64×1022 

atoms/cm3 gives a dpa value of 0.0513. Similarly for the fluences of 1.1×1014, 2.2×1014 and 

3.2×1014 ions/cm2, the dpa calculated resulted in 0.1026, 0.205 and 0.298 respectively. The 

different parameters calculated using these simulations for Si ion implantation in 4H-SiC are 

tabulated in the Table 3.2. 

Table 3.2: Calculated values for different parameters using SRIM/TRIM simulations for Si ion 

implantation in 4H-SiC at low energy 60 keV. 

Si ion implantation in 4H-SiC at low energy 60 keV 

Fluence 

(ions/cm2) 

Vacancy concentration 

(vac./cm3) 

Displacement per atom 

(dpa) 

Critical energy density 

(eV/cm3) 

5.5×1013 4.95×1021 0.0513 3.3×1023 

1.1×1014 9.9×1021 0.1026 6.6×1023 

2.2×1014 1.98×1022 0.205 1.32×1024 

3.2×1014 2.88×1022 0.298 1.92×1024 
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3.5 Characterization Techniques 

3.5.1 Rutherford Backscattering Spectroscopy 

RBS analysis is a non-destructive analytical technique without the need for sample 

preparation and concentration standards. It is extensively used for near-surface to deep layers 

(few micrometers) analysis of solids. RBS technique is based on elastic collisions between the 

incident ions (usually H or He) and the target materials, and involves measuring the 

backscattered ions from the target materials. This information can be used to determine 

elemental composition ratio and depth profiling of individual elements. The other applications of 

RBS include analysis of thin film thickness, uniformity, and impurity content. The crystalline 

quality of the materials can be determined by orienting the incident ions through the various 

crystal axes (RBS-channeling). The analyzed depth is about 2 µm in Si for incident 2 MeV He 

ions and about 20 µm for incident 2 MeV protons. The RBS-C technique is a powerful technique 

to determine the location and concentration of the implanted ions in the host substrate lattice [5]. 

3.5.1.1 Kinematic Factor K and Scattering Cross section σ 

Consider a particle of mass M1, moving with constant velocity collides elastically with a 

stationary particle of mass M2. In this process, the energy will be transferred from the moving 

particle to the stationary particle. By applying the principles of conservation of energy and 

momentum, the simple elastic collision of two masses M1 and M2 can be solved.  In 

backscattering analysis, M1 is the mass of the projectile atom in the analyzing beam and M2 is 

the mass of the atom of the target to be studied. The schematic representation of the 

backscattering analysis is shown in the Figure 3.10. Before collision, the kinetic energy of the 

projectile atom of mass M1 is E0 = (½) × M1v0
2 and the energy of target atom of mass M2 is zero 

since it is at rest. After the collision, the energies of the projectile and target atoms are E1 = (½) × 
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M1v1
2 and E2 = (½) × M2v2

2 where v1 and v2 are the velocities of projectile and target atoms 

respectively after collision. The scattering geometries are shown in the Figure 3.10, where α is 

the incident angle, θ is the scattering angle, and φ is the recoil angle.  

 

Figure 3.10: Scattering representation of an elastic collision between a projectile of mass M1, 

velocity v, and energy E0 and a target mass M2 which is initially at rest. After the collision, the 

projectile and the target mass have velocities and energies v1, E1 and v2, E2 respectively. The 

angles θ and Ф are positive as shown. All quantities refer to a laboratory frame of reference. 

Now, according to conservation of energy and momentum the following equations can be 

solved: 

                                                1
 2

𝑀1𝑣0
2 =  1

2
𝑀1𝑣1

2 +  1
2

𝑀2𝑣2
2                                        Equation 3-2 

                                   𝑀1𝑣0 =  𝑀1𝑣1 cos 𝜃 +  𝑀2𝑣2 cos 𝜑                                      Equation 3-3 

                                     0 =  𝑀1𝑣1 sin 𝜃 −  𝑀2𝑣2 sin 𝜑                                            Equation 3-4 

Solving the above equation gives: 

                                    𝑣1
𝑣0

= [±(𝑀2
2 − 𝑀1 

2 𝑠𝑖𝑛2𝜃)
1
2+ 𝑀1  cos 𝜃]

𝑀1+ 𝑀2
                                           Equation 3-5 

 where the plus sign holds for M1 ≤ M2. The kinematic factor K can be defined as the ratio of the 

projectile energy after the elastic collision, to that before the collision, and can be written as: 
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                                      𝐾𝑀2 = � (𝑀2
2 − 𝑀1 

2 𝑠𝑖𝑛2𝜃)
1
2+ 𝑀1  cos 𝜃

𝑀1+ 𝑀2
 �

2

                                   Equation 3-6 

All quantities here refer to the laboratory system of coordinates. As in the above equation 

the kinematic factor depends on the mass ratio of M1 and M2 and the scattering angle θ.  

When the beam is incident on the target, only a small fraction of incident ions scatter 

backwards from the target material and are detected. The relative number of backscattered 

particles from a target atom into a solid angle for a given number of incident particles is related 

to the differential scattering cross section.  In the laboratory frame of reference the differential 

scattering cross section can be written as: 

                       𝑑𝜎
𝑑Ω

=  𝑍1𝑍2𝑒2

4𝐸
 4
𝑠𝑖𝑛4θ 

 
 {[1−((𝑀1

𝑀2
) sin 𝜃)2]

1
2+ 𝑀1  cos 𝜃}2

[1−((𝑀1
𝑀2

) sin 𝜃)2]
1
2

                               Equation 3-7 

Here, dσ/dΩ is the differential scattering cross section and dΩ is the solid angle 

subtended by the detector. The sensitivity increases with increasing Z1 and Z2 and decreases with 

E.   

3.5.1.2 Stopping Power and Energy Loss 

When an energetic particle penetrates into the target material, it constantly loses energy 

due to electronic and nuclear collisions. This energy loss, ΔE per unit length Δx, depends on the 

type of the projectile, density and composition of the target, and the velocity of the projectile. 

This energy loss, dE/dx, of a fast moving energetic ion is determined by screened Coulomb 

interactions with the target atom electrons and protons in the nucleus. The energy loss rate can be 

expressed as the sum of nuclear and electronic collisions. In electronic collisions, the moving ion 

loses energy by ejecting or exciting atomic electrons. Significant angular deflection of the 

trajectory of the ion and large discrete energy losses are caused by nuclear collisions. This 

collision displaces atoms from their lattice sites and creates lattice disorder. While electronic 
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collisions cause much smaller energy losses and negligible deflection of the trajectory of the ion 

thus causing negligible lattice disorder. The energy transferred by the ion to the target nuclei is 

called nuclear stopping and the energy transferred by the ion to the target electrons is called 

electronic stopping.  The energy lost by the moving particle due to elastic collisions-per-unit 

length traveled in the target materials is called nuclear stopping. The electron stopping is due to 

slowing down of the ions because of the inelastic collisions between the incident ions and the 

bound electrons in the target materials. The mechanism of energy loss is very important for depth 

profiling of individual elements in the target material. The stopping cross section, S, is defined as 

S = (dE/dx)/N where N is the atomic density of the target material. The energy loss, dE/dx, in 

any target materials can be calculated using the computer program SRIM.  

3.5.1.3 RBS-C 

In the channeling mode, the rows or planes of atoms in the lattice are aligned parallel to 

the incident beam, which reduces their interactions with the target atoms. The ions penetrate 

deeper in the crystal, making small angle collisions with the atomic rows. The yield of the 

backscattered ions is much reduced compared to random scattering (Rutherford scattering), since 

the channeled particles cannot get close enough to the atoms of the solid, which avoids large 

angle Rutherford scattering as illustrated in Figure 3.11.  

 

                                             (a)                               (b) 

Figure 3.11: (a) Lattice atoms viewed along the axial direction (b) equipotential surfaces [5]. 
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The minimum yield of ions, i.e. reduction of scattering from atoms on regular lattice 

sites, makes the channeling mode an excellent tool for analyzing the crystal structure. The lattice 

site, lattice disorder, and defect density can be easily analyzed by the use of channeling. The 

major applications of channeling are to find the composition and thickness of amorphous layers, 

location of impurity atoms in the lattice sites, interstitials and the amount and depth distribution 

of lattice disorder.  The critical angle, Ψc, can be defined as the maximum incident angle for 

which the incident ions can be steered by the atomic rows. For channeling the critical angle is 

referred to as half angle, Ψ1/2, which is defined to relate to the angular width of the channel. The 

critical angle can be mathematically represented as: 

                                                    Ψ1/2 = 𝛼𝑒 �𝑍1𝑍2
𝐸𝑑

�
1
2                                                     Equation 3-8 

where Z1 and Z2 are atomic numbers of ion and target atoms, E is energy of the beam, d is the 

atomic spacing, e is the charge of an electron, and α depends on lattice vibration with values 

ranging from 0.8 to 1.2 [6]. Compared to axial channeling, planar channeling gives higher 

minimum yields and is characterized by narrower critical angles [7 - 9]. 

There is always a possibility that in a perfect crystal as the channeled particles penetrate 

deep into the material they can be scattered into non-channeled trajectories leading to de-

channeling. As mentioned earlier the combination of small angle multiple scattering events and 

scattering by thermally displaced atoms increases with the depth of the number of dechanneled 

particles [10 - 12]. The amount of dechanneling depends on the crystallographic direction and 

can be minimized by channeling along major crystallographic axes. Defects in the crystal also 

cause dechanneling. Compared to the scattering by electrons in the perfect crystal, the scattering 

by the displaced atoms is much stronger. The channeled particles are scattered relative to the 

critical angle causing small deflections in the perfect crystal whereas the scattering from the 
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displaced atoms is beyond the critical angle which causes greater deflections. The dechanneling 

is characterized by different correlations between the displacements of the lattice atoms. 

Different kinds of defects have different dechanneling mechanisms. The trajectories of the 

incident particles depend on the type of defect and can be calculated using the dechanneling 

factor σD for each type of defect. The product of the defect dechanneling factor σD and defect 

density nD gives the probability of dechanneling per unit depth 𝑑𝑃𝐷
𝑑𝑧  and can be mathematically 

written as: 

                                                        𝑑𝑃𝐷
𝑑𝑧

=  𝜎D𝑛D(𝑧)                                                     Equation 3-9 

The dechanneling rate is greatly influenced by crystal imperfections. The behavior of the 

ion energy with respect to the channeling yield can be used to identify the defect types in the 

lattice. The rate of dechanneling is proportional to E-1/2, E1/2 and E0 for point defects, dislocations 

and stacking faults respectively [13 - 15]. 

In Chapter 4, detailed discussions are provided for how to extract the experimental values 

for the kinematic factor, differential scattering cross-section, channel number to energy 

conversion, energy loss, and depth analysis. 

3.5.2 Raman Spectroscopy 

Raman spectroscopy is a well-established optical characterization technique used for 

investigation of crystallinity and homogeneity of materials along with study of electronic 

properties. It is a sensitive, contactless, fast, and non-destructive method used to identify 

materials, crystalline quality, and stress among the nanometer-sized materials. The applications 

are vast and are widely used in the semiconductor field as well as in the pharmaceutical, forensic 

science, and in archaeological fields.  

52 
 



The Raman effect is a light scattering phenomenon, which was first reported by an Indian 

scientist, Sir Chandrasekhara Venkata Raman, in 1928 [16]. When a light (photon) is incident on 

a material, it can be reflected, transmitted, absorbed, or scattered. This scattered light can be 

either elastic or inelastic. In the case of elastic scattered photons, the wavelength of the scattered 

photons is same as the wavelength of the incident photons; i.e.  the scattered photons have the 

same frequency (energy) as the incident photons. This elastic scattering of photons is known as 

Rayleigh scattering. However Raman found that a very small fraction of light photons, one in 

107, are inelastically scattered, where the wavelength of the scattered photon changes (either 

increases or decreases) with respect to the incident photon wavelength. This inelastic scattering 

is termed as Raman scattering.  

 

(a)                                    (b)                                   (c) 

Figure 3.12: Schematically representation of (a) Rayleigh scattering (b) Stokes scattering and (c) 

anti-Stokes scattering. 

The change in vibrational, rotational, or electronic energy of a molecule can be linked to 

Raman scattering. Raman scattering can be divided as Stokes or anti-Stokes scattering and can 

be explained by the energy diagram as shown in the Figure 3.12. In Figure 3.12 m and n 

53 
 



corresponds to the ground and higher vibrational energy levels, respectively. At room 

temperature most of the molecules are present in the lowest energy vibrational level. 

When light is incident on these molecules, the ground vibrational state (m) excites to the 

virtual state and comes back to the higher vibrational state (n) with the absorption of energy by 

the molecule. That means that the emitted photon has less energy and a longer wavelength than 

the initial photon. This scattering is termed as Stokes scattering, where the scattered frequency is 

less than the incident frequency and is given as ν0 - νm where νm is the vibrational frequency of 

the molecule. However, some of the molecules might exist in the higher vibrational level due to 

thermal energy. Scattering from these states to the ground vibrational level (m) involves transfer 

of energy to the scattering photon. Meaning the emitted photon has more energy and shorter 

wavelength than the initial photon. This scattering is known as anti-Stokes scattering where the 

scattered frequency is more than the incident frequency and is given by ν0 + νm [17].  In the 

Raman spectrum, the X-axis is denoted by wave numbers or Raman shift. Wave number is the 

reciprocal of wavelength which has the units of cm-1. The Raman shift (cm-1) is calculated using 

the equation: 

                                        𝛥𝜈(𝑐𝑚−1) = 1
𝜆𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡

−  1
𝜆𝑠𝑐𝑎𝑡𝑡𝑒𝑟𝑒𝑑

                                      Equation 3-10 

where  λincident and λscattered are the wavelengths (in cm) of incident laser beam and scattered beam. 

Thus, the Raman shift is the difference between the excitation wavelength and the Raman 

scattered wavelength. The Y-axis is measured in intensities of Rayleigh or Raman scattered light, 

which is proportional to the number of molecules illuminated. Since at thermal equilibrium the 

molecules in the ground vibrational energy level exceeds the molecules in higher vibrational 

energy level, the intensity of Stokes scattering will always be higher than anti-Stokes scattering. 
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But in general, the Raman spectrum consists of only Stokes scattering unless it is mentioned as 

anti-Stokes scattering. 

The Raman effect can be explained by the classical theory and using the quantum theory 

the selection rules and intensities of the peaks can be predicted. 

3.5.2.1 Classical Theory 

A dipole moment is induced in a molecule when an electric field is applied to it. This 

happens due to the displacement of electrons and nuclei in the molecule and the molecule is said 

to be polarized.  The polarizability of the molecule can be found using the formula: 

                                                         𝜇 =∝ E                                                               Equation 3-11 

where µ is the magnitude of the induced dipole moment, E is the strength of the electric field, 

and α is the polarizability of the molecule.  Thus, a polarized molecule when subjected to 

radiation of frequency ν, each molecule experiences an electric field according to the equation: 

                                                     E=E0 sin 2𝜋𝜈t                                                                                Equation 3-12 

Now: 

                                                 𝜇 =∝ E=∝E0 sin 2𝜋𝜐t                                              Equation 3-13 

Rayleigh’s scattering can be explained from the above equation where the scattered 

photon energy (frequency) is same as incident photon energy (frequency).  

Now consider the case where the molecules have vibration and rotational motions. The 

polarizability of the molecules changes periodically when it undergoes vibratory motion. The 

change in polarizability due to this vibration of frequency νa can be written as: 

                                                𝛼 = α0 + 𝛽 sin 2𝜋𝜈at                                                   Equation 3-14 

where α0 is the equilibrium polarizability and β is the rate of changes of polarizability with the 

vibration: 
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                                   𝜇 = 𝛼E=(∝0+ sin 2𝜋𝜐t)E0 sin 2𝜋𝜐t                                         Equation 3-15 

             𝜇 = ∝0𝐸0 sin 2𝜋𝜐t+ 1
2

βE0 [cos 2π (ν − υa)t - cos 2𝜋 (𝜐 + 𝜈a)t]                    Equation 3-16 

In this equation, the first term corresponds to the Rayleigh’s scattering where there is no 

change of frequency from incident to scattering photon. The second term corresponds to the 

Raman scattering where the frequency change is (ν-νa) and (ν+νa). The scattering frequency (ν-

νa) is termed as Stokes frequency, where the frequency of the scattered photon decreases or 

wavelength increases and the scattering frequency (ν+νa) is known as anti-Stokes frequency, 

where the frequency of the scattered photon increases or wavelength decreases. 

Now consider the effect of rotation of the molecule on polarizability. In a diatomic 

molecule, as it rotates, the orientation of the molecule changes accordingly to the electric field of 

rotation. The polarization of the molecule changes with time if the molecule is not optically 

isotropic and can be expressed as:  

                                            𝛼 = 𝛼0 + 𝛽′ sin 2𝜋 (2𝜈r𝑡)                                              Equation 3-17 

where νr is the frequency of the rotation and the term 2νr is used instead of νr because the rotation 

of the molecule through π angle will make the polarization of the diatomic molecule the same as 

initially:      

        𝜇 = ∝0𝐸0 sin 2𝜋𝜐t+ 1
2

β'E0 [cos 2π (ν − 2νr)t - cos 2𝜋 (𝜐 + 2𝜈r)t]                  Equation 3-18 

The first term in this equation corresponds to the, Rayleigh’s scattering and the latter two 

terms corresponds to Raman scattering. 

3.5.2.2 Quantum Theory 

According to the quantum theory, the Raman effect can be characterized as the collisions 

between the incident light and the molecules of the material. Consider a molecule of mass m in 

the state of energy E0 and moving with velocity v that collides with a light photon hν. After 

56 
 



collision, the molecule undergoes a change in energy state as well as in its velocity. Assume that 

the new energy state is E1 and the velocity v' after collision. From the conservation of energy 

principle it can be written as: 

                                  E0+ 1
2

mv2+ℎ𝜈 =  E1+ 1
2

𝑚𝑣′2 + ℎ𝜈′                                         Equation 3-19 

Considering the change in velocity of the molecule negligible the equation becomes:  

                                         E0+ℎ𝜈 =  E1 + ℎ𝜈′                                                             Equation 3-20 

                                             𝜈′ = 𝜈 + E0-E1
ℎ

                                                                       Equation 3-21 

                                                𝜈′ = 𝜈 + ∆ν
ℎ

                                                                        Equation 3-22 

If E0 = E1, the frequency difference Δν is zero implying that ν'= ν. This corresponds to 

Rayleigh scattering where the frequency of the scattered photon is same as the incident photon. 

In the case of E0>E1, ν'>ν, which means the frequency of the scattered photon is more than the 

incident photon. This corresponds to anti-Stokes scattering. When E0<E1, the frequency becomes 

ν'<ν, i.e. the scattered photon has less frequency than the incident photon frequency, which is 

Stokes scattering.  

3.5.2.3 Experimental Set Up 

All the Raman measurements were performed at The Center for Advanced and Research 

Technology (CART) at UNT. The CART research center has a number of very sophisticated 

characterization and processing instruments. The Raman system used here in the present research 

work was a Thermo Electron Almega XR Raman spectrometer. The system includes Omnic for 

Almega-7 analytical software, which includes fluorescence correction with all excitation 

frequencies. Atlus software is used for spectroscopic mapping and chemical profiling. 

The main components required for the Raman system are (a) excitation source, (b) optical 

design, (c) monochromators, and (d) detectors. The system used was equipped with two laser 
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sources. One of them is a near infrared laser, which has a wavelength of 780 nm with 100-3100 

cm-1 Raman shift and the other was a visible green laser of wavelength 532 nm with 100-4000 

cm-1 Raman shift. The maximum laser power that can be used is 25 mW. The system is also 

equipped with automated Rayleigh rejection filter switching. For the measurements, the green 

laser was used as an excitation source with 25 % laser power (6 mW).  

 

Figure 3.13: Thermo Electron Almega XR Raman Spectrometer at CART, UNT. 

Optical design is the important characteristic feature of the Raman system. The system is 

equipped with high and low resolution gratings for each wavelength and different sizes of 

aperture slits. The aperture used was 25 µm slit and the beam spot size of the laser was 1.1 µm. 

The system is also equipped with different working distance objectives (10×, 20×, 50×, 100×). 

50× objective was used for the Raman measurements.                            

The charged-coupled device (CCD) is reliable and commercially available for 

spectroscopic applications. The CCD is fabricated using metal-oxide semiconductor technology. 

The charge is stored in the capacitor gate. Readout occurs after sequential charge transfer and the 

transfer of photoelectrons is controlled by clocking of voltages on the electrodes.  Conversion of 
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charge into a measurable voltage is subsequently digitized and transferred to the control 

computer. The system is equipped with high sensitivity thermo electrically cooled silicon CCD 

array detector. Picture of the Raman spectrometer is shown in Figure 3.13. 

The Raman experimental set-up that was used for the present research and the results 

obtained for C, Si implanted samples in 4H-SiC are discussed in Chapter 4. The Raman 

scattering results of N implanted 4H-SiC samples are discussed in Chapter 5. 

3.5.3 Superconducting Quantum Interference Device 

SQUID is a very sensitive magnetometer which is used to measure extremely small 

magnetic fields. It can also measure magnetic field gradient, voltage and magnetic susceptibility. 

SQUID uses the properties of Josephson effect and flux quantization in a superconducting loop. 

Josephson effect [18] involves the coherent tunneling of Cooper pairs of electrons in Josephson 

junction with no applied voltage. Josephson junctions are formed by two superconductors 

separated by thin insulating layers. The Cooper pairs tunneling through the barrier have a super 

current and is given by I = I0 sin δ where I0 is the critical current and δ is the difference of phase 

of effective wave functions across the barrier. For currents greater than the critical value, a 

voltage is developed across the junction. The magnetic flux enclosed by a superconducting loop 

is quantized in units of the flux quantum, Ф0 = ħ/(2e) where ħ is the Planck’s constant and e is 

the electron charge and the value of Ф0 is 2.07×10-15 Weber. 

In a SQUID superconducting loop, the loop contains either one RF-SQUID or two DC-

SQUID Josephson junctions. These junctions are also termed as weak links. RF-SQUID has 

single Josephson junction in the path of the superconducting loop. The superconducting loop is 

inductively coupled to the inductor of an LC-resonant circuit. This circuit is excited with a 
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current with frequency ranging between MHz and GHz. When a magnetic flux is applied to this 

loop, the voltage oscillates with a period Ф0.  

In DC-SQUID the junctions are in parallel and operate using the interference of the 

currents from each junction and can detect minute magnetic fields in the material and are shown 

in Figure 3.14. SQUID measures the changes in magnetic field related with one flux quantum. 

When a constant bias current is maintained in the SQUID, the measured voltage oscillates with 

the changes in phase at the two junctions, which depend upon the change in the magnetic flux.  

 

Figure 3.14: DC-SQUID with two Josephson junctions placed in the magnetic field. 

Figure 3.15 shows the schematic representation of DC-SQUID. Assume a constant 

current known as bias current is passing through the SQUID. This bias current will split equally, 

half on each side when the SQUID is symmetrical and the Josephson junctions are identical. The 

flow of the super current continues as long as the total current flowing through it does not exceed 

the critical current of the Josephson junctions. A voltage is developed across the SQUID due to 

this super current. This critical current can be measured by increasing the bias current from zero 

until a voltage appears in the loop. Both the Josephson junctions develop the voltage at the same 

time when the applied magnetic field is zero in the symmetrical superconducting loop. Hence the 
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critical current of the SQUID is twice the critical current of one of the Josephson junctions in the 

loop. 

 

Figure 3.15: A schematic representation of DC-SQUID with two Josephson junctions, J1 and J2. 

When a magnetic field is applied to the loop, the superconducting opposes the magnetic 

field by generating a screening current, Is which flows around the loop. A magnetic field is 

created due to this screening current. This created magnetic field is opposite to the applied 

magnetic field thus cancelling out the net flux in the loop. The screening current increases in the 

loop as the applied magnetic field increases. When the applied magnetic flux is an integral 

multiple of the flux quantum, the screening current is zero whereas the critical current is 

maximized in the superconducting loop. The screening current is large and the critical current 

becomes minimum when the applied magnetic flux is an integral multiple of the flux quantum 

plus one half. Thus the SQUID voltage is periodic in the applied magnetic flux. 

So when the magnetic flux through the loop is an integral multiple of the flux such as 0, 

Ф0, 2Ф0, 3Ф0 and so on both the Josephson junctions have the same phase difference which 

results in constructive interference. Similarly opposite phase difference which results in 
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destructive interference is introduced between these junctions when the magnetic flux through 

the loop is Ф0/2, 3Ф0/2, 5Ф0/2 and so on. By measuring the voltage drop across the junction as 

the function of total current through the device, the critical current can be evaluated. Small 

magnetic moments can be measured as the critical current is sensitive to the magnetic flux 

through the superconducting loop. 
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CHAPTER 4 

CHARACTERIZATION OF DEFECTS IN LOW ENERGY (C, Si) ION IMPLANTED 4H-SiC 

 

Controlled creation of defects in materials is an approach to modify the electronic 

properties in a way that results in new functionality. Silicon carbide is a promising candidate for 

defect-induced magnetism on which spintronic devices could be developed. The defects 

considered are of room temperature stable vacancy types, eliminating the need for magnetic 

impurities, which easily diffuse at room temperature. Impurity free vacancy type defects can be 

created by implanting the host with atoms of silicon or carbon. The implantation fluence 

determines the defect density, which is a critical parameter for defect induced magnetism. 

Therefore, we have studied the influence of low fluence silicon and carbon implantation on the 

creation of defects in SiC. The defects have been profiled using RBS-C and Raman spectroscopy 

measurements. In this chapter the experimental results and analysis of various characterization 

techniques are presented. 

4.1 Introduction 

SiC has already become an attractive wide bandgap semiconductor due to its unique 

physical and electronic properties and is widely used in high temperature, high frequency, high 

power and radiation resistant applications [1 - 3]. SiC has been used as an alternative to Si in 

harsh environments such as in the oil industry, nuclear power systems, aeronautical, and space 

applications [4 - 7]. Some of the commercially available electronic devices made of SiC include 

Schottky diodes, Thyristors, MOSFETs, and UV sensors. SiC is also known for its polytypism 

and so far over 250 different polytypes have been found with bandgaps ranging from 2.42 eV to 

3.26 eV. Among them 3C-SiC, 4H-SiC and 6H-SiC are the most common polytypes used for 
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research purposes. Among these polytypes 4H-SiC is gaining importance due to its easy 

availability as a commercial wafer with high thermal conductivity, high thermal mobility and a 

large bandgap of 3.26 eV at room temperature [8].  

For carbon films, it is found that proton irradiation leads to magnetic order [9].  A recent 

study indicated the possibility of defect induced magnetic moments also for SiC, which is highly 

interesting for technological applications. Based on first-principle calculations for SiC 

monolayer, it was shown that the presence of silicon vacancies (VSi) may induce local magnetic 

moments whereas for carbon vacancies (VC) no spin polarization occurs [10, 11]. The possibility 

of defect induced magnetism in SiC opens the door for research towards possible transition-

metal-free SiC semiconductors. In this respect, ion implantation is an excellent technique to 

create defects in a controlled fashion. When Si or C ions are implanted into the SiC host 

material, no impurities are introduced, but vacancies can be created. The local magnetic 

moments, which can be induced due to the defects, depend on the average distance between 

vacancies [12, 13], which is dependent on the density of the created defects. The defect 

concentration in turn is dependent on the fluence. Hence, the crucial point is the average 

distance between vacancies or the defect concentration, which is dependent upon the fluence. 

The main aim of this research is to determine the predicted narrow window in the implantation 

fluence, which will result in local ferromagnetism in 4H-SiC. 

Although ion implantation of different ions in SiC has been extensively studied [14 - 21], 

including 550 keV energy C+ [22] and Si+ ions [23] at different substrate temperatures, not much 

is known about low energies and low fluences of C and Si implanted into 4H-SiC. Recently Li et 

al. have reported defect induced ferromagnetism in 4H-SiC using 140 keV Ne ions [21] with 

fluences of 5×1014 cm-2 and 1×1016 cm-2. RBS-C is a suitable technique to study defects since the 
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defects induced by implantation enhance the dechanneling compared to the virgin crystal. Raman 

spectroscopy is a contactless, non-destructive, and sensitive technique. It is a common tool to 

study defects in SiC polytypes [24 - 28].  RBS-C and Raman can be used as complementary 

techniques to monitor disorder buildup in the ion implanted samples in the following way. RBS-

C measurement can be used to determine the damage in the transverse direction of the probing 

ion beam as a function of depth. Whereas the LO and TO phonon mode signals in Raman 

spectroscopy provide information on the integral damage in the longitudinal and transverse 

directions respectively in the sample. In the present study, we have investigated the influence of 

Si and C ion implantation on the production of defects and defect density in 4H-SiC. Low energy 

(60 keV) C or Si ions were implanted into 4H-SiC.  Ion fluences between 1013 cm-2 and 1015 cm-2 

were chosen to create different vacancy type defect densities, ranging from low to high densities. 

In order to investigate the defect induced magnetism, SQUID measurements were performed 

with samples implanted with 60 keV carbon ions at various fluencies.  

4.2 Ion Implantation and RBS-C Experimental Procedure 

Single crystal nitrogen-doped n-type, double side polished, research grade 4H-SiC wafer, 

with surface normal to [0 0 0 1], was obtained from CREE, Inc., USA (CREE product 

description: W4NRF0X-0200 with chemical and mechanical polished Silicon face). More details 

about the product description can be found at the wafer grower’s website Cree.com.  The wafer 

had a net doping density (ND-NA) of 9×1014 – 1×1019/cm3 (±25 % tolerance) in the Si face with a 

resistivity of 0.013-2.00 ohm-cm. The wafer was diced (by American Dicing Inc., USA) into 

several small samples of different sizes of 5 mm × 5 mm, 10 mm × 5 mm and 10 mm × 10 mm 

as shown in Figure 1.  Different pieces of sizes 10 mm × 5 mm were used for both C and Si 
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implantations. The samples were implanted with 60 keV Si or C ions using the sputter ion 

source, SNICS – II [29] at the IBMAL at the UNT. 

 

Figure 4.1: A 4” diameter n-type 4H-SiC wafer was diced to smaller pieces at American Dicing 

Inc., USA. 

As discussed earlier in Chapter 3, from the simulations, the fluences of 1.85×1014, 

3.5×1014, 7×1014, and 1×1015 ions/cm2 for C implantation were chosen. The fluences for Si 

implantation were chosen as 5.5×1013, 1.1×1014, 2.2×1014, and 3.2×1014 ions/cm2. These fluences 

corresponds to 0.0052, 0.098, 0.196, 0.28, and 0.051, 0.103, 0.205, 0.298 dpa for C and Si 

implantation, respectively.  

The target was placed vertically behind a ring-shaped electrode which was negatively 

biased with 300 V in order to correctly integrate the current by suppressing the emission of 

secondary electrons from the sample during the ion implantation. One side of the sample was 

implanted uniformly over its area by electrostatically raster scanning the incident ion beam. The 

implantation was carried out at an angle of 7° off the surface normal to avoid channeling 
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conditions for the implanted ions. A low ion current areal density of ~0.2 µA/cm2 was used to 

avoid any significant sample heating due to implantation.  

4.2.1 Experimental Set Up for RBS-C Analysis 

RBS-C measurements were performed using a 2 MeV He+ ion beam at the 

Environmental Molecular Sciences Laboratory (EMSL) within the Pacific Northwest National 

Laboratory (PNNL). The facility consists of a NEC 9SDH-2 Pelletron® 3-MV electrostatic 

tandem accelerator. The detector was placed at a backscattering angle of 150°. The current on the 

target was kept below 40 nA. The beam was collimated to a spot size of about 1×1 mm2.  The 

samples were mounted on a six-axis goniometer in the vacuum chamber maintained at a pressure 

of 10-7 Torr. All the spectra were collected for charge integration of 10 µC and the current on the 

target was maintained about 25 nA. The target was positively biased to 300 V for suppression of 

secondary electrons. 

4.2.2 Minimum Yield and Angular Scan 

Initially the search for the channeling axis was done on the virgin part of the implanted 

sample. The sample was rotated from -1° to +1° at a scan step of 0.207°. Once the position for 

the minimum RBS yield was found, the sample is tilted from -1° to +1° at a scan step of 0.05°. 

After finding the positions (rotation and tilt) for minimum RBS yield, the aligned spectra for the 

virgin sample was taken at this point. Later, a random spectrum was taken on the implanted 

region with a rotation of the sample from -7° to +7°. The minimum yield χmin and the full width 

half maximum (FWHM) of an angular scan, 2ψ1/2, in ion channeling experiments define how 

well the ion is channeled into the crystal. The minimum yield can be described as the ratio of the 

yield along the channel direction to the random direction. The yield as a function of the sample 

tilt angle with respect to the main axial or planar direction is defined as angular scan. 
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Figure 4.2: A typical RBS yield due to an angular scan across the channeling axis of 4H-SiC 

performed with 2 MeV He+ beam. 

The FWHM of angular scan is related to the critical angle for channeling and can be used 

to locate the lattice site determinations. The characteristic angle, Ψ1, for axial channeling 

according to Lindhard’s model [30] is: 

                                  Ψ1 = [2Z1Z2e2/Ed] ½                                                                                            Equation 4-1 

Where Z1 and Z2 are the atomic numbers of ion incident and the target atom, e is the unit 

charge, E is the energy of the ion, and d is the lattice distance between the atoms.  

An increase in the minimum yield χmin and lower critical angle ψ1/2 gives rise to an 

increase in ion dechanneling. The dechanneling rate is greatly influenced by crystal 

imperfections. The behavior of the ion energy with respect to channeling yield can be used to 

identify the defect types in the lattice. Figure 4.2 shows the angular scan of virgin 4H-SiC with a 

He+ beam as the projectile. The channeling angular scan was measured at 2 MeV beam energy 

along (0 0 0 1) axis. The critical angle is found to be 0.4° from the angular scan and the results 
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extrapolated from the experimental data shows the critical angle for 1 MeV He ions incident on 

Si and Ge along the <100> directions to be 0.63 and 0.8, respectively [31]. 

4.2.3 Kinematic Factor and Differential Cross-Section 

In RBS, the energy of the backscattered particles depends on the mass of the projectile, 

mass of the target atoms, scattering angle, incident energy of the ions and the depth of the 

collision in the material. The kinematic factor K can be derived using conservation of energy and 

momentum which is shown in Chapter 3. The equation for kinematic factor K is given by: 

                                        𝐾𝑀2 = � (𝑀2
2 − 𝑀1 

2 𝑠𝑖𝑛2𝜃)
1
2+ 𝑀1  cos 𝜃

𝑀1+ 𝑀2
 �

2

                                       Equation 4-2 

All quantities here refer to the laboratory system of coordinates as in the above equation 

the kinematic factor depends on the mass ratio of M1 and M2 and the scattering angle θ. 

Consider, for example, a 2 MeV He beam incident on SiC and scattered at 150°. Here M1, which 

is the mass of He, is 4 and M2, which is mass of either Si or C, which is 28 or 12, and the 

scattering angle θ is 150°. By substituting all these values in the above equation, the kinematic 

factors for Si and C can be calculated which gives the value of 0.58 for Si and 0.27 for C. These 

kinematic factors can be used to find the backscattered energies of the Si and C edges, which can 

be used for channel number to energy conversions. It gives the energies of ions scattered by 

surface atoms, E1 = K×E0 where E0 is the incident energy and K is the kinematic factor which 

depends on M1, M2 and θ. 

When the beam is incident on the target, only a small fraction of incident ions scatter 

backwards from the target material and are detected. The relative number of backscattered 

particles from a target atom into a solid angle for a given number of incident particles is related 

to the differential scattering cross section.  In the laboratory frame of reference the differential 

scattering cross section can be written as: 
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                                          Equation 4-3 

Where dσ/dΩ is the differential scattering cross section and dΩ is the solid angle 

subtended by the detector. Once the experimental conditions are known it is easy to calculate the 

differential scattering cross section using above equation.  

4.2.4 Channel Number to Energy Conversion 

In the RBS-C experiment, the backscattered ions from the target surface are collected by 

a surface barrier detector. The multichannel analyzer receives the very small voltage pulse 

generated by the detector and converts that signal into a digital signal. The analog-to-digital 

converter sorts the pulses by their amplitude and these pulses are sorted out into a specific 

number of bins. These bins represent the channels in the spectrum and are typically a power of 2. 

The common channel values used are 512, 1024, 2048, and/or 4096 depending on the resolution 

of the system and the energy range being studied. The energy spectrum is calibrated using 

standard sources and the backscattered yields in specific channels are correlated to backscattered 

energy and depth. At least two leading edges are needed for calibration and to linear fit the 

spectrum and convert the channel numbers to corresponding energies. 

The kinematic factor, K, is defined as the ratio of the projectile energies after and before 

collision i.e. E1 = K×E0 where E1 is the energy after collision and E0 is the incident energy. The 

energy of He+ beam used was 2 MeV, which is E0, and from the kinematic equation the 

kinematic factor K calculated for Si and C, were 0.58 and 0.27 respectively. With these known 

values the backscattered energy of Si and C can be calculated. The values were 1170 keV and 

547 keV for Si and C respectively. The corresponding channel numbers and energy for Si and C 

were used to plot and is as shown in Figure 4.3. 
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Figure 4.3 : Channel number to Energy conversion plot. 

The linear correlation obtained from the plot gives us the value of Ec = mc+a, where Ec is 

the energy represented by the particular channel C, m is the slope of the line; i.e. Energy interval 

correspond to one channel (keV) and “a” is the intercept. The values obtained from the plot are 

m=1.959 keV/channel and a=59.17 keV respectively. So the detected energy is obtained from 

1.96 keV times the channel number plus 59.17 keV. These values were used as the input in the 

SIMNRA plot to simulate the SiC with the other experimental conditions and the plot is as 

shown in Figure 4.4. From the SIMNRA plot, the values were found to be m=1.97 keV/channel 

with calibration offset of a=59. The values of “m” and “a” obtained by these two methods are 

compared and seem to be in good agreement with each other. The values obtained from the 
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linear correlation plot were used to convert the corresponding channel numbers to respective 

energies. 

 

Figure 4.4 : SIMNRA of virgin SiC. 

4.2.5 Energy Loss and Depth Analysis 

Energy is lost continuously when a projectile penetrates a target and displaces the atoms 

in its path. Throughout its trajectory, this energy is lost to the electrons of the target atoms by 

ionization and by excitation; i.e. electronic collisions and also through nuclear collisions. The 

projectile trajectory changes to outward direction after the projectile encounters a hard collision 

with a target atom.  Energy is also lost during its outward path until the particle emerges from the 

target. This energy loss phenomenon can be used to determine the depth to which the projectile 

has entered by measuring how much energy loss it has suffered in the inward and outward paths. 

This energy loss per unit path length depends upon the energy of the particle and also on the 

projectile and the target. The units of energy loss are normally expressed as eV/Å, keV/Å, or 
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MeV/µm. The total energy loss rate can be expressed as the sum of nuclear and electronic 

collisions. Nuclear collisions dominate at lower energies and electronic collisions dominate at 

higher energies. The stopping cross section, ε, can be defined as the energy loss dE/dx divided by 

the density of the target N; i.e. ε = (1/N)×(dE/dx).  

 

Figure 4.5 : Schematics of Energy Loss and Depth Conversions. 

As shown in Figure 4.5 consider the energy of the incident particle is E0 and the energy 

immediately before scattering is E at a depth x and the energy of the particle coming out of the 

surface is E1. θ1 and θ2 are the angles between the sample normal and the direction of the 

incident beam and of the scattered particle and θ is given as θ = 180°- θ1- θ2.  

The length x/cos θ1 traveled by the beam inside the target can be related to the energy by: 

                                           𝑥
cos 𝜃1  

=  − ∫ 𝑑𝐸 �𝑑𝐸
𝑑𝑥

�
−1𝐸

𝐸0
                                                  Equation 4-4 

where the negative sign arises because E is smaller than E0 and dE/dx is taken as a positive 

quantity. Similarly, for the outward path length x/cos θ2, the energy is related by the equation 

below: 

                                            𝑥
cos 𝜃2  

=  − ∫ 𝑑𝐸 �𝑑𝐸
𝑑𝑥

�
−1𝐸1

𝐾𝐸                                                  Equation 4-5 
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The above integrals can be simplified by assuming a constant value for dE/dx along the 

inward and the outward paths. With this assumption the integrals can be reduced to:  

                                                 𝐸 =  𝐸0 −  𝑥
cos 𝜃1

 𝑑𝐸
𝑑𝑥𝑖𝑛

                                                      Equation 4-6 

                                              𝐸1 =  𝐾𝐸 −  𝑥
cos 𝜃2

 𝑑𝐸
𝑑𝑥𝑜𝑢𝑡

                                                    Equation 4-7 

The above two equations can be simplified by eliminating E: 

                                  𝐾𝐸0 −  𝐸1 = � 𝐾
cos 𝜃1

 𝑑𝐸
𝑑𝑥𝑖𝑛

+  1
cos 𝜃2

 𝑑𝐸
𝑑𝑥𝑜𝑢𝑡

� 𝑥                                  Equation 4-8 

Here the KE0 corresponds to the energy backscattered from the surface of the target. The 

above equation can be written as ΔE = [S]x where S is called the energy loss factor and in terms 

of stopping cross section the equation can be modified to ΔE = [ε]×(Nx). Under this assumption 

there is a linear dependence of depth scale to energy.  

4.2.5.1 Surface Approximation 

Surface energy approximation can be made for thin films where the thickness, x, is small 

and the relative change in energy along the incident path is also small. With this approximation 

ΔE becomes: 

                                 𝛥𝐸 = � 𝐾
cos 𝜃1

 𝑑𝐸
𝑑𝑥𝐸0

+  1
cos 𝜃1

 𝑑𝐸
𝑑𝑥𝐾𝐸0

� 𝑥                                              Equation 4-9 

And S, the energy loss factor becomes: 

                                  [𝑆] = � 𝐾
cos 𝜃1

 𝑑𝐸
𝑑𝑥𝐸0

+  1
cos 𝜃1

 𝑑𝐸
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�                                               Equation 4-10 

Or ε0 can be written as: 

                                [𝜀0] = [ 𝐾
cos 𝜃1

𝜀(𝐸0)  +  1
cos 𝜃1

 𝜀(𝐾𝐸0)                                          Equation 4-11 

where the stopping cross sections ε×E0 and ε×(KE0) can be evaluated at energies E0 and 

KE0 respectively.  
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4.2.5.2 Mean Energy Approximation 

The surface energy approximation degrades when the path length of the beam inside the 

target becomes large. In this case, the mean energy approximation can be made by selecting a 

constant value of dE/dx or ε at an energy intermediate to that which the particle has at the end 

points of each track. Thus mean energy along the inward path, Ein becomes ½×(E+E0) and along 

the outward path, Eout becomes ½×(E1+KE). The value of E can be obtained using energy loss 

ratio method or iterative method or analytical method. The energy loss ratio method is more 

accurate for analysis of surface thin films, where the surface energy approximation holds. 

Iterative methods can be used for accurate depth scale conversion from the energy scale [32]. An 

analytical approximation is calculated to determine the impurity concentration depth profiles 

from the measured Rutherford backscattering spectrum [33]. 

4.2.6 Analysis of Defect Concentration 

The defect concentration can be quantitatively determined from RBS-C spectra using the 

two beam model. In this model the channeling spectrum from RBS-C analysis is the sum of de-

channeled part of the spectrum, χR(x) and direct scattered part or channeled part of the spectrum 

(1- χR(x)), where χR(x) is the dechanneled fraction of the beam. The direct scattering is from the 

channeled beam ions backscattered from the displaced atoms in the target. The dechanneled 

beam ions backscattered from the remaining thermally vibrating lattice atoms causes the de-

channeled part of the spectrum. The dechanneling of the incident ions can be due to electronic 

scattering, the small angle nuclear scattering with the atoms of the perfect crystal, and the small 

angle scattering with the displaced atoms. The yield χD(x) with disorder can be written as:  

                          χD(x) = χR(x) + [1 − χR(x)]f ND(x)
N

                                                 Equation 4-12 
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Where ND(x) and N are the defect and atomic densities of the target material, f is the 

defect scattering factor, χR(x) is the random fraction of the total ion beam, and 1- χR(x) is the 

channeled part of the ion beam. The value of the scattering factor f depends on the contribution 

of different types of defects to direct scattering. For dislocation loops, f is approximately zero 

and for point defects, the value of f is one.  

The dechanneled fraction χR(x) of the beam can be approximated using the formula: 

                            χR(x) = χV(x) + [1 − χV(x)]P�x, θ�C�                                             Equation 4-13 

Where P(x, θ�C) is the probability that a channeled particle becomes dechanneled due to 

scattering of defects at angle, θ�C. In thin film analysis, the beam path length is very short and the 

probability can be considered to be almost zero. With these approximations χR(x) = χV(x). 

Substituting this value in above equation and with the value of f =1, the equation 

simplifies to:  

                                             𝑁𝐷(𝑥)
𝑁

=  𝜒𝐷(𝑥)− 𝜒𝑉(𝑥)
1−𝜒𝑉(𝑥)

                                                         Equation 4-14 

Final approximation can be made at the near surface region of the damaged crystal to the 

concentration ND(0) of the displaced atoms. The disorder concentration ND(0) then can be 

written as:  

                                                 𝑁𝐷(0)
𝑁

=  𝜒𝐷(0)− 𝜒𝑉(0)
1−𝜒𝑉(0)

                                                       Equation 4-15 

Where χ(0) is the ration of aligned to random yields in the energy window ΔE where the 

disorder is evaluated [34]. 

4.2.7 RBS-C Analysis for C Implanted 4H-SiC 

Figure 4.6 shows the RBS-C spectra of C implantation in 4H-SiC at low energy of 60 

keV for four different fluences: 1.85×1014 ions/cm2, 3.5×1014 ions/cm2, 7×1014 ions/cm2, and 

1×1015 ions/cm2. These fluences can also be related in terms of dpa. The dpa is defined as the 
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fraction of atoms that have been displaced from lattice site by projectiles or recoils. The dpa has 

been calculated at the damaged peak with SiC density of 9.64×1022 atoms/cm3. The 

corresponding dpa values after conversion are 0.0518, 0.0984, 0.196 and 0.280 for the fluences 

of 1.85×1014 ions/cm2, 3.5×1014 ions/cm2, 7×1014 ions/cm2, and 1×1015 ions/cm2, respectively.  

The aligned spectrum of virgin 4H-SiC and the random spectrum was also included in the Figure 

4.6 for comparison. The leading edges of Si and C are found to be at channel numbers 567 and 

249 respectively. The kinematic factors of Si and C were found to be 0.585 and 0.2735 and were 

discussed earlier in the section on kinematic factor in this chapter. In the Figure 4.6, the X-axis 

has the units of channel number and the top part of the X-axis is expressed in energy with units 

of keV. The channel to energy conversion is obtained using the method discussed in the section 

of Channel number to Energy conversion.  

The reduction in the yield of backscattered particles is graphically visible by comparison 

of the aligned spectrum to random spectrum. The minimum yield χmin which is defined as the 

ratio of the aligned to random yield is found to 0.037 which shows that the crystal obtained is of 

good quality. Thus almost 96% of the beam is channeled. The minimum yield increases as the 

fluence increases. The surface peak emerges in the aligned spectrum which represents the 

interaction of the ion beam with the first monolayer of the target. The surface peak is a measure 

of surface order whereas the minimum yield shows the quality of the crystal. Ion scattering and 

channeling both can be used to determine the amount of lattice disorder and lattice location of 

impurities such as interstitial or substitutional. 
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Figure 4.6 :  RBS-C spectra of 60 keV C implanted 4H-SiC samples at room temperature using a 

2 MeV He+ beam. The increase in backscattering signal (between channel 500 and 570) indicates 

the increase in the disorder due to increase in ion fluence. 
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Figure 4.7: RBS-C spectra of C implantation in 4H-SiC in Si sub-lattice region. 

The carbon yield is overlapped by the broad silicon background as shown in Figure 4.7. 

Because of this, the backscattering yield from carbon sub-lattice of SiC is difficult to detect. 

Since the backscattered yield is more evident for the Si sub-lattice than the C sub-lattice the 

disorder has been evaluated at Si sub-lattice. The figure above shows the RBS-C spectrum of all 

the implanted fluences in Si sub-lattice region.  

The damage peak emerges starting from the lowest fluence of 1.85×1014 ions/cm2 C 

implantation which corresponds to 0.0518 dpa. The backscattering yield of the damage layer 

appears to reach the random level for the implanted sample of highest fluence of 1×1015 

ions/cm2. The depth is evaluated for the implanted samples using the stopping power of He+ ion 

in SiC. When He+ ion passes through SiC target it loses energy through interactions with 
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electrons that are raised to excited states or ejected from atoms. The He ion can also transfer 

energy to the nuclei of the solid through small angle scattering events. This energy loss, which is 

called nuclear collisions, is much smaller than the electronic collisions.  

 

Figure 4.8 : Linear Plot of dE/dX of 4He in SiC used to evaluate the depth profile. The energy 

loss value of electronic and nuclear collision can be determined using SRIM-2011. 

The electronic energy loss of 2 MeV He+ ions in SiC as calculated from SRIM-2011 has 

a value of about 361.5 eV/nm. Figure 4.8 shows the dE/dx of He+ ion from energy 1 MeV to 2 

MeV. The depth is divided into slabs with each slab of thickness of 5 nm. The energy loss, 

dE/dx, and the incoming and outgoing energies were calculated at each individual slab. The 

energy backscattered from the surface peak was calculated from KE0 where K is the kinematic 

factor of Si (0.58) and E0 is the incident energy of He+ (2 MeV). The backscattered energy of Si 

is calculated to be 1170 keV.  
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Figure 4.9 : Relative disorder of the Si sub-lattice in 60 keV C implanted 4H-SiC samples as a 

function of depth. The depth of the damage peak was found to be 110±10 nm. Si vacancy density 

was calculated by multiplying relative disorder with atomic density of Si (4.82×1022 atoms/cm3) 

in 4H-SiC.  

The disorder profile was extracted after all the implanted samples spectra were subtracted 

from the aligned spectrum by considering a linear dechanneling approximation for all the spectra 

[35, 36].  The resultant depth profile plot is shown in Figure 4.9. The damage peak for all the 

implanted fluences is 110±10 nm, which is in agreement with the SRIM simulated depth of 

116±16 nm, is shown in Figure 4.9. The simulations and more details about this were discussed 

in the previous chapter. The damage peak remained constant for all the implanted fluences 

showing that there is no diffusion in the implanted sample. For the sample implanted with the 
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lowest fluence of 1.85×1014 ions/cm2, which corresponds to a dpa value of 0.052 at the damage 

peak, shows low-level disorder of about 28%. For the next highest implanted fluence of 3.5×1014 

ions/cm2, which corresponds to a dpa value of 0.098 at the damage peak, 50% of the relative 

disorder is found. The disorder increases to 75% for the implanted fluence of 7×1014 ions/cm2, 

which corresponds to a dpa value of 0.196 at the damage peak. For the highest implanted fluence 

of 1×1015 ions/cm2, which corresponds to a dpa value of 0.280 at the damage peak, 92% of 

relative disorder is found. The disorder values are calculated using the yield ratios for implanted 

samples aligned and in random position, where 100% disorder corresponds to total 

amorphization in the sample.  

4.2.8 RBS-C Analysis for Si Implanted 4H-SiC 

In the next step of the present research work, Si was implanted in 4H-SiC at energy of 60 

keV. The implanted fluences were 5.5×1013 ions/cm2, 1.1×1014 ions/cm2, 2.2×1014 ions/cm2, and 

3.2×1014 ions/cm2. The dpa values calculated for these implanted fluences are 0.052, 0.103, 

0.205 and 0.298, respectively. All the dpa values are calculated at the damage peak with the SiC 

density of 3.21 g/cm3 or 9.64×1022 atoms/cm3. The displacement energies of 20 and 35 eV were 

used in TRIM simulations for C and Si respectively. The current on the target was maintained at 

200 nA to avoid sample heating. All the implantations were done at room temperature. RBS-C 

aligned spectra for all the implanted fluences are shown in the figure below. For comparison the 

virgin aligned and random spectra were also shown in Figure 4.10. 
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Figure 4.10 : RBS-C spectra of Si implantation in 4H-SiC. 

Similar methods of channel to energy conversion were used as discussed earlier for the 

RBS-C spectra of C implantation in 4H-SiC. As the disorder is more pronounced in Si sub-lattice 

region, the disorder profile has been evaluated in only the Si sub-lattice. Figure 4.11 shows the 

RBS-C spectra of Si implanted 4H-SiC in the Si sub-lattice region. The energy of the 

backscattered He+ ions is related to the depth of the target material. Hence the depth profiles of 

the dechanneling yield from Si atoms can be obtained from the RBS-C spectra. Figure 4.12 

shows the depth profile as a function of Si disorder.  
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Figure 4.11 : RBS-C spectra of Si implanted 4H-SiC in Si sub-lattice region. 

It can be seen from Figure 4.12 that the damage peak for all the implanted fluences is at 

about 50±5 nm, which agrees with the TRIM simulations, which was at 56±9 nm. The damage 

peak remained constant for all the implanted fluences. For the sample implanted with the lowest 

fluence of 5.5×1013 ions/cm2, which corresponds to a dpa value of 0.05, the disorder was not 

evaluated. For the next highest implanted fluence of 1.1×1014 ions/cm2, which corresponds to a 

dpa value of 0.103 at the damage peak, 26% of the relative disorder is found. The disorder 

increases to 70% for the implanted fluence of 2.2×1014 ions/cm2, which corresponds to a dpa 

value of 0.205 at the damage peak. For the highest implanted fluence of 3.2×1014 ions/cm2, 

which corresponds to a dpa value of 0.298 at the damage peak, 94% of the relative disorder is 
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found. The relative damage on the Si sub-lattice on Si- and C-implanted 4H-SiC with respect to 

different fluences are shown in Table 1. 

 

Figure 4.12 : Relative disorder of the Si sub-lattice in 60 keV Si implanted 4H-SiC samples as a 

function of depth. The depth of the damage peak was found to be 50±5 nm. Si vacancy density 

was calculated by multiplying relative disorder with atomic density of Si (4.82×1022 atoms/cm3) 

in 4H-SiC. 

Table 4.1: Relative damage on Si sub-lattice extracted from RBS-C data for different fluences of 

60 keV Si and C implanted in 4H-SiC. 

Fluence of 60 keV Si 
implantation in4H-

SiC (cm-2) 

Relative damage on Si 
sub-lattice from RBS-

C data (%) 

Fluence of 60 keV C 
implantation in 
4H-SiC (cm-2) 

Relative damage on Si 
sub-lattice from 
RBS-C data (%) 

5.5×1013 - 1.85×1014 28 
1.1×1014 26 3.5×1014 50 
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2.2×1014 70 7×1014 75 
3.2×1014 94 1×1015 92 

 

4.3 Raman Analysis of Ion Implantation in 4H-SiC 

Raman spectroscopy is one of the contactless and non-destructive techniques, which is 

widely used for the study of semiconductors. It is used to identify the material and yield 

information about carrier concentration, impurity content, crystal structure, and mechanical 

strain. It is commonly used as a characterization tool for identification of SiC polytypes, to 

determine lattice disorder and strain, impurities, free carrier density, and mobility [37 - 39].  

Raman spectroscopy is mostly used as complementary with RBS-C to probe the implantation-

induced disorder. The following sections shows the Raman results obtained in C and Si 

implanted 4H-SiC material. 

4.3.1 Raman Results for C Implanted 4H-SiC at the Energy of 60 keV 
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Figure 4.13 : Raman spectra of 60 keV C implanted at different fluences in 4H-SiC.  

 

 Four different fluences of C were implanted in 4H-SiC at the energy of 60 keV. The 

fluences ranged from 1.85×1014 ions/cm2 to 1×1015 ions/cm2. The implantation-induced-disorder 

was studied using Raman spectroscopy. The Raman system was calibrated using silicon as the 

standard, where the main Si phonon peak was seen at 521 cm-1. After calibration of the system, 

the spectrum for all the implanted fluences along with the virgin was taken and is as shown in the 

Figure 4.13. The green laser which has a wavelength of 532 nm is used as an excitation source 

with the power of 6 mW on the sample. The spot size of the laser beam on the sample was 

around 1.1 µm. A 50× objective was used for focusing, which has a numerical aperture of 0.5. 

All the measurements were taken at room temperature. The spectrum was collected in the broad 

spectral region between 150 cm-1 to 1000 cm-1.  

The number of phonon branches in any crystal is given by 3N, where N is the number of 

atoms per unit cell. Out of these 3N modes, 3N-3 are optical and 3 are acoustic modes. 4H-SiC 

has 8 atoms per unit cell, which gives rise to total of 24 phonon modes. Out of these 24 phonon 

modes, 3 are acoustic and 21 are optical modes. Only some of these modes are active in Raman 

scattering. These modes are degenerate in certain directions of the Brillouin zone and are 

classified into transverse and longitudinal modes. 4H-SiC which is one of the hexagonal 

polytypes has a well-defined c-axis. The longitudinal modes, which are parallel to c-axis, are 

also called the axial modes, whereas the transversal modes, which are perpendicular to c-axis, 

are called as planar modes.  

The major peaks for the first order band in 4H-SiC consists of E1, E2 and A1 phonon 

modes and can be identified as planar or transverse acoustic mode (E2) at 204 cm-1, axial or 
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longitudinal acoustic mode (A1) at 610 cm-1, planar optic mode (E2) at 775 cm-1 and axial optic 

mode (A1) at 964 cm-1 [40]. The range from 100-600 cm-1 is attributed to Si-Si vibrations 700-

1000 cm-1 to Si-C vibrations [41].  

 

Figure 4.14: Raman spectra of low energy 60 keV C implanted 4H-SiC samples. The TO (775 

cm-1) and LO (964 cm-1) mode signals are compared in order to determine the amount of disorder 

in the implanted samples. 

Figure 4.14 shows the TO and LO modes for C implantation in 4H-SiC at different 

fluences. The virgin spectrum is also included for comparison. As one can see from the Figure 

4.14, the Raman spectra show a strong dependence on the intensity of the main Raman phonon 

modes.  This is related to the implantation-induced-damage, which determines the decrease in 

intensity [42]. The intensity gradually decreases as the fluence increases. The reduction in 

intensity is caused by the decrease in Raman polarizability because of the breaking of bonds and 
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changes in atomic forces and displacements. No Raman shift has been found for both the modes 

implying that no strain has been detected.  

4.3.2 Raman Results for Si Implanted 4H-SiC at Low Energy 60 keV 

 

Figure 4.15: Raman spectra of 60 keV Si implanted at different fluences in 4H-SiC. 

Figure 4.15 shows the Raman spectra of Si implantation in 4H-SiC at the energy of 60 

keV at different fluences along with virgin 4H-SiC. The fluences implanted are 5.5×1013 

ions/cm2, 1.1×1014 ions/cm2, 2.2×1014 ionscm2, and 3.2×1014 ions/cm2. The spectra were 

collected with the same experimental conditions as mentioned in the above section.  
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Figure 4.16: Raman spectra of low energy 60 keV Si implanted 4H-SiC samples. The TO (775 

cm-1) and LO (964 cm-1) mode signals are compared in order to determine the amount of disorder 

in the implanted samples. 

Since the Si-C vibrational mode is the region of interest, the disorder has been studied in 

that range and is shown in the Figure 4.16. The only change observed in these spectra is the 

decrease of intensity of the Raman modes as the fluences increases. This decrease in intensity is 

related to implantation-induced-damage in 4H-SiC, which indicates the appearance of defects 

after implantations.  

4.4 Disorder Evaluation for C and Si Implanted 4H-SiC Samples  

An energetic ion, when implanted into the material, produces disorder. The crystallinity of 

the material eventually changes into the amorphous state with the increase of disorder. The 

amount of disorder for Si and C implanted samples in 4H-SiC was quantified by the normalized 
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relative intensity of the Raman line, In = (I0–I)/I0, where I0 and I are the intensities of the virgin 

and implanted samples at different fluences, respectively [43].  In = 0 corresponds to the 

crystallinity of the sample, whereas In = 1 corresponds to the total amorphization.  

 

Figure 4.17: Relative disorder of 60 keV C implanted at different fluences in 4H-SiC from RBS-

C and the TO and LO modes of Raman spectra. 

Figure 4.17 shows the disorder evaluated from both RBS-C and Raman results as a 

function of implanted fluences for C implantation in 4H-SiC. For the sample implanted with 

lowest fluence of 1.85×1014 ions/cm2, which corresponds to dpa of 0.0518 at the damage peak, 

the disorder from Raman is calculated to be 33%, whereas 28% of disorder has been determined 

using the RBS-C spectral results. The level of disorder as calculated from Raman results shows 

an increase to 47% and 75% for the implanted fluences of 3.5×1014 ions/cm2 (0.098 dpa) and 

7×1014 ions/cm2 (0.196 dpa), respectively. For the same fluences, the disorder level is found to 
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be 50% and 75% from RBS-C results. 92% disorder has been determined for the highest 

implanted fluence of 1×1015 ions/cm2 (0.28 dpa at the damage peak) from RBS-C, while Raman 

results showed the disorder of about 86%. 

 

Figure 4.18: Relative disorder of 60 keV Si implanted at different fluences in 4H-SiC from RBS-

C and TO and LO modes of Raman spectra. 

Figure 4.18 shows the disorder profile as a function of the implanted fluences for all the 

implanted fluences for Si implantation in 4H-SiC at the energy of 60 keV. The disorder has been 

evaluated in the similar way as mentioned above. For the lowest Si implanted fluence of 

5.5×1013 ions/cm2, which corresponds to 0.0513 dpa at the damage peak, 17% of disorder has 

been calculated from the Raman intensity. No disorder was found from RBS-C results, but the 

results only showed the evidence of disorder introduction by only a slight increase in the de-

channeling yield over that of the un-implanted sample. For the next higher implanted fluences of 
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1.1×1014 ions/cm2 and 2.2×1014 ions/cm2, the disorder level increased to 37% and 71%, 

respectively. From RBS-C results, the disorder level for 1.1×1014 ions/cm2 was found to be 26%, 

which was less than the Raman results. For the fluence of 2.2×1014 ions/cm2, the RBS-C disorder 

results were found to be 71%, which is very close to Raman results. For the highest implanted 

fluence, the disorder from Raman and RBS-C results were calculated to be 94%. The uncertainty 

in calculating the relative disorder percentages is less than 10%. The disorder results calculated 

from both the techniques show good agreement with each other. These two complimentary 

techniques have confirmed the disorder created in both Si and C implanted 4H-SiC for different 

fluences.  

From SRIM simulations, the deposition energy density is calculated in the range of 

3.41×1023 eV/cm3 to 1.98×1024 eV/cm3 for Si implantation and of 2.96×1023 eV/cm3 to 1.6×1024 

eV/cm3 for C implantation. These values are obtained using the threshold displacement energies 

of 20 eV and 35 eV for C and Si sub-lattices, respectively. Different values of displacement 

energies for both C and Si lead to different values for critical damage energy for amorphization. 

Previous reports state that different values of displacement energies [44, 45] have been used for 

the evolution of the damage with SRIM. From SRIM, the energy densities for the highest 

fluences of C and Si implanted samples were 1.6×1024 eV/cm3 and 1.98×1024 eV/cm3, 

respectively. The relative Si disorders corresponding to these energy density values were 92% 

and 94% for C and Si, respectively. This is in good agreement with previous results where the 

critical energy density for complete amorphization of SiC is between 2.0×1024 eV/cm3 and 

2.4×1024 eV/cm3 [46]. 

Si implantations with fluences of 1.1×1014 cm-2, 2.2×1014 cm-2, and 3.2×1014 cm-2 induce 

Si sub-lattice damages of 26%, 70%, and 94%, respectively. From RBS-C Si sub-lattice 
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measurements for these fluences, Si vacancy densities at the damage peak are calculated to be of 

1.29×1022 cm-3, 3.21×1022 cm-3, and 4.57×1022 cm-3 which corresponds to 4.26 Å, 3.14 Å, and 

2.79 Å average distances of Si vacancies, respectively. The Si vacancy density is calculated by 

multiplying the relative disorder ratio with the atomic density of Si (4.82×1022 cm-3) in 4H-SiC. 

The average distance between vacancies is calculated from the formula, dvac = �1
𝑛

3
 where n is the 

Si vacancy density and dvac is the average distance between vacancies [47]. Similarly, for C 

implanted with fluences of 1.85×1014 cm-2, 3.5×1014 cm-2, 7×1014 cm-2, and 1×1015 cm-2, Si 

vacancy densities of 1.37×1022 cm-3, 2.3×1022 cm-3, 3.6×1022 cm-3, and 4.22×1022 cm-3 were 

calculated from RBS-C Si sub-lattice measurements. These Si vacancy densities correspond to 

4.17 Å, 3.51 Å, 3.02 Å, and 2.87 Å average distances of Si vacancies, respectively.  At high 

defect concentrations, there may be the presence of anti-site defects and defect clusters. Both 

dynamic and kinetic processes at room temperature contribute to the formation of those defects. 

In our experiments involving low ion fluences, we assume that the effects caused by the presence 

of those defects are negligible, while calculating the average distance of the Si vacancies. 

Table 4.2 and 4.3 show the fluences and dpas at the damage peak and the corresponding 

average distances of Si vacancies calculated from TRIM simulations and from the implanted Si 

and C fluences in 4H-SiC. Note that SRIM does not include kinetic processes that can result in 

simultaneous defect recovery. Table 4.4 and 4.5 show the fluences and relative damage on Si 

sub-lattice from RBS-C data and relative disorder from Raman measurements for C and Si 

implantations respectively. 
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Table 4.2: dpa and average distance of vacancies at the damage peak position (50±5 nm) 

calculated as a function of 60 keV Si implantation fluences in 4H-SiC. The estimation of the 

error in the average distance of vacancies stems from the statistical error found in the relative 

disorder ratio.   

 
Fluence of 60 keV Si 

implantation  in 
n-type 4H-SiC (cm-2) 

 
Displacement per 
atom (dpa) at the 

damage peak 

 
Avg. dist. of total vac. 

(Å) from TRIM 

 
Avg. dist. of Si vac. 

(Å) from RBS-C data 
at the damage peak 

5.5×1013 0.052 5.9 - 
1.1×1014 0.103 4.7 4.26±0.07 
2.2×1014 0.205 3.7 3.14±0.08 
3.2×1014 0.298 3.3 2.79±0.09 

 

Table 4.3: dpa and average distance of vacancies at the damage peak position (110±10 nm) 

calculated as a function of 60 keV C implantation fluences in 4H-SiC. The estimation of the 

error in the average distance of vacancies stems from the statistical error found in the relative 

disorder ratio.   

 
Fluence of 60 keV C 

implantation in n-type 
4H-SiC (cm-2) 

 
Displacement per 
atom (dpa) at the 

damage peak 

 
Avg. dist. of total vac. 

(Å) from TRIM 

 
Avg. dist. of Si vac. 

(Å) from RBS-C data 
at the damage peak 

1.85×1014 0.052 5.8 4.17±0.07 
3.5×1014 0.098 4.7 3.51±0.08 
7×1014 0.196 3.7 3.02±0.06 
1×1015 0.28 3.3 2.87±0.09 
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Table 4.4: Relative damage on Si sub-lattice from RBS-C data and relative disorder from Raman 

measurements for implanted C fluences in n-type 4H-SiC at low energy 60 keV. 

Implanted C fluences in n-type 4H-

SiC at low energy 60 keV 

(ions/cm2) 

Relative damage on Si sub-

lattice from RBS-C data 

(%) 

Relative disorder from 

Raman measurements (%) 

1.85×1014 28 33 

3.5×1014 50 47 

7×1014 75 75 

1×1015 92 86 

 

Table 4.5: Relative damage on Si sub-lattice from RBS-C data and relative disorder from Raman 

measurements for implanted Si fluences in n-type 4H-SiC at low energy 60 keV. 

Implanted Si fluences in n-type 4H-

SiC at low energy 60 keV 

(ions/cm2) 

Relative damage on Si sub-

lattice from RBS-C data 

(%) 

Relative disorder from 

Raman measurements (%) 

5.5×1013 - 17 

1.1×1014 26 37 

2.2×1014 70 71 

3.2×1014 94 94 
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4.5 Investigation of Magnetic Properties using SQUID for C Implanted n-type 4H-SiC 

4.5.1 Introduction 

This section is a discussion of experimental results of the magnetization measurements on 

C implanted n-type 4H-SiC. The magnetic properties of the virgin and implanted samples were 

investigated using superconducting quantum interference device (SQUID). For these 

measurements the samples were sent to two independent institutes where the SQUID 

measurements were done by staff scientists. SQUID measurements for all the implanted fluences 

other than 5×1012 ions/cm2 were performed at the Industrial Research limited at Lower Hutt, 

New Zealand. For the implanted sample of fluence 5×1012 ions/cm2 the SQUID measurements 

were performed at the University of Leipzig, Germany.  

4.5.2 Experimental Results 

Different fluences of C were implanted in n-type 4H-SiC at low energy 60 keV. The 

fluences implanted were 1×1012, 5×1012, 1×1013 5×1014, 8.5×1014, 5×1015 and 1.7×1016 ions/cm2 

respectively. The dpa values calculated for these implanted fluences are 2.8×10-4, 1.4×10-4, 

2.8×10-3, 0.14, 0.24, 1.4 and 4.76 respectively. The current on the target was maintained at 

20 nA. From TRIM – 2011 it was estimated that the vacancy creation reaches maximum to about 

0.27 vacancies per carbon ion at the damage peak. This value can be used to calculate the 

vacancy concentration and the values are found to be 0.27×1020, 1.35×1020, 0.27×1021, 

1.35×1022, 2.23×1022, 1.35×1023 and 4.6×1023 respectively. These vacancy concentrations 

correspond to the average distance between vacancies of 3.3, 1.94, 1.54, 0.42, 0.35, 0.19 and 

0.13 nm respectively. The average distance between vacancies is calculated from the formula, 

dvac = �1
𝑛

3
 where n is the vacancy concentration and dvac is the average distance between 

vacancies. The calculated values are tabulated in Table 4.6. 
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Table 4.6: Different parameters calculated for C implantation in n-type 4H-SiC at low energy 60 

keV for SQUID measurements. 

C implantation in n-type 4H-SiC at low energy 60 keV 

Fluence 

(ions/cm2) 

Displacements per 

atom (dpa) 

Vacancy concentration 

(vac./cm3) 

Average distance between 

vacancies (nm) 

1×1012 2.8×10-4 0.27×1020 3.3 

5×1012 1.4×10-4 1.35×1020 1.94 

1×1013 2.8×10-3 0.27×1021 1.54 

5×1014 0.14 1.35×1022 0.42 

8.5×1014 0.24 2.23×1022 0.35 

5×1015 1.4 1.35×1023 0.19 

1.7×1016 4.76 4.6×1023 0.13 

 

Before implantation, one of the virgin samples was mounted on a specially designed 

SQUID sample holder and was magnetically pre-characterized with the SQUID at the University 

of Leipzig, Germany. The sample stayed on the holder for pre-characterization and post-

irradiation SQUID measurements and inside a protective quartz tube with implantation window 

for shipping and implantation. This procedure was chosen to prevent any accidental 

contamination of the SiC sample by magnetic impurities. Pre-characterization by SQUID was 

deemed necessary to doubtlessly attribute any changes in magnetic properties to the effects of 

implantation. After the pre-characterization measurements at the University of Leipzig the 

sample holder was sent to IBMAL, UNT for implantation. After the implantation was performed 
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with the fluence of 5×1012 ions/cm2, the implanted sample with the sample holder was sent back 

to the University of Leipzig for SQUID measurements.  

 

Figure 4.19: An optical image of a specially designed SQUID sample holder. n-type 4H-SiC 

sample is secured inside the quartz tube. The sample stayed inside the tube to test the 

compatibility before and after implantation. 

The specially designed SQUID holder is shown in the Figure 4.19. The sample is secured 

inside the quartz tube with a circular aperture opening of diameter 5 mm. A graphite plate in 

front of the quartz tube with circular aperture of diameter 5 mm is used to assure the 

implantation into the SiC sample only.  

The hysteresis curves obtained from SQUID measurements for virgin n-type 4H-SiC and 

implanted with C fluence of 5×1012 ions/cm2 are shown in Figure 4.20. The magnetic field was 

applied in the range -10000 to 10000 Oe at both room temperature 300 K and at low temperature 

5 K. The field dependency of the magnetization without subtracting the diamagnetic contribution 

is shown in Figures 4.20(a) and 4.20(b). A linear dependency, i.e. diamagnetic behavior, is 

expected for virgin n-type 4H-SiC. In order to identify any deviations from linearity, which 

could be the hypothesized ferromagnetic properties after implantation, the diamagnetic 

contribution was subtracted. 

100 
 



 

Figure 4.20: Magnetization at (a) room temperature 300 K and (b) low temperature 5K as a 

function of applied magnetic field for the same n-type 4H-SiC sample before (virgin) and after 

carbon-implantation. The implanted fluence 5×1012 ions/cm2 corresponds to an average distance 

between vacancies of 1.94 nm as estimated from TRIM simulations. In (c) and (d) the 

magnetization is plotted without the diamagnetic contribution mlin to identify any ferromagnetic 

contribution due to carbon irradiation. The data show no significant difference in the 

magnetization between virgin and implanted sample. 

The curves in the Figures 4.20(c) and 4.20(d) show no significant difference of 

magnetization between the virgin and implanted sample. This results show that no magnetization 

has been achieved for the implanted sample with C fluence of 5×1012 ions/cm2.  
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Figure 4.21: Magnetization as a function of magnetic field for virgin and implanted C fluence of 

1×1012 ions/cm2 and 1×1013 ions/cm2 at 5K. These fluences correspond to the average distance 

between vacancies of 3.33 and 1.54 nm respectively as estimated from TRIM simulations. 

All the implanted samples with fluences ranging from 1×1012 ions/cm2 to 1.7×1016 

ions/cm2 except the sample with fluence 5×1012 ions/cm2 were sent to the National Isotope 

Center at GNS Science, New Zealand. Figure 4.21 shows the magnetization measured as a 

function of magnetic field for C implanted fluences of 1×1012 ions/cm2 and 1×1013 ions/cm2. The 

implanted fluences along with the virgin samples show purely diamagnetic property. No 

ferromagnetism was induced even at these implanted fluences. Similar results were obtained for 

C implanted fluences of 8.5×1014, 5×1015 and 1.7×1016 ions/cm2 at room temperature which are 

shown in Figures 4.22 – 4. 24. 
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Figure 4.22: Magnetization as a function of magnetic field for the C implanted n-type 4H-SiC at 

low energy 60 keV with fluence 8.5×1014 ions/cm2 at 300 K and 5K.  
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Figure 4.23: Magnetization as a function of magnetic field for the C implanted n-type 4H-SiC at 

low energy 60 keV with fluence 5×1015 ions/cm2 at 300 K and 5K. 
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Figure 4.24:  Magnetization as a function of magnetic field for the C implanted n-type 4H-SiC at 

low energy 60 keV with fluence 1.7×1016 ions/cm2 at 300 K and 5K. 

Additionally, the temperature dependence magnetization was measured in both field 

cooled (FC) and zero-field cooled (ZFC) conditions. In this condition the samples were subjected 

to oscillating with decreasing fields and were cooled from 400 K down to 0 K in a zero field. To 

obtain ZFC as a function of temperature, the samples were warmed up in the magnetic field 

measured either at 100 or 500 Oe.  Later, the samples were cooled down in the same magnetic 

field and warmed up again to obtain the FC magnetization. The ferromagnetism can be 

determined from the difference between FC and ZFC magnetizations.  

FC and ZFC magnetization curves for the virgin n-type 4H-SiC and for the C implanted 

at low energy 60 keV with fluences 1×1012 and 1×1013 ions/cm2 respectively are shown in the 

Figures 4.25 – 4.27. No difference has been found between FC and ZFC magnetization curves in 
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C-implanted samples for the fluences 1×1012 and 1×1013 ions/cm2 as compared to the 

unimplanted sample. The overlapping result of FC and ZFC magnetization curves suggests no 

existence of magnetic domains. For higher C implanted fluences, the FC and ZFC measurements 

were not performed since no ferromagnetic signal were observed during the initial magnetization 

measurements. All the samples with different C implanted fluences show no pronounced 

ferromagnetism. Lack of ferromagnetism can be attributed due to the absence of enough free 

carriers in n-type 4H-SiC.  

 

Figure 4.25: FC/ZFC magnetization curves for the virgin n-type 4H-SiC. 
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Figure 4.26: FC/ZFC magnetization curves for the C implanted n-type 4H-SiC at low energy 60 

keV with fluence 1×1012 ions/cm2. 
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Figure 4.27: FC/ZFC magnetization curves for the C implanted n-type 4H-SiC at low energy 60 

keV with fluence 1×1013 ions/cm2. 

ZnO is a wide band gap semiconductor similar to SiC. Buchholz et al. showed that Cu-

doped n-type ZnO was nonmagnetic whereas Cu-doped p-type exhibited ferromagnetism [48]. 

Jin et al. have detected no indication of ferromagnetism for n-type Zn1-xTMxO (TM = Cr to Cu) 

films down to 3 K [49]. Similar results were predicted by Bouloudenine et al. where no 

ferromagnetism was found in synthesized pure Zn0.9Co0.1O DMS [50]. Theoretical prediction by 

Huang et al. show that p-type ZnO doped with Cu exhibited ferromagnetism whereas n-type ZnO 

doped with Cu did not possess any local magnetic moments [51]. Similar results were found by 

Sato et al. with Mn doped ZnO where the ferromagnetic ordering of Mn magnetic moments was 

induced by hole doping [52]. Through this research, we tested the hypothesis of defect induced 

room temperature stable ferromagnetism after self-ion implantation in n-type 4H-SiC. The 

108 
 



results show no indication of ferromagnetism in n-type 4H-SiC at room temperature and as well 

as at 5K.  

Previous experimental studies, based on the implantation technology, reveal that 

ferromagnetism can be observed in SiC diluted with 3d transition metals. SQUID measurements 

showed that a Curie temperature of 50 K was observed for 3 and 5 atomic percent (at.%) of Ni 

doped in p-type SiC. Fe and Mn exhibited paramagnetic behavior at 3 at.%, where-as at 5 at.%  

Curie temperatures of 270 and 250 K were observed [53]. Room temperature ferromagnetism 

was observed in V-doped semi-insulating 6H-SiC [54]. Recent studies show that ferromagnetism 

was detected not only in transition metal doped SiC but also in transition-metal free implanted 

SiC. Ferromagnetism was observed with the implantation of Ne+ ions in both semi-insulating 

4H-SiC and 6H-SiC crystals [55, 56]. Liu et al. observed defect-induced magnetism in neutron 

irradiated semi-insulating p-type SiC crystals [57].  

For all the experiments discussed above where ferromagnetism has been observed, either 

p-type or semi-insulating SiC were used, whereas our studies were carried out on n-type 4H-SiC. 

To date, to our best of our knowledge, no experimental work has been reported on investigating 

defect induced magnetism for self-ion implantation in n-type 4H-SiC. The defects, in particular 

vacancies, created by implantation in our work may favor the local magnetic moments according 

to the theoretical predictions but fail in inducing the long-range coupling between the moments 

caused by these defects. One of the important motivations in this research is to investigate 

ferromagnetism in n-type 4H-SiC. This possibility has been evaluated using SQUID 

measurements on C implanted samples. The achieved results led us to the conclusion of finding 

no magnetism in low energy (60 keV) C implanted n-type 4H-SiC crystals.  
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CHAPTER 5 

DEFECT CHARACTERIZATION OF HIGH ENERGY IMPLANTATION OF N IN 4H-SiC 

 

5.1 Introduction 

It is a well-known fact that nitrogen is one of the major impurities in the n-type doping of 

SiC. The defects are created in the process of doping, which gives rise to deep-level centers in 

the band gap. These deep centers, which act as electron and hole traps or recombination centers, 

hinder the performance of the SiC devices. Rhim et al. have proposed that the nitrogen vacancy 

complexes exhibit magnetism in nitrogen doping of epitaxial graphene on SiC [1]. Weber et al. 

have investigated the defects in 4H-SiC using first principle calculations [2]. The results show 

that the isolated Si vacancies may possess properties similar to those of N-V centers, which can 

be potentially used to construct individual qubit states [3].  

The exceptional properties of SiC, including chemical inertness and small capture cross-

sections of neutrons make it an outstanding candidate for devices in extreme environments such 

as in nuclear fusion reactors or cladding material for gas-cooled fission reactors and space 

applications [4]. There is a necessity to study the defects which are created during implantation 

as it will lead us to use these material in future nuclear applications in a much better way. Out of 

the three commonly available polytypes of SiC, 4H-SiC is considered to be the most 

advantageous polytype. This polytype can be used not only in high temperature environments [5] 

but also in high power and high frequency devices because of its superior electronic properties 

[6]. Previous studies were focused on N implantation in SiC [7 - 11] but none of them studied the 

implantation induced disorder predominantly in n-type 4H-SiC at high energy. Results obtained 

by combining the advanced techniques of Rutherford backscattering spectrometry in channeling 
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mode (RBS-C), Raman spectroscopy and as well as Monte Carlo simulations using 

SRIM/TRIM–2012 are discussed. RBS-C results indicate the disorder is created in the sample 

along the transverse direction whereas Raman spectroscopy shows the disorder in both the 

transverse and longitudinal directions. 

5.2 Theoretical Simulations and N Ion Implantation in 4H-SiC 

5.2.1 SRIM/TRIM-2011 Simulations  

 

Figure 5.1: TRIM plots for N implantation in 4H-SiC at the higher energy of 1 MeV. (a) 

collision cascade between implanted N ions and SiC, (b) ion-distribution plot, (c) collision 

events which shows the displacements in the target and (d) energy to recoil atoms. 

The outcome of the TRIM simulations is illustrated as different plots in the Figure 5.1. 

The path of the ion track, which reflects the collisions between implanted N ions and the 
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cascaded SiC atoms is shown in Figure 5.1(a). For N ions implanted at energy of 1 MeV, the 

projected range is around 962 nm with energy straggling of about 88 nm. The electronic and 

nuclear stopping power from SRIM -2011 is found to be 163.8 eV/Å and 1.89 eV/Å respectively.  

5.2.2 High Energy Nitrogen Ion Implantation in 4H-SiC 

A 2.5 MV Van de Graaff (HVEC Type AK) accelerator was used to generate the N ions 

for the implantation. The N ions were implanted with the higher energy of 1 MeV as compared 

to the lower energy of 60 keV for C and Si ions. Four different fluences of 1.5×1013 ions/cm2, 

7.8×1013 ions/cm2, 1.5×1014 ions/cm2 and 7.8×1014 ions/cm2 were implanted on four different 

pieces of SiC of sizes 10 mm × 5 mm. From TRIM simulations, the dpa calculated for these 

fluences are 0.003, 0.018, 0.034 and 0.18 respectively.  

5.3 Experimental Analysis of N Implanted 4H-SiC Samples 

5.3.1 RBS-C Analysis 

RBS-C analysis was performed for depth profiling of the implanted ions as well as to 

study the disorder formation. The ion channeling measurements on these implanted samples have 

been carried out at a National user facility, Environmental Molecular Sciences Laboratory 

(EMSL) within the Pacific Northwest National Laboratory (PNNL), Richland, WA.  

An ion beam of He+ at energy 3.5 MeV was used for ion channeling measurements. A 

higher energy of the probing He ion was necessary to separate the disorder peak in the silicon 

layers from the carbon signal. The spectra were collected for a 150° fixed detector and the 

detector was positively biased to 60 V. All the spectra were collected for charge integration of 10 

µC and the current on the target was maintained about 15 nA (2 mm diameter in size). The target 

is positively biased to 300 V for suppression of electrons. 
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Figure 5.2: RBS-C spectra of 1 MeV N implanted 4H-SiC samples at room temperature analyzed 

using 3.5 MeV He+ beam. 

Figure 5.2 shows the RBS-C spectra of N implantation in 4H-SiC at the energy of 1 MeV 

for four different fluences, 1.5×1013 ions/cm2, 7.8×1013 ions/cm2, 1.5×1014 ions/cm2, and 

7.8×1014 ions/cm2. These fluences can also be related in terms of dpa. As previously mentioned 

in section 5.2.2, the dpa is defined as the fraction of atoms that have been displaced from lattice 

sites by projectiles or recoils. The dpa has been calculated at the damaged peak using the value 

of 4H-SiC density of 9.64×1022 atoms/cm3. The corresponding dpa values after conversion are 

0.003, 0.018, 0.034 and 0.18 for the fluences 1.5×1013 ions/cm2, 7.8×1013 ions/cm2, 1.5×1014 

ions/cm2, and 7.8×1014 ions/cm2, respectively.  
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Aligned spectrum of virgin 4H-SiC and the random spectrum was also included in the 

figure for comparison. The search for the channeling window was first performed on the virgin 

sample. The sample was rotated from -1° to +1° at the scan step of 0.207°. Once the minimum 

position for the backscattering yield was found, the sample was tilted from -1° to +1° at the scan 

step of 0.05°. After finding the minimum yield for the rotation and tilt positions, the aligned 

spectra for the virgin sample was taken at that position. Later, the random spectrum was taken on 

the implanted region while continuously rotating the sample from -7° to +7° in the rotation and 

tilt direction. From the Figure 5.2 it is clearly visible that as the implanted fluence increases, the 

backscattering yields for all the aligned spectra increases as well. The channel numbers 315 and 

160 corresponds to the position of surface N and position of N at 1000 nm depth. 

When a He+ ion passes through the SiC target, it loses energy through interactions with 

electrons that are raised to excited states or ejected from the atoms. He+ ions can also transfer 

energy to the nuclei of the solid through small angle scattering events. This energy loss, which is 

called nuclear collisions, is much smaller than the electronic collisions. The energy loss value of 

electronic and nuclear collision can be found out using SRIM-2011. The electronic energy loss 

of 3.5 MeV He+ ions in SiC as calculated from SRIM-2011 has a value of about 267.4 eV/nm. 

Figure 5.3 shows the dE/dx of the He+ ion from the energy of 0.5 MeV to 4 MeV. The depth is 

divided into slabs with each slab thickness of 5 nm. The energy loss dE/dx for the incoming and 

outgoing energies was calculated at each individual slab. The disorder profile was extracted after 

all the implanted samples spectra were subtracted from aligned spectrum and considering a linear 

dechanneling approximation to all the spectra. 
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Figure 5.3: Energy loss (dE/dx) of He in 4H-SiC from energy 500 – 4000 keV. 

The depth is evaluated for the implanted samples using the stopping power of He+ ion in 

SiC. The resultant depth profile plot is shown in Figure 5.4. As shown in the Figure 5.4, the 

damage peak for all the implanted fluences is 1050±50 nm. From SRIM, the simulated depth is 

found to be 962±44 nm. The damage peak remained constant for all the implanted fluences, 

showing that there is no diffusion in the as-implanted samples. The sample implanted with 

lowest fluence of 1.5×1013 ions/cm2, which corresponds to a dpa value of 0.003 at the damage 

peak, shows low-level disorder to be below 5%.  For the next highest implanted fluence of 

7.8×1013 ions/cm2, which corresponds to a dpa value of 0.018 at the damage peak, the disorder is 

found to be below 10%. The disorder increases to 15% for the implanted fluence of 1.5×1014 

ions/cm2, which corresponds to a dpa value of 0.034 at the damage peak. For the highest 

implanted fluence of 7.8×1014 ions/cm2, which corresponds to a dpa value of 0.18 at the damage 
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peak, 60% of the relative disorder is found. The disorder values are calculated using the yield 

ratios for the implanted samples aligned and in random position, where 100% disorder 

corresponds to total amorphization in the sample.  

 

Figure 5.4: Relative disorder of Si sub-lattice as a function of depth.  
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5.3.2 Raman Analysis of Nitrogen Implanted 4H-SiC 

 

Figure 5.5: Raman shift spectra of high energy (1 MeV) N implanted 4H-SiC.  

Figure 5.5 shows the Raman spectra of N implantation in 4H-SiC at the energy of 1 MeV 

for different fluences and for virgin 4H-SiC.  The implantation-induced-disorder was also 

studied using Raman spectroscopy. The Raman system was calibrated using silicon as the 

standard, where the main Si phonon peak was seen at 521 cm-1. After the calibration, the spectra 

for all the implanted fluences and the virgin sample were taken, which is shown in the Figure 

5.5.  
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Figure 5.6: Raman spectra of 1 MeV N implanted 4H-SiC samples. The TO (775 cm-1) and LO 

(964 cm-1) mode signals are compared in order to determine the relative amount of disorder in 

the implanted samples. 

Figure 5.6 shows the TO and LO mode signal for samples implanted with N ions in 4H-

SiC at four different fluences. The spectrum from virgin sample is also included for comparison. 

From the Figure 5.6, the Raman spectra show a strong dependence on the intensity of the main 

Raman phonon modes.  This is related to the implantation-induced-damage, which determines 

the decrease in intensity. The intensity gradually decreases as the fluence increases. The 

reduction in intensity is caused by the decrease in Raman polarizability because of the breaking 

of bonds and changes in atomic forces and displacements. The plot for the relative disorder for 

both the TO and LO modes measured from Raman measurements is shown in the Figure 5.7. 
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Figure 5.7: Relative Disorder of high energy (1 MeV) N implanted in 4H-SiC obtained from 

Raman measurements comparing the TO and LO modes. 

The relative disorder for both the TO and LO modes of N implanted 4H-SiC has been 

evaluated. For the lowest implanted fluence of 1.5×1013 ions/cm2, a relative disorder of 40% was 

calculated. The relative disorder increased to about 66% for the next implanted fluence of 

7.8×1013 ions/cm2. For the highest implanted fluence of 7.8×1014 ions/cm2, the relative disorder 

increased to 100% corresponding to the total amorphization in the implanted sample. In Raman 

measurements, the transmitted intensity integrates over all the sample thickness. Thus, Raman 

measurements can be detected even for a low fluence of 1.5×1013 ions/cm2, which has very low 

concentration of displaced atoms. The relative damage on Si sub-lattice calculated from RBS-C 

data and relative disorder from Raman measurements for the implanted N fluences in n-type 4H-

SiC at high energy 1 MeV is summarized in Table 5.1. The relative disorder values from the 
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Raman measurements are higher than corresponding values for RBS-C measurements may be 

due to higher absorption of the probing light from deeper irradiated layers.  

Table 5.1: Relative damage on Si sub-lattice from RBS-C data and relative disorder from Raman 

measurements for implanted N fluences in n-type 4H-SiC at high energy 1 MeV. 

Implanted N fluences in n-type 4H-

SiC at high energy 1 MeV 

(ions/cm2) 

Relative damage on Si sub-

lattice from RBS-C data 

(%) 

Relative disorder from 

Raman measurements (%) 

1.5×1013 <5 40 

7.8×1013 <10 66 

1.5×1014 15 75 

7.8×1014 60 100 
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CHAPTER 6 

SUMMARY OF THE DISSERTATION 

 

Recently, defect induced magnetism in SiC has led to renewed attention in the 

semiconductor industry. Magnetism was achieved using the doping of transition metal ions in 

SiC, but to date, no one has ever reported experimentally attempts to find the induced magnetism 

due to the defects created in SiC by implantation of self-ions (host atoms). So far, it was only 

theoretically predicted for a layer by first principle calculations using the density functional 

theory. There is evidently a need to compare the calculated results to experimental 

measurements. This deficiency in the experimental research motivated us to investigate the 

defects produced in SiC by implantation of 60 keV host atoms (C, Si), which are transition metal 

free and not impurities in SiC. We have also investigated the defects due to implantation of high 

energy (1MeV) N in deeper layers.  

The research presented in this dissertation is predominantly involved with ion implantation 

of C, Si and N ions in n-type 4H-SiC. Defect characterization of these implanted samples was 

analyzed using the techniques, RBS-C and Raman spectroscopy. The C and Si implantations 

were performed at room temperature using the SNICS-II source of negative ions by cesium 

sputtering associated with the NEC, 9SDH-2 tandem accelerator at IBMAL. The high energy N+ 

ions were implanted using a 2.5 MV Van de Graaff (HVEC Type AK) accelerator. Special 

importance was given to the Monte-Carlo simulations, which were performed using SRIM/TRIM 

-2011 before the implantation to find the different parameters such as the projected range, 

vacancy concentration and the displacement energies. These values obtained using the 
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simulations were later used in the experimental research work in estimating the fluences and 

calculating the dpa values.  

6.1 RBS-C and Raman Measurements 

6.1.1 C Implantation in 4H-SiC 

C ions were implanted with the energy of 60 keV into n-type 4H-SiC for four different 

fluences. The fluences implanted were 1.85×1014, 3.5×1014, 7×1014 and 1×1015 ions/cm2, which 

relate to the dpa values of 0.052, 0.098, 0.196 and 0.28, respectively. RBS-C analysis was 

performed to obtain the depth profiles of the implanted C ions and the relative disorders were 

assessed in the transverse direction. Raman spectroscopy was used to find the relative disorders 

in both the transverse and the horizontal directions. The experimentally determined depths of the 

Si damage peaks were found to be consistent with the SRIM-2011 simulations. For C implanted 

samples, the depth of the damage peak was found to be at 110±10 nm, which is in agreement 

with the SRIM simulated depth of 116±16 nm. For these C implanted fluences of (1.85×1014 cm-

2 to 1×1015 cm-2), the Si vacancy density varies from 1.37×1022 cm-3 to 4.22×1022 cm-3 with the 

average vacancy distances from 4.17 Å to 2.87 Å  at the damage peak (110±10 nm). From the 

Raman spectroscopy, the implantation-induced lattice disorder calculated along the c-axis (LO 

mode) and perpendicular to c-axis (TO mode) in 4H-SiC is found to be similar.  

6.1.2 Si Implantation in 4H-SiC 

In addition to the C implantation, four different fluences of Si into 4H-SiC at the energy of 

60 keV were also implanted. The fluences implanted were 5.5×1013, 1.1×1014 cm-2, 2.2×1014 cm-

2 and 3.2×1014 cm-2, which corresponds to the dpa values of 0.052, 0.103, 0.205 and 0.298, 

respectively. From the energy-depth conversion, the depth of the damage peak of Si implanted 

sample was found to be at 50±5 nm. The corresponding value from SRIM was 56±9 nm, which 
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agrees with the RBS-C data. From RBS-C Si sub-lattice measurements for different fluences 

(1.1×1014 cm-2 to 3.2×1014 cm-2) of Si implantation in 4H-SiC, the Si vacancy density is 

estimated to range from 1.29×1022 cm-3 to  4.57×1022 cm-3, corresponding to average vacancy 

distances of 4.26 Å to 2.79 Å  at the damage peak (50±5 nm). Similarly to the C implanted 

samples, the implantation-induced lattice disorder calculated along the c-axis (LO mode) and 

perpendicular to c-axis (TO mode) in 4H-SiC is found to be similar to results from Raman 

spectroscopy. 

6.1.3 N Implantation in 4H-SiC 

Currently, there is great curiosity of N doping of SiC, which is well suited for applications 

in optoelectronic and optical devices. For this reason, studying of defects, which play an 

important role in these devices, is essential. N ion implantation was performed with the Van de 

Graaff accelerator at IBMAL. N ions were implanted at room temperature with the energy of 1 

MeV. The fluences implanted are 1.5×1013, 7.8×1013, 1.5×1014 and 7.8×1014 ions/cm2, which 

relate to the dpa values of 0.003, 0.018, 0.034 and 0.18, respectively. The experimentally 

determined depths of the Si damage peaks are found to be 1050±50 nm, whereas from SRIM 

simulations, the simulated depth is found to be 962±44 nm. For the highest implanted fluence, a 

relative disorder of 60% was obtained using the RBS-C technique. From Raman spectroscopy, 

the relative disorders varied from 40% for the lowest implanted fluence to 100% for the highest 

implanted fluence. This relative disorder from Raman measurements is found to be similar for 

both the TO and LO modes.   

6.2 SQUID Measurements for C Implanted n-type 4H-SiC 

For SQUID measurements different fluences of C were implanted in 4H-SiC at low 

energy 60 keV. The fluences implanted were 1×1012, 5×1012, 1×1013, 5×1014, 8.5×1014, 5×1015 
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and 1.7×1016 ions/cm2 respectively. The dpa values calculated for these implanted fluences are 

2.8×10-4, 1.4×10-4, 2.8×10-3, 0.14, 0.24, 1.4 and 4.76 respectively. From TRIM – 2011 it was 

estimated that the vacancy creation reaches maximum to about 0.27 vacancies per carbon ion at 

the damage peak. This value can be used to calculate the vacancy concentration and the values 

are found to be 0.27×1020, 1.35×1020, 0.27×1021, 1.35×1022, 2.23×1022, 1.35×1023 and 4.6×1023 

respectively. These vacancy concentrations correspond to the average distance between 

vacancies of 3.3, 1.94, 1.54, 0.42, 0.35, 0.19 and 0.13 nm respectively. No hysteresis loop was 

observed in all the implanted fluences indicating that no magnetic moments were induced in the 

implanted sample due to the vacancies.  

Additionally temperature dependence magnetization was measured in both field cooled 

(FC) and zero-field cooled (ZFC) conditions. No difference has been found between FC and ZFC 

magnetization curves in C-implanted samples for the fluences 1×1012 and 1×1013 ions/cm2 as 

compared to the unimplanted sample. The overlapping result of FC and ZFC magnetization 

curves suggests no existence of magnetic domains. All the samples with different C implanted 

fluences show no pronounced ferromagnetism. Lack of ferromagnetism can be attributed due to 

the absence of enough free carriers in n-type 4H-SiC. 

6.3 Significance of my Research Work 

The studies presented in this dissertation are concerned with defects related to the damage 

formation during the lower energy of 60 keV ion (C, Si) implantations and higher energy of 1 

MeV (N) implantation in n-type 4H-SiC.  All the samples that were implanted with the lower 

energy 60 keV C and Si ions and the higher energy 1 MeV N ions were analyzed using RBS-C 

and Raman techniques. These two techniques probe the implanted samples in different ways 

(longitudinal and lateral directions) and can be used to evaluate the relative disorder produced. 
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Both the techniques provide the information and the evaluation of the disorder produced in the 

implanted samples can be performed straightforwardly. From the channeling technique, not only 

the relative disorder but also the depth distribution of the displaced atoms can be estimated from 

the aligned spectrum.  

In the Raman measurements, the transmitted intensity integrates over all of the sample 

thickness, whereas in RBS-C, the analysis was performed only in (0 0 0 1) direction.  Moreover 

in Raman, the absorption coefficient increases with damage and the penetration depth of the laser 

beam decreases with the amount of damage created in the sample. This is due to the strong 

optical absorption in the damaged layers. This can be the reason for the different percents of 

relative disorder that was evaluated using both of the techniques for the N implanted samples. In 

conclusion, these two techniques can act as complementary to each other in evaluating the 

relative disorder in the implanted samples.  

The main focus is on the defect concentration, which is important to find the average 

distance between vacancies. The local magnetic moments, which can be induced due to the 

defects, depend on the average distance of vacancies, which is dependent on the density of the 

created defects. The defect concentration in turn is dependent on the ion fluence.  Hence, the 

crucial point is the relation between the average distance of vacancies, defect concentration, and 

the fluence. The disorder build up during implantation with increasing implantation fluences has 

been studied for C, Si and N ion implants. The key outcome of this research is calculating the 

average distance between the vacancies which will helps us to determine the predicted narrow 

window in the implantation fluence that will result in local ferromagnetism in n-type 4H-SiC. 

Through this research, we tested the hypothesis of defect induced room temperature stable 
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ferromagnetism after self-ion implantation in n-type 4H-SiC. The results show no indication of 

ferromagnetism in n-type 4H-SiC at room temperature and as well as at 5K.  

Previous experimental studies based on the implantation technology reveal that 

ferromagnetism can be observed in SiC diluted with 3d transition metals.. For all the experiments 

discussed above where ferromagnetism has been observed, either p-type or semi-insulating SiC 

were used, whereas our studies were carried out on n-type 4H-SiC. To date, to our best of our 

knowledge, no experimental work has been reported on investigating defect induced magnetism 

for self-ion implantation in n-type 4H-SiC. The defects, in particular vacancies, created by 

implantation in our work may favor the local magnetic moments according to the theoretical 

predictions but fail in inducing the long-range coupling between the moments caused by these 

defects. One of the important motivations in this research is to investigate ferromagnetism in n-

type 4H-SiC. This possibility has been evaluated using SQUID measurements on C implanted 

samples. The achieved results led us to the conclusion of absence of ferro-magnetism in n-type 

4H-SiC crystals implanted with low energy (60 keV) C- ions with fluences in the range from 

1×1012 ions/cm2 to 1×1016 ions/cm2. It may be interesting to carry out in future, similar 

investigations of defect induced magnetism in p-type and semi-insulating 4H-SiC. 
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APPENDIX 

STOPPING AND RANGE OF IONS IN MATTER/TRANSPORT OF IONS IN MATTER 

(SRIM/TRIM - 2011) 
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A1.       Introduction 

This computer program is based on the Monte Carlo simulations and was first developed 

by J. F. Zeigler and J. P. Biersack [1] and recent version can be found at http://www.srim.org. 

This simulation program is used to evaluate the energy loss of ions into matter, the final 

distribution of the ions, the displacement of lattice atoms by energetic ions in the material and 

the production of plasmons and phonons within the solid by the passing ions. All the SRIM and 

TRIM calculations in this dissertation work were performed using SRIM/TRIM-2011 version. 

The code starts with the input of the desired ion of a particular energy and direction into any 

target material, the code calculates the stopping and range of incident ions, producing tables that 

can be used for many different experimental calculations.  

A2.      Some Definitions of Important Parameters used in TRIM 

In TRIM simulations the trajectory of the ion is perpendicular to the target surface, co-

linear to the X-axis, and the Y- and Z-axis are orthogonal in the target surface plane. The 

different ranges can be defined as follows: 

               Mean Projected Range , Rp= ∑ xi
N�i = 〈x〉                                      Equation A1 

               Lateral Projected Range , Ry= ∑ |yi|
N�i = 〈|y|〉                      EquationA2                                                              

                                            Radial Range , Rr= ∑ (yi
2+zi

2) 
N

�i                                       Equation A3 

Here xi is the projected range of ion, i on the x-axis. Σi xi is the sum of the ion projected 

ranges, Σi xi/N is the mean projected range of N ions and <x> is the mean projected range of all 

ions. For the lateral projected range, it is similar to mean projected range except the distance is 

taken in the XY plane. Cylindrical symmetry of the ion distribution is assumed in the radial 
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range. The other statistical terms of the moments of the energy loss distribution are straggling, 

skewness and kurtosis.  

Straggling is defined as the square root of the variance and refers to the distribution of 

energy loss about an average value. It is related to the second moment of the ion distribution and 

is mathematically defined as below: 

𝑆𝑡𝑟𝑎𝑔𝑔𝑙𝑖𝑛𝑔, 𝜎 =   �∑ (𝑥𝑖
2

𝑁
) −  𝑅𝑝

2
𝑖 �

1
2  �

=   〈�𝛥𝑥𝑖
2�〉1

2�                                   Equation A4 

Similarly skewness and kurtosis are defined as the third and fourth moments of the ion 

distribution and is defined mathematically as follows: 

               Skewness, γ= 〈Δx3〉
[Δx2]3

2��                                                            Equation A5 

               Kurtosis, β= 〈Δx4〉
[Δx2]2�                                                                 Equation A6 

In the definitions mentioned above, the projected range and the straggling have 

dimensions of length where as the terms skewness and kurtosis are dimensionless. Negative 

skewness indicates that the peak is skewed towards the surface and the most probable depth is 

greater than the peak depth. The positive skewness tells about the peak skewed away from the 

surface and the most probable depth is smaller than the peak depth. The term kurtosis indicates 

the extent of the distribution tails, with a value of 3 indicating a Gaussian distribution.  

The damage in the target material such as target displacements, vacancies and 

replacement collisions can also be calculated using the Monte Carlo simulations from TRIM. 

Assume an energetic ion of energy Ei which has an atomic number Z1 incident onto target 

material with an atomic number of Z2. Displacement energy, Ed can be defined as the energy 

required for a target atom to leave its site and be pushed far enough away such that it will not 
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return to its empty site. The binding energy of a lattice atom to its site is Eb and the Ef is the final 

energy of the moving atom. After the energetic ion collides with the target material, the incident 

ion has energy E1 and the target atom has energy E2.  

A displacement occurs when the struck atom energy is greater than displacement energy 

i.e. E2>Ed. Similarly a vacancy occurs if E2>Ed and E1>Ed. In the process, the energy E2 of the 

moving atom is reduced by Eb before it collides with other atoms. The phonons are released 

when the struck atom does not have enough energy to leave the lattice site i.e. E2<Ed and the 

atoms vibrate back to their original site. In other case, when E2>Ed and E1<Ed and the incident 

ion and the target material has same atomic number, the incoming atom will remain on its lattice 

site and this collision is called as replacement collision with E1 released as phonons. Similarly 

when E2>Ed and E1<Ed and the atomic numbers are not the same, then Z1 becomes a stopped 

interstitial atom. The other process is when E1<Ed and E2<Ed, Z1 becomes an interstitial and 

E1+E2 is released as phonons. 

A3.      TRIM Set Up 

TRIM is a program included in SRIM; all the features of the transport of ions in matter 

can be achieved using TRIM. This program will accept from simple layer target to complex 

targets made of compound materials with up to eight layers each of different materials.  All 

kinetic phenomena associated with the ion’s energy loss such as target damage, sputtering, 

ionization, phonon production, displacement, and vacancy concentration can be simulated. All 

target atom cascades are followed in detail.  Before running the program, the different types of 

damages that can be selected are: a) ion distribution and quick calculation of damage, b) detailed 

calculation with full damaged cascades, c) surface sputtering and monolayer collision steps, d) 

varying ion energy/angle/depth in both quick damage and full damage cascades, e) damage 
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cascades from neutrons/electrons/photons in both quick damage and full damage cascades, and f) 

special multilayer biological targets.  

Quick damage calculations are used if the details of target damage or sputtering are not 

necessary. But when the details about target damage or sputtering are needed, full damage 

cascades with detailed calculation can be performed. This option follows every recoil until its 

energy drops below the lowest displacement energy of any target atom. Thus, all collision 

damage to the target is analyzed. All the calculations for this research are done using the option 

“detailed calculation with full damage cascades.” Before running TRIM, this option needs to be 

selected. The other data that needs to be input in TRIM are the name of the ion, target material, 

its density, angle of incidence, and energy of the ion. TRIM accepts any values from 10 eV to 2 

GeV. The lower limit is due to the failure of the binary approximation and the higher value is 

due to neglection of high order relativistic effects. TRIM offers the features of stopping and 

restarting the ion penetration profile and changing of other defined parameters in the middle of a 

simulation if necessary. TRIM also requires the input of displacement energy, which is the 

amount of energy required to displace an atom from its lattice position, i.e. the amount of energy 

required to produce a stable Frenkel defect. The displacement energies of 20 eV and 35 eV were 

used for C and Si respectively for the theoretical simulations. From the energy loss of the ions 

and recoiling of the atoms, TRIM calculates the distribution of Frenkel defects. The absolute 

defect concentration predicted by TRIM simulations critically depends upon the value of the 

inputted displacement energy.  
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