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ABSTRACT. A new method for calibrating the hadron response of a setgderalorimeter is de-
veloped and successfully applied to beam test data. It isdbas a principal component analysis
of energy deposits in the calorimeter layers, exploitinggitudinal shower development informa-
tion to improve the measured energy resolution. Correstion invisible hadronic energy and
energy lost in dead material in front of and between the takters of the ATLAS experiment
were calculated with simulated Geant4 Monte Carlo evendisused to reconstruct the energy of
pions impinging on the calorimeters during the 2004 Bar@ihBined Beam Test at the CERN H8
area. For pion beams with energies between 20 GeV and 180 tBe\particle energy is recon-
structed within 3% and the energy resolution is improved diyvieen 11% and 25% compared to
the resolution at the electromagnetic scale.

KeEywoRDsS Calorimeter methods; Calorimeters; Detector modelling simulations |; Pattern
recognition, cluster finding, calibration and fitting metlso


mailto:kjg@particle.kth.se

Contents

10

11

Introduction
The Layer Correlation method
The 2004 ATLAS Barrel Combined Beam Test

Calorimeter calibration to the electromagnetic scale
4.1 Cell energy reconstruction

4.2 Topological clustering

4.3 Pion energy reconstruction

Event selection and patrticle identification
5.1 Event selection
5.2 Proton contamination

Monte Carlo simulation

6.1 Hadronic shower simulation
6.2 Detector simulation

6.3 Event samples

Implementation of the Layer Correlation method

7.1 Calculation of the eigenvectors of the covariance matri

7.2 Compensation weights
7.3 Dead material corrections

7.3.1 Dead material between the LAr and Tile calorimeters

7.3.2 Other dead material corrections
7.4 Applying the calibration

Method validation on Monte Carlo simulation
8.1 Compensation validation
8.2 Dead material corrections

8.3 Linearity and resolution in the Monte Carlo sample

Systematic uncertainties

Application of the method to beam test data
10.1 Data to Monte Carlo simulation comparison
10.2 Linearity and resolution on data

Conclusions

~ (o2 o> N> I o)) B

~N o~

0 00 N N

©

11
12
12
15
16

17
17
17
17

20

20
20
22

25



12 Acknowledgments 25

1 Introduction

In the general case of non-compensating calorimeters eponse to hadrons will be lower than
the response to particles which only interact electromtcadfy, such as electrons and photons.
This is due to energy lost in hadronic showers in forms notsuesble as an ionization signal, i.e.,
nuclear break-up, spallation and excitation, energy depagiving out of the sensitive time win-
dow (such as delayed photons), soft neutrons, and paréstezping the detectot{3]. Moreover,
the calorimeter response will be non-linear, since a hadrsimwer has both an electromagnetic
and a hadronic component, with the size of the former inamgasith shower energy4]. In addi-
tion, the large phase space of hadronic interactions leesldistantial fluctuations in the size of the
electromagnetic shower component from event to eventadéyy the measured energy resolution.

ATLAS [5] is one of the multi-purpose physics experiments at the CERde Hadron Col-
lider (LHC) [6]. Scientific goals include searching for the Higgs bosonlankling for phenomena
beyond the Standard Model of particle physics, such as sypenetry. Many measurements to be
performed by the LHC experiments rely on a correct and ateerergy reconstruction of hadronic
final-state particles. In the central barrel region, the ABL.calorimeters consist of the lead—liquid
argon (LAr) electromagnetic calorimeter and the Tile steeihtillator hadronic calorimeter. Both
calorimeters are intrinsically non-compensating.

Various techniques for equalizing the electromagnetic kaadronic shower response, i.e.,
achieving compensation, have been proposed. For a revé®n3Js chapter 3. Software-based
offline calibration techniques can use the topology of tiséolé deposited energy to exploit spatial
event-by-event information on shower fluctuations andvdeenergy corrections aimed at restor-
ing linearity in the response and improving the energy ré8m. For example, the calorimeter cell
energy density has been used for the calorimeter in the Harempnt [7] and is planned to be used
in ATLAS [8].

In this study, a calibration technique based on Monte Canlation is developed to deal
with compensating the response of a segmented calorintetexdrons and correcting for energy
lost in the dead material between two calorimeter systerhs. cbrrelations between longitudinal
energy deposits of the shower have been sh@yto[contain information on the electromagnetic
and hadronic nature of the shower. This information iszdii by making a principal component
analysis of the energies deposited in the different calet@mlayers. The calibration is applied to
pion beam test data, taken at the 2004 ATLAS Barrel CombirehBTest 10-14]. The method
presented here is an alternative to the standard ATLASradiliim schemes. The application is quite
specific to ATLAS, but the framework is general and it can Is¢ete on any segmented calorimeter.
Energy corrections based on the longitudinal shower dpwedmt have been proposed by ATLAS
in the context of jet calibrationlb-17].

The following section explains the basic principles of thetinod. Sectio details the ATLAS
Barrel Combined Beam Test, while sectigrand5 discuss calibration to the electromagnetic scale



and event selection, respectively. The Geant4 Monte Carlolation used is described in section
6. Then, sectiory gives the details of the implementation of the calibratiostmod. In sectior8,

the method is validated based on Monte Carlo simulationgooisp In the Monte Carlo simulation,
the effect of the compensation weights and the dead mateniegctions are evaluated separately.
Lastly, the linearity and resolution of the final calibrattkergy is considered. Secti@rdiscusses
systematic uncertainties. Results of applying the metboeal beam test data are presented in
section10. Finally, conclusions are drawn in sectitf.

2 The Layer Correlation method

The Layer Correlation calibration method (LC in the follog) is aimed at calibrating the response
of a non-compensating longitudinally segmented caloemit hadrons. Exploiting the properties
of hadronic showers to characterize fluctuations in the siggub invisible energy, it uses a prin-
cipal component analysid§] of the energy deposited in the calorimeter layers. Obsdegathat
describe the shower fluctuations should be able to discaitaibetween different corrections to be
applied to recover invisible losses due to hadronic inteyas. Through the principal component
analysis, it is possible to reduce the number of dimensibasthe corrections depend on, while
still capturing a large amount of event fluctuation inforimatand maintaining a good separation
between events with different content of invisible energy.

To derive the corrections, the interaction of the showetigas with the detector material
is simulated with the Geantd 9, 20] Monte Carlo simulation toolkit. In the simulation the true
energy deposited in the calorimeters and the non-instrtedenaterial is known. The covariance
matrix between the calorimeter layer energy deposits utatied. Diagonalizing it, a new orthog-
onal basis in the space of layer energy deposits is deriviecbnkists of the eigenvectors of the
covariance matrix. By sorting the eigenvectors in desceneigenvalue order, the projection of
the energy deposits in the calorimeter layers along theféivéeigenvectors are made to describe
the most important fluctuations in the longitudinal showevelopment.

Using this information, compensation weights—correctiogthe non-compensation of the
calorimeters—are derived in the form of two-dimensionaklap tables in the projections along
the first two eigenvectors of the covariance matrix. Oneetéblused for each calorimeter layer.
The tables are thus functions of two different linear corabons of the observed energy deposits
in the layers.

In addition, energy losses in non-instrumented mater@icédled “dead material”) will vary
depending on the shower development. In the ATLAS barreébreghese losses are primarily
in the region between the LAr and Tile calorimeters. The migetors of the covariance matrix
considered above can also be used to correct for this, irggutt a unified treatment for compen-
sation and dead material correction by deriving both ctioas from the same set of observables.
In this implementation, the dead material corrections havenherent dependence on the beam
energy. This dependence is removed by employing an iteratibeme, where at each step the esti-
mated energy of the former step is used, until the returnkatva stable. A detailed mathematical
description of the method is given in sectién
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Figure 1. The layout of the 2004 Combined Beam Test.

3 The 2004 ATLAS Barrel Combined Beam Test

The energy calibration procedure is applied to data gathierthe fall of 2004 during the ATLAS
Barrel Combined Beam Test at the H8 beam line of the CERN SPSeaxator. A full slice of the
ATLAS barrel region was installed (see Figute This included, firstly, the inner tracker with the
pixel detector, the silicon strip semiconductor trackeZ$ and the straw tube transition radiation
tracker (TRT); secondly, the LAr and Tile calorimeters; dhiddly, the muon spectrometer. The
pixel and SCT detectors were surrounded by a magnet capgieducing a field of 2 T, although
no magnetic field was applied in the runs used for this study.

The pixel detectorq] comprises six modules, each consisting of a single siliwafer with
an array of 40< 400 pn? pixels. The modules were arranged in locations mimickirggALAS
configuration, with an approximate angle of 20 degrees vagipect to the incoming beam. The
semiconductor tracker (SCTH]uses sets of stereo strips for tracking. Each module givesits,
one in each direction. Eight modules, corresponding toethinthe ATLAS end-cap, were used.
The TRT [p] forms the outermost tracking system in ATLAS. It consista@ollection of 4 mm
diameter polyimide straw tubes filled with a mixture of xenearbon dioxide, and oxyge]|
Transition radiation is emitted when a charged particlesses the interface between two media
having different refractive index. The amount of emittediaéion depends on the LorengAactor
of the particle. This makes it possible to discriminate lestw electrons and hadrons, given the
much highery factor of the former at a given energy, due to their smallessna

Details of the ATLAS LAr electromagnetic calorimeter arescébed elsewhered| 21]. In
the beam test one calorimeter module was used. The caleririzetnade from 2.21 mm thick
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Figure 2. The layout of the 2004 Combined Beam Test.

accordion-shaped lead absorbers glued between staitdéetsathodes. Three-layered anode elec-
trodes are interleaved between the absorbers, spaced by @apsrover which a high voltage of
2 kV is applied. The module was placed in a cryostat contgifiguid argon. The signal is read
out by capacitive coupling between the two outermost andéméral layer of the anodes. In front
of this accordion module a thin presampler module was molurteonsists of two straight sectors
with alternating cathode and anode electrodes glued batpie¢es made of a fiber-glass epoxy
composite (FR4). The Tile hadronic calorimeter consistgaf absorbers sandwiched between
organic scintillator tiles. It is described in detail eldewe b, 22]. The tiles and absorbers are
oriented parallel to the direction of incoming particleseBy cell of the calorimeter is read out by
two wavelength-shifting fibers, which in turn are groupegktier and read out by photo-multiplier
tubes (PMTSs).

The calorimeters were placed so that the beam impact angksponded to a pseudo-rapidity
of n = 0.45 in the ATLAS detector. At this angle, the expected ami@fi material in front of the
calorimeters was about 0.4, whereA, is the nuclear interaction lengtB,[23]. This includes the
LAr presampler. The LAr calorimeter proper is longitudigadegmented in three layers that extend
in total for 1.35A,. The dead material between the LAr and Tile calorimetersspaout 0.63,,.
Finally the three longitudinal segments of the Tile calaier stretched in total for about 8.28
A sketch of this setup is shown in Figu2eIn total there are seven longitudinal calorimeter layers
(the LAr presampler; the front, middle, and back layers eflthr calorimeter; and the so-called
A, BC, and D layers of the Tile calorimeter). The length of theividual calorimeter layers was
0.32, 0.96, and 0.0, in the LAr calorimeter and 1.61, 4.53, and 2.84in the Tile calorimeter.

In addition, special beam-line detectors were installechtmitor the beam position and re-
ject background events. Those include beam chambers magitine beam position and trigger
scintillators. Beams consisting of electrons, photonsngj protons, and muons were studied. In
this analysis, pion beams with nominal momenta of 20, 50, 406 180 GeV were used (see Ta-
ble 1). Data belong to the fully combined run period, where albdtir sub-systems were present

IATLAS has a coordinate system centered on the interactiamt,pwith the x axis pointing towards the center
of the LHC ring, they axis pointing straight up, and theaxis parallel to the beam. Pseudo-rapidity is defined as
—In(tan(6/2)), wheref is the angle to the positiveaxis.



and operational. No magnetic field was applied around thel jgird silicon strip detectors. The
beams were produced by letting 400 GeV protons from the SE&eaator impinge on a beryllium
target, from which secondary pions are selected. For thatr@80 GeV, positrons were nominally
selected after the target. However, the beam still contlaineontamination of positively charged
pions, which were selected and used for this analysis wéhrtathods described in sectibriL

4 Calorimeter calibration to the electromagnetic scale

4.1 Cell energy reconstruction

The individual cells of the calorimeter are calibrated te tiectromagnetic scale, i.e., with the
aim of correctly measuring the energy deposited in the oeh Ipurely electromagnetic shower.
The calibration of electronics of the LAr calorimeter is ciéised in detail in 24]. The method of
optimal filtering R5] is used to reconstruct the amplitude of the shaped sigrathis sampled by
an ADC (analog-to-digital converter) at 40 MHz. The ampulgus calculated as weighted sum of
the samples, after a pedestal level measured using randygers is subtractedma vev/ fsamp

a constant factor, converts the measured current to anyeneggsured in MeV. The energy de-
posited in the lead absorbers is taken into account by thelsafraction fs;mp The shaping
electronics is calibrated by inserting calibration pulsEknown amplitude. In the Tile calorimeter
a parameterized pulse shape is fitted to the samples. A clmgegdon system is used to calibrate
the read-out electronics, while a cesium source is usedualieg the cell response, including the
response of the PMTs (see, for exam26]].

4.2 Topological clustering

Calorimeter cells calibrated to the electromagnetic sasdecombined by adding up the energy in
neighboring cells using a topological cluster algorith?][ The algorithm has three adjustable
thresholds: Seedy, Neighbor (), and BoundaryE). First, seed cells having an energy above the
Sthreshold are found and a cluster is formed starting withdkll. Then, neighboring cells having
an energy above the threshold are added to the cluster. This process is repaatiédhe cluster
has no neighbors with an energy above théhreshold. Finally, all neighboring cells having an
energy above thB threshold are added to the cluster. To avoid bias, the alesedlues of the cell
energies are used. TI®N, andB thresholds are set to, respectively, four, two, and zeregithe
expected noise standard deviation in the cell considered.

4.3 Pion energy reconstruction

The reconstructed energy in a calorimeter lalyas obtained by considering all the topological
clusters in the event and summing up the parts of the clutatsre part of that calorimeter layer.
The total reconstructed energy is then derived by summieg theN,,, longitudinal layers in the
calorimeter.



| EpOM (GeV) | Emeas(GeV) | No. ev. bef. cutg No. ev. after cutg forot |

beam
20 20.16 49871 8957 < 17% (84% CL)
50 50.29 109198 29578 (45+ 12)%
100 99.89 67220 5843 (61+ 6)%
180 179.68 105082 11780 (76+ 4)%

Table 1. Data samples taken in the 2004 Combined Beam Test used jimekent analysis.

5 Event selection and particle identification

5.1 Event selection

A signal in the trigger scintillator and a measurement imeeint beam chambers that is compatible
with one particle passing close to the nominal beam lineeageired. In addition, exactly one track,
where the sum of the number of hits in the Pixel detector andSIT is more than six, is asked
for, as well as at least 20 hits in the TRT. The track in the TRIStibe compatible with a pion
track, i.e., no more than two hits passing the high threshaldt be present. Events with a second
track in the TRT are rejected: this ensures that the pion doegteract strongly before the TRT.
Furthermore, there must be at least one topological clists sectior.2) with at least 5 GeV

in the calorimeter. This cut rejects muons contained in i and does not influence the pion
energy measurement. To reject some residual electron tmaokdy events with more than 99% of
their energy in the LAr calorimeter are excluded. The sartextien is applied on simulated Monte
Carlo events as on data, with the exception of cuts relatétetbeam chambers and scintillators.

5.2 Proton contamination

This study used beams of pions with positive electric chaijeese beams are known to have a
sizable proton contaminatiofy: defined as the fraction of events in a sample that result from
protons impinging on the calorimeters. It varies betwedierdint beam energies. The TRT makes
it possible to measure the average proton contaminatioheofdst beam for each beam energy,
owing to the different probabilities between pions and @nst of emitting transition radiation,
although it is not possible to discriminate between theiglag on an event-by-event basis. The
measured JO] contamination is reported in Table For the 20 GeV beam energy, a one-sided
confidence interval is given. In the analysis, a proton aoirtation of 0% was used. Agreement
is found with measurements performed b§erenkov counter at a 2002 beam t&§] [conducted

in the same beam line.

6 Monte Carlo simulation

6.1 Hadronic shower simulation

All calibration corrections are extracted from a Geant49, 0] Monte Carlo simulation, with an
accurate description of the Combined Beam Test geometeyphfasics list— i.e., set of models—
QGSPBERT was used. It uses the QGSB|[(Quark Gluon String Pre-compound) phenomeno-
logical model describing the hadron—nucleus interactiprihe formation and fragmentation of



excited strings together with the de-excitation of an extihucleus. The Bertini modeB(-32]
of the intra-nuclear hadronic cascade is used to describlearuinteractions at low energies. This
model treats the particles in the cascade as classical apéagates them through the nucleus,
which is modeled as a medium with a density averaged in corncespheres. Excited states are
collected and the nucleus decays in a slower phase follothim@ast intra-nuclear cascade.

The Bertini model is applied up to an energy of 9.9 GeV, while QGSP model applies from
12 GeV and upward. In an intermediate range of 9.5-25 Ge\pthenergy parameterized LEP
model B3] is used. In the energy ranges where models overlap, theideavhich one to use is
made stochastically using a continuous linear probabidliggribution that goes from exclusively
using the low-energy model at the lower end of the region wusively using the high-energy
model at the upper end.

6.2 Detector simulation

The simulation provides not only reconstructed calorimetdl energies at the electromagnetic
scale—including the effects of the readout electronicst-&ligo the true deposited energy, which
is divided into four components: electromagnetic visiliagdronic visible, invisible, and escaped.
Visible energy results from ionization of the calorimeteatsrial. Invisible energy is energy not

directly measurable in the detector, such as break-up gmenmguclear interactions. The escaped
energy represents the small contribution from neutrinigg-Bnergy muons and, possibly, neutrons
and low-energy photons escaping the total simulated volume

6.3 Event samples

Monte Carlo samples were produced by simulating both pimgspsotons impinging on the de-
tector setup. Two statistically independent event sampbas produced by dividing the available
sample into two approximately equal parts: one set (“ctizet samples in the following) was
used to derive compensation weights and dead materialotioms, while the other set (“signal”
samples in the following) was used to validate the weighirmcedure and find the expected per-
formance. Pions and protons were simulated at 25 differeatrbenergies, ranging from 15 GeV
to 230 GeV. In total, about 800 000 events per sample anccfeatyipe were available after event
selection. The energy spacing was 2, 3, or 5 GeV up to 70 GeMamt 20 GeV above 70 GeV.
This spacing was found to give satisfactory performance ¢setions and10). Further studies of
different spacings can be pursued when applying this tgcienio different calorimeters to explore
possible improvement in performance.

Taking the proton beam contamination mentioned in se&i@imto account, all the available
“correction” Monte Carlo samples were used to build a “mixgidn—proton sample, one for each
energy available in the data (see Tahje Each of these samples is used as input when deriving
the corrections used for that proton fraction. In this wag/ ¢brrections were tuned to the studied
proton fraction. If the samples had different numbers ohésiea sample-dependent weight was
first applied to give them equal weight before selection.cliten, given the proton contamination
forot @t @ given energy, pion and proton events for each sameyepaigof samples were assigned
a weight of 1— o and fpror, respectively.



7 Implementation of the Layer Correlation method

7.1 Calculation of the eigenvectors of the covariance maixi

Each event is associated with a seNgf, layer energy deposit&(®S, ... ,E,(,‘facy), one per calorimeter
layer, representing a point in &,y -dimensional vector space, referred to in the following as
the space of layer energy deposits. They are reconstruotdies at the electromagnetic scale,
formed as calorimeter layer sums of topological clusterslesribed in sectiod.1 The Njay-
dimensional covariance matrix of the layer energy dep@sitalculated as

Cov(M, L) = (EME[™) — (En°) (B9, (7.1)

whereM andL denote calorimeter layers aigj;°is the energy reconstructed at the electromagnetic
scale in calorimeter layevl. The averages are defined as

ZI '[\’/?C I[eC ZI rec
E[SE®S) = =L and (B9 = . (7.2)
Nev Nev

The sums are performed over all tNg, events in the sample. The eigenvectors of the covariance
matrix form a new orthogonal basis in the space of layer gndeposits. The coordinates of the
point in theNjyy-dimensional vector space corresponding to an evedut be expressed in this new
eigenvector basis as

Eeigm = Za,{,fclz_ rec (7.3)

whereay;; are the coefficients of the transition matrix to the new bastsojections of events
along the covariance matrix eigenvectors represent imkge fluctuations. The variances of
those fluctuations are given by the corresponding eigeesallihe eigenvectors are sorted in de-
scending order according to their eigenvalues, meaningthieafirst eigenvectors determine the
directions along which most of the event fluctuations talec@l The layer energy covariance
matrix CovM, L) (equations/.1and7.2) is calculated using events from the “mixed” sample.

In any given event a symmetric energy cut is applied on eaar knergy such that the energy
for that layer is re-defined &, if |E[®| ) E[™, zero otherwise. The goal of such cuts is to elimi-
nate the contribution of noise-dominated layers. The gntémgeshold values for each calorimeter
layer can be found in Tab2 The cuts were optimized to obtain the best expected corafiens
performance on Monte Carlo samples at 50 GeV.

A physical interpretation of the eigenvalues and normdligigenvectors can be obtained from
Figure3, which shows the components of the first three eigenvecigmessed in the original basis
of calorimeter layer energy deposits. We find that

1
Edigo ~ NG (—2ELAr,middle + Erile,a + Erile,¢), (7.4)
1
Ecig1 ~ ﬁ(—ETile,A + Erile,8c), and (7.5)
1
Erec —(E i + Eile A + ETi . 7.6
eig,2 \/§( LAr,middle Tile,A T|Ie,BC) ( )



Calorimeter layer] Threshold (GeV)

0 0.032
0.108
0.030
0.150
0.039
0.070
0.042

o O WN PP

Table 2. Energy thresholds per calorimeter layer.

Vector components
Vector components

1 2 3 4 5 6

0””1“‘2‘_‘”3””4””5”‘_‘6 . .
Calorimeter samplings Calorimeter samplings

0.7t 3

Vector components
o
w

o‘”‘1””2‘_‘”3””4””5”‘_‘6
Calorimeter samplings

Figure 3. Eigenvector components for the first three eigenvectgrssssed in the basis of the seven layers
of the ATLAS calorimeters in the Combined Beam Test for a $&tad mix of protons and pions with 45%
proton contamination.

So in a qualitative but suggestive way, we can make the irgtfon thalnggo corresponds to
the difference between the Tile and LAr calorimeters, simmst of the energy deposited in the
LAr calorimeter is deposited in the middle Iayﬁg?gl corresponds to the difference between the
second and first layers of the Tile calorimeter, wlﬁg%fz corresponds to most of the energy of the
event. The other eigenvectors represent individual qaketer layers. These layers are rather thin

and appear to be uncorrelated to the other layers.

—10 -



7.2 Compensation weights

The compensation weights account for the non-linear respaf the calorimeters to hadrons.
There is one weight table for each calorimeter layer, iteged for the LAr calorimeter and three
for the Tile calorimeter. The seventh layer, the LAr prestmpvhich in order is the first layer, is
not used in the weighting procedure, as explained below.tdtaéreconstructed energy is the sum
of the weighted energies in each calorimeter layer:

Ewelghted m Erec (7'7)
Ex)/;alghted_ Z Ewelghted (7.8)

For each event, there is an ideal set dfisy coefficients that would re-weight each recon-
structed energy deposit in layetto the true deposited energy:

W|dea| true /Erec (7.9)

The symbolg[S (E”“e) denotes the reconstructed (true) energy deposited ih®tHayer in thei
event. The task is to find a set of weigls that approximate the ideal weights. In general, for
each layel, the weight is arNjay-dimensional function of the layer energy deposits. Exjigi
the fluctuation-capturing properties of the eigenvectajgutions, the weights can in general be
derived as a function of aN-dimensional subspace of tiNgy-dimensional space of layer energy
deposits, spanned by the fifdteigenvectors. In the absence of an analytic formulatiom Jdkier
weightsw, are estimated by Monte Carlo sampling: multi-dimensiomdisa@re built, which parti-
tion theN-dimensional vector space along the directions of the bigemeactors. In general, these
cells are multi-dimensional hyper-cubes. They are refetoeas bins below.

For each birk one defines the weight as the average of the ideal weightuatieq7.9:

Wk,L — < true/E z Etrue [elc, (710)

Nev
where the summation is performed for tNg,x events in the bin. If each event has a wefght
the average is modified accordingly:

zl pl Etrue/Erec

Wi = (E[Y/E[%)k —Z o (7.11)

Using bink of the weight tables, the total reconstructed energy besome

= Zw LEC. (7.12)

Here, thewy | functions defined in equatioh11are estimated in bins of the two-dimensional space
spanned by the eigenvectors corresponding to the two higigenvalues, i.e) = 2. Thus each
layer is associated with a two-dimensional look-up tabler. &given layer the average weights in
each two-dimensional bin are calculated using only theggnesilues that passed the cuts defined
in section7.1 The table has the same number of equally spaced bins alertgvthdimensions:

2For instance, to equalize the number of events for all ddta se

—-11-—



128x 128. Bi-linear interpolation is performed between the bWgights for the LAr presampler
are not calculated, even if the presampler is kept in ther@vwee matrix. No weights are applied
to the energy deposited in the presampler layer, and en@pgsited in the presampler itself is
taken as part of the upstream dead material losses.

In addition the compensation weights and corrections ddrivom the proton sample are
corrected by the factor

Epeam
Ebonm— mproton’ (7.13)

wheremyroton is the proton mass, to account for the fact that, for a prateesum of the total true
deposited energy in the calorimetel5g1 — Myroton

Typical compensation weight tables are shown in Figuréhey illustrate the look-up tables
for the second (middle) layer of the LAr calorimeter and foe first and second layer of the Tile
calorimeter for a pion—proton mixed sample with 45% contation. The triangular shape visible
in the weight tables can be understood from the interpoetaif the eigenvectors of equatioingt
and7.5. With increasing energy in the Tile calorimeter and lesltAr calorimeter, i.e.E{y,
is large, there are more values that can be assuma;?gw, which is the approximate difference
between the first and second layers of the Tile calorimetered lines can be seen extending from
the origin to each of the three corners of the triangle. Firgte line extending from the origin and
to the left corresponds to events where close to all of theggrie deposited in the LAr calorimeter.
The small slope is due to the slight dependencléé%]‘l on the second layer of the LAr calorimeter.
Secondly, the line extending up and to the right corresptmésents where all energy is deposited
in the second layer of the Tile calorimeter. Along that linmejghts are small for the first sampling
of the Tile calorimeter, since particles are still minimuomizing in that layer. Thirdly the faint line
extending down and to the right corresponds to events whese to all the energy is deposited in
the first layer of the Tile calorimeter.

7.3 Dead material corrections

Regions of dead material constitute those parts of the arpat that are neither active calorimeter
read-out material (liquid argon or scintillator), nor sdimg calorimeter absorbers (mostly lead or
steel). The LC technique is used for the dead material bettreeLAr and the Tile calorimeters,
while a simple parameterized model is utilized for otheséss

7.3.1 Dead material between the LAr and Tile calorimeters

Most of the dead material is in the LAr cryostat wall betwelea LAr and Tile calorimeters. In
this 0.6, region, pion showers are often fully developed, giving tsdarge energy loss. Each
eventi is associated with a point in the layer energy deposit vespace as explained in section
7.1 It also has a true total energy lost in the dead material &stvthe LAr and Tile calorimeters:
ECAHIYS(i). The dead material correcti®&PA,, for each evenitcan be derived asB-dimensional
function of the layer energy deposits. In general, the satxsphosen for deriving the dead material
correction and its dimensiol can be different from the one chosen for compensation, both i

content (spanned by different eigenvectors) and in dinoen@i can be different fromN). The
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value of EQM.. . is estimated by Monte Carlo sampling. For afylimensional birm one defines
DM,
ELDA’\vrITiIe,m = <ELAr‘|'tirIléi>m7 (7.14)

where the average is performed for the events in that bin.

Here, the correction defined in equati@ri4 is calculated in bins of the two-dimensional
space spanned by the eigenvectors corresponding to theuidisthird eigenvalues, i.€l, = 2.
This was the combination of eigenvectors that was found ‘e tie best performance. As for
the compensation weights, correction tables are derivad ft 128x 128 bin look-up table and
bi-linear interpolation is performed between the bins.

The three dimensions of the look-up table are all shown ttesedh the beam energy, i.e.,
a table determined at a given beam energy can be turned ietatom different beam energy by
scaling all the dimensions with the ratio of the two energi@snsequently, all dimensions in the
table—the eigenvector projections and the average deagtialdbsses—are divided by the beam
energy when filling the table. That is, the event coordin@igbe space of layer energy deposits
are expressed as

Eam = Eeigm/E = Zaéi;fLE[%/E, (7.15)

where the variables have the same meaning as in equatBend E is the best estimate of the
beam energy of the simulated pion in that event (see below® dead material look-up table is
shown in Figures for a pion—proton mixed sample with 45% contamination. Tharé shows the
distribution of the rescaled dead material energy as aifumaf the rescaled event coordinates.
Regions with different dead material fractions can be diffiéiated. They range between 0 and
more than 30% of beam energy. In addition, the samples atdiff energies behave very similarly
as a function of the re-scaled variables.
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7.3.2 Other dead material corrections

While the energy losses between the LAr and Tile calorinsetEyminate, there are still other
regions where dead material losses can occur. These aes losated in the material upstream of
the LAr calorimeter, between the LAr presampler and the [ifst calorimeter layer, and energy
leakage beyond the Tile calorimeter. To compensate foetlesses the mean energy loss was
determined as a function of beam energy and the resultirgmtants were fitted using a suitable
functional form

C1+CovEpeam if Epeam< Eo (7.16)

other Ebeam) { C3+Cy4(Epeam— Eo)  otherwise,

whereEy = 30 GeV. As an example, the fit for a proton fraction of 45% casden in Figure.
The resulting fitted parameters are

— (—353+23) MeV, (7.17)
Cy = (8.47+0.17) VMeV, (7.18)
Cs = (1102+3) MeV, and (7.19)
C4 = 0.01392+ 0.0001 (7.20)
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7.4 Applying the calibration

The final energy after calibration consists of the sum of tleéghted calorimeter layer energies
and the dead material corrections:

Eoot m = Eped "+ Epim(E). (7.21)

The indexk stands for the bin in the appropridtedimensional space of layer energy deposits used
in the weight tables (equatio’s10or 7.11), while mis the bin in theT -dimensional space of layer
energy deposits used to build the LC estimate for the enargy ih the dead material between
the LAr and Tile calorimeters obtained from equatibi4 The total dead material correction is
derived from summing the two contributions derived in sewi7.3.1and7.3.2

Erotm(E) = ECAfrite m + Eoted E) (7.22)

wherekE is the best estimate for the total deposited pion energy tsedtimateEpeamin equa-
tion7.16

The events in a Monte Carlo sample are usually generated a¢d lieam energy in order
to test the calorimeter response. Corrections derived froiimed beam energy sample are, in
principle, dependent on that information, i.e., they dejpen the same quantity (pion energy) for
the reconstruction of which they should be used. For the emsgtion weights, this dependence is
overcome by superposing events from all the available &®erdhe eigenvector projections scale
approximately with the energy of the incoming particle, mag that regions in the table that come
in use for a certain particle energy will be dominated by dasiplose to that energy.

On the other hand, the look-up-table-based LAr—Tile deatérizd correction and the param-
eterized model for the other dead material losses have ananhdependence on an assumed beam
energy when applying the corrections (see equatfohSand7.22. This dependence is overcome
using an iteration technique, giving the end result of ddpenonly on the energy in the calorime-
ters. At each step the best estimate of the reconstructedyeBgY" after all corrections is used to
set both the scaling factoy EE (equation7.15) for the LArTile correction and the best pion energy
estimate in the parameterization for the other dead matateections. Each new estimate of the
energy is used to pick up a new correction from the look-ufetahtil the returned value is stable.
In the initial stepE"" is just the pion energy after compensation weights are eghplihe iteration
cut-off is a tunable parameter.

The process of applying the calibration is as follows:

» Associate each event to a bin in both tRedimensional compensation weight and the
dimensional dead material correction spaces defined ifoesa@.2and7.3by expressing its
electromagnetic-scale energy deposit vector in the neengagtor basis derived from the
simulated events.

» Extract compensation corrections for the energy of eagbngiayer and the LAr-Tile dead
material correction from the look-up tables. Apply all @mtions according to equatiofis21
and7.22

» Use the iteration for dead material corrections.
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8 Method validation on Monte Carlo simulation

Before applying it to beam test data, the calibration isdatkd on a Monte Carlo sample statis-
tically independent of the one used for extracting the atioas. First, the performance of the
compensation weights is evaluated, then the linearity asdlution of the method as a whole. The
weighting technique is validated on Monte Carlo simulasamples in separate steps:

» Reconstruct the true deposited energy in the caloriméerapensation validation).

» Reconstruct the full energy of the incoming particles/Juding dead material corrections,
and quantify the performance in terms of linearity and netsah.

The performance is evaluated in terms of bias and resolutibime weights and dead material
corrections are derived from the “correction samples” gogliad on the statistically independent
“signal samples” (see secti@d). The results in this section are derived for pions only.

8.1 Compensation validation

The reconstructed pion energy after compensation cooreiticompared to the true deposited en-
ergy in the calorimeter. The event-by-event differeB 9" EIVe(calo) is considered, where

Ue(calo) is the true total energy deposited in the calorimeter. Tl I the energy recon-
struction is defined as the average valE&S9"™?_ ElUe(calo)) and the resolution is obtained by
calculating the standard deviatior(E[“*9"?_ Eliue(calo)).

The performance of the LC technique is compared with a siroalidration scheme (called
fcompin the following) which uses beam energy information: eagnéin the sample is weighted
with the same factoffcomp = (E{f{€)/(EIS?), where (EIN®) ((EfS?) is the average true total (re-
constructed) energy deposited in the given sample in thdentedorimeter, but not in the dead
material. Thefcomp calibration scheme provides a reference scale to whichnipeavement in
resolution of the LC weighting can be compared.

The results of the validation procedure are shown in Figuiy construction, there is no bias
in the energy reconstruction for the calibration procedigiag a simple factor. The LC weighting
mostly gives a slight positive bias of about 0.6%. At the lowdge of the energy range studied,
the bias instead turns slightly negative. The resolutioprovement increases with beam energy.
It is about 10% at 50 GeV and about 20% at 180 GeV.

8.2 Dead material corrections

Figure8 shows the bias of the weighted energy, and also the bias dleth@ material corrections.
For most energies, the LAr-Tile dead material correctios dalight negative bias, while at low
energies the bias is positive. The bias is 0.5% maximallys Tancels out most of the bias from
the weighting. The final energy is reconstructed correcithiw a few per mil.

8.3 Linearity and resolution in the Monte Carlo sample

The performance for the fully corrected energy reconstrads finally assessed in terms of linear-
ity with respect to the beam energy and relative resolutidme reconstructed energy distribution
is fitted with a Gaussian distribution in the interval { 20, u + 20), whereu ando are the mean
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Figure 7. Bias (a) and resolution (b) of the reconstructed energgr afbmpensation correction minus
the true deposited energy for energy deposited in the caéderrs in simulated samples for the calibration
procedure using a simple factor and LC weighting.

value and the standard deviation, respectively. Thisvatds found iteratively. The mean value
Esir and the standard deviatiam;; of the fitted Gaussian are used together with the beam energy
Epeamto define the linearity and the relative resolution.
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Figure 8. Bias (reconstructed energy minus true deposited enengged by beam energy) for the three
individual corrections: Weighted calorimeter energyyreotion for dead material between the LAr and Tile
calorimeters, and other dead material corrections. Las#ybias of the final reconstructed energy, which is
the sum of the three.

» The linearity isE;t/Epeamas a function oEpeam
e The relative resolution issi/Esit as a function oEpeam

Both linearity and relative resolution are derived for tmergy distribution at four stages of the
energy reconstruction:

« at the electromagnetic scale,
« after applying the compensation weights,

« after compensation weights and application of dead n#tedrrection for losses between
the LAr and Tile calorimeters, and

» after compensation weighting and all dead material ctimes. This last step aims to recon-
struct the pion energy.

This is shown in Figure. At the electromagnetic scale the calorimeter responseiis n
linear—as expected—and only about two thirds of the pionrggnis measured. After weighting,
between 80% and 90% of the incoming pion energy is recoverbile the dead material between
the LAr and Tile calorimeters accounts for an additional@4%1 After all corrections the correct
pion energy is reconstructed within 1% for all beam energiEach correction step makes the
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calorimeter response more linear. The compensation vwegih a better improvement of the lin-
earity at high energies, while the dead material effectg almore significant role at low energies,
in particular at 20 GeV where other corrections than LAredead material are important to get
to within 1% of the beam energy. The relative resolution iprioved when applying each of the
different correction stepsAt high beam energies (abo#eam= 100 GeV) the contribution of the
compensation weights to the improvement in energy resoiuias the same magnitude as that of
the LAr—Tile dead material corrections. At lower beam eierglead material corrections account
for about 70% of the relative resolution improvement dowaltoutEpeam~ 30 GeV. BelowEpeam

~ 30 GeV all the corrections account for a similar fractionta timprovement: other dead material
corrections than those for LAr—Tile account for about 20%hefresolution improvement, they are
marginal above that threshold.

9 Systematic uncertainties

Systematic uncertainties on the calibrated energy canvigedi into

» The uncertainty of the beam energy: 0.7%3][

» The absolute electromagnetic scale uncertainty, whiasignated to be 0.7%LB] in the
LAr calorimeter and 1.0%26] in the Tile calorimeter. Scaling the cell energies withithe
corresponding uncertainties gives a combined electroptagscale uncertainty of 0.9%.

* The sensitivity of the results to the proton fraction atrebeam energy. It was estimated by
varying the fraction used to calculate the corrections hWit assumed fraction adjusted up
or down one standard deviation of the TRT measurement, thivieevariation in linearity
and resolution in data and Monte Carlo simulation was founde of the order of 1% for
Epeam= 20 GeV and 50 GeV and less than 0.5% for 100 GeV and 180 GeV.

Adding these contributions in quadrature gives a totalesyatic uncertainty of less than 2% for
each beam energy.

10 Application of the method to beam test data

Finally, the method is applied to beam test data, which ispamed with Monte Carlo samples with
a weighted mixture of pions and protons to match the beam ositign.

10.1 Data to Monte Carlo simulation comparison

The pion—proton “mixed signal” samples are used to compata and Monte Carlo simulations

in terms of the distribution of the first three componentsheflayer energy vector along the basis
of covariance matrix eigenvectors as defined in secfidn Figure 10 shows such a comparison
for a proton fraction of 45% and a beam energy of 50 GeV. Goodesgent is obtained between
data and simulation. The distribution fBkigo shows a double peak structure that separates events
mainly showering in the Tile calorimeter from those where shower starts earlier.

3The apparent discontinuity in resolution between the tesailenergies below 150 GeV and those above might be
due to a geometry change in the description of the beam tiegt: dbree centimeters of aluminum were included in the
Inner Detector system for energies larger than or equal @oE&V.
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applied, and all corrections applied.

The shapes of the energy distributions (in unit bins of epargd events) for data and Monte
Carlo simulation are compared in Figuté. The corrections are successively applied. Already
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Figure 10. Distribution of the first three eigenvector componentsdata (filled circles) and Monte Carlo
simulation pion—proton “mixed signal” with a proton framti of 45% and a beam energy of 50 GeV.

at the electromagnetic scale the energy distribution isv@treproduced. The distribution in the
Monte Carlo simulation is narrower and less skewed thanerdtta. This effect is even larger at
20 GeV hut less pronounced at higher energies. The qualitiieoinitial description of data by
Monte Carlo simulation is not modified by the application keé tompensation weights and dead
material corrections (see also sectidh?).

10.2 Linearity and resolution on data

The performance of the method, as applied to simulation ealdeam test data is shown in Figure
12. The data at the electromagnetic scale in this analysistendrie presented in referencég,|
12] are in reasonable agreement. The largest deviations aft&% (2%) are seen at 20 GeV
(180 GeV). At 20 GeV the difference can be explained by thetfat in that study, the energy in
the calorimeters—instead of using topological clusteritwgas determined by adding the energies
Ece Of those calorimeter cells having a pseudo-rapidity withidof the beam impact point and for
which Eqg is two standard deviations above the expected noise. At B30 data in that study were
taken with a beam of negatively charged pions, which doesuffer from proton contamination.
In addition, for all beam energies data were taken in anexamin period with a different material
configuration upstream of the calorimeters.

The linearity and relative resolution are extracted atedirh energies for both data and “mixed
signal” Monte Carlo samples. As in sectiB8the reconstructed energy distribution is fitted with
a Gaussian distribution in the interval ¢ 20, u + 20), whereu and o are the mean value and
the standard deviation, respectively. Data (simulatior)slown with markers (horizontal lines)
at the electromagnetic scale, with compensation weighgheal with the dead material correction
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Figure 11. Normalized energy distribution fdf,eam= 50 GeV after applying subsequent corrections for
compensation and dead material effects. For the Monte Gemlolation a proton fraction of 45% is used. .

for energy lost in dead material between the calorimeteptiea) and lastly at the final calibrated
stage, including all dead material corrections.

After all calibration corrections, the linearity is recogd within 3% for all beam energies.
The discrepancies between data and Monte Carlo are inthémiten the reconstructed energy at the
electromagnetic scale and they are not considerably cdamben the calibration is applied. The
relative resolution in data is improved by about 11% at loergy (20 GeV) and about 25% at high
energy (180 GeV) when moving from the electromagnetic scetlee fully corrected energy scale.
A similar relative improvement is obtained in the Monte @aimulation: 14% at low energy and
24% at high energy. The relative resolution is, however,lleman Monte Carlo simulation than
in data: the discrepancies, at each correction stage, ewelen 10% and 21% depending on the
energy. The relative resolution is smaller in Monte Carlowdation than in data already at the
electromagnetic scale, by about 10-16%, depending on beangye The discrepancies in the
shape of the total energy distribution are more pronountéaleer energies and they are already
present at the electromagnetic scale.

The ratio of data to Monte Carlo simulation is unchanged iwitt?o (4%) for linearity (res-
olution) after the corrections are applied. For lineariticts changes are of the same order of
magnitude as the discrepancies between data and Monte €aulidation at the electromagnetic
scale: the agreement between data and Monte Carlo simulatilbe same for all correction stages.
This means that the Monte Carlo simulation is able to pratietorrections that should be applied

— 23—



¥ Weighted + all DM corrs. (data) — Weighted + all DM corrs. (MC)
Weighted + LAr-Tile DM corr. (data) Weighted + LAr-Tile DM corr. (MC)
B Weighted (data) — Weighted (MC)
® EM scale (data) — EM scale (MC)
g ; T L ; L ; L L ‘ L ; L ; L L ¢ T ;
8 17 v : i : : : [ S
1] E v : : ]
= . : : : ]
A 0.95F =
w = : : : " E
\" 0.9F . —_—
Tk = : 1
0.85 [ =
oo : : : 1
0.8 3
075} .
r e H ]
0.7F =
0.65 5 R I D R ;
20 40 60 80 100 120 140 160 180
Epeam (GEV)
(a)
® EM scale (data) — EM scale (MC)
B Weighted (data) — Weighted (MC)
Weighted + LAr-Tile DM corr. (data) Weighted + LAr-Tile DM corr. (MC)
¥ Weighted + all DM corrs. (data) — Weighted + all DM corrs. (MC)
/\.E j T l L ; L ; L ; L ; L ; L ; L ; L T t
o 0.22 ot : : ‘ ‘ ‘ : ‘
\% C : : : ]
\.35 0.2 ¥ ]
= A ‘ ]
0,18 [ -
[ —— e ]
0.16 -~ g =
0.141- -
r T hd b
0.12— . e e ]
L : : : [ ]
0.1 I S TS . SS————
C : : —~
0.08 i i | | P
20 40 60 80 100 120 140 160 180

Epeam (GEV)
(b)
Figure 12. Data and Monte Carlo simulation are compared for linedd}yand relative resolution (b) at all
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on the data.

The ability of the Monte Carlo simulation to reproduce théadat the electromagnetic scale
(i.e., before any correction) seems to be the most critioatihg factor. For the relative resolu-
tion the changes are small, if compared with the discrepanat the electromagnetic scale: the
discrepancies do not get worse when the corrections aréedpiol the data. From preliminary
studies a newer Geant4 version (4.9) is able to provide arbéitt still not good, description of
the resolution in the data.

11 Conclusions

An energy calibration technique was developed to deal irem@mt manner with both compensat-
ing the hadron response and correcting for the most signtfibead material losses in a segmented
calorimeter. The technique is based on the sensitivity efdbrrelation between the deposited
energies in the different calorimeter layers to hadronit @lectromagnetic deposits.

The calibration technique was successfully applied to tiegy reconstruction of pions im-
pinging on a subset of the central ATLAS calorimeters duthey ATLAS combined beam test in
2004. When taking into account the beam composition of pants protons, linearity is recov-
ered within 3% and relative resolution is improved by betwé&&% and 25%. Consistency with
the expectation from Monte Carlo simulation studies is g@adboth the linearity and the per-
centage improvement in relative resolution. The absolateevof the relative resolution (after all
corrections) is larger in data than Monte Carlo simulatigri®% to 21%.

The discrepancies between data and Monte Carlo simulat®rinherited from the recon-
structed energy at the electromagnetic scale and they a@nsiderably altered when applying
the calibration. Additional improvement in the data dgstton by Monte Carlo simulation can
help to fulfill the expected absolute value for the relatiesaiution.
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