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ABSTRACT. In 2004 at the ATLAS (A Toroidal LHC ApparatuS) combinedttkeam, one slice of
the ATLAS barrel detector (including an Inner Detector getand the Liquid Argon calorimeter)
was exposed to particles from the H8 SPS beam line at CERNadtthe first occasion to test the
combined electron performance of ATLAS. This paper presargults obtained for the momentum
measuremenp with the Inner Detector and for the performance of the ebecineasurement with
the LAr calorimeter (energf linearity and resolution) in the presence of a magnetic fieldhe
Inner Detector for momenta ranging from 20 Ge\to 100 GeVc. Furthermore the particle iden-
tification capabilities of the Transition Radiation TrackBremsstrahlungs-recovery algorithms
relying on the LAr calorimeter and results obtained for Ehép ratio and a way how to extract
scale parameters will be discussed.

KEYWORDS. Particle tracking detectors; Transition radiation d&ies; Calorimeters; Large de-
tector systems for particle and astroparticle physics


mailto:robert.froeschl@cern.ch

Contents
1 Introduction

2 Setup
2.1 Sub-detectors geometry and granularity
2.2 Read-out electronics, data acquisition and recortgirusoftware
2.3 Beam lines set-up and instrumentation

3 Energy measurement with the Liquid Argon calorimeter
3.1 Data samples
3.2 Event selection
3.2.1 Particle identification
3.2.2 Beam quality
3.2.3 Detector imperfections
3.2.4 Quality of reconstructed objects
3.3 Energy measurement
3.3.1 Electronic calibration
3.3.2  Cluster building
3.4 Monte Carlo simulation and comparison to data
3.4.1 Monte Carlo simulation of the Combined Test Beam 2004
3.4.2 Energy response
3.4.3 Shower development
3.4.4 Systematic uncertainties
3.5 The Calibration Hits Method

~N O W W

© 00 0 00

11
12
12
12
13
13
14
15
17
20
21

3.5.1 General strategy for the computation of represeetatilues for distributions22

3.5.2 Estimation of the energy deposited upstream of therdizm
3.5.3 Estimation of the energy deposited in the accordion
3.5.4 Estimation of the energy deposited downstream ofcherdion
3.5.5 lterative procedure

3.6 Linearity and resolution

4 Momentum measurement with the Inner Detector
4.1 Track reconstruction
4.2 Monte Carlo simulation and comparison with data

5 Particle identification with the Transition Radiation Tra cker
5.1 Introduction to particle identification with the Tratisn Radiation Tracker
5.2 The combined test beam data
5.2.1 Data samples
5.2.2 Data quality
5.2.3 Electron and pion samples

22
24
26
27
29

32
33
33

34
34
35
35
36
36



5.3 Particle identification methods 37

5.3.1 The high threshold method 37

5.3.2 The time-over-threshold method 38

5.3.3 Combined method 39

5.4 Measurement of the high threshold onset 40
5.4.1 Procedure and error evaluation 40

5.4.2 Results 41

6 Bremsstrahlungs recovery using the Liquid Argon calorimeer 42
6.1 Results with combined test beam data 43

7 Intercalibration with E/p 47
7.1 Modeling the detector response functions 48
7.2 Scale factor extraction procedure 52
7.3 Estimation of systematic errors 53
7.4 Results 53

8 Conclusions 56

1 Introduction

The Large Hadron Collider (LHC) collides 7 TeV proton beamstending the available centre-
of-mass energy by about an order of magnitude over that sfiegicolliders. Together with its
high collision rate, corresponding to an expected integréwminosity of 10-100 fbl/year, these
energies will allow for the production of particles with hignasses or high transverse momenta
or other processes with low production cross-sections. LTH€ will search for effects of new
interactions at very short distances and for new particlsgibd the Standard Model of particle
physics (SM).

An excellent knowledge of the electron energy and momentogincd the photon energy in a
large energy range is needed for precision measuremethis \&itd beyond the SM and to resolve
possible narrow resonances of new particles over a largegbmmd. Therefore good energy reso-
lution and linearity are needed for energies ranging fromva&eV up to a few TeV. An excellent
and uniform measurement of the photon and electron energcisssary for the potential discovery
of the Higgs boson in the decay channels-Hyy or H — ZZ* — 4e. In addition good e&f sepa-
ration capabilities are needed to suppress the backgraand@®CD (quantum chromodynamics)
jetst faking an electron signal by the required factor of 10

In order to test the performance of the ATLAS (A Toroidal LH@paratuS) subdetectors in
conditions similar to those expected at LHC, a Combined-Bestm (CTB) campaign was set up

1A jet is an ensemble of hadrons and other particles produgédebhadronization of a quark or gluon emitted in a
narrow cone.



in 2004 where a full slice of the barrel detecfovgas exposed to particles (electrons, pions, muons,
protons and photons) of momenta ranging from 1 Gel 350 GeVc. The most important goals
of this campaign were

e to test the detector performance in a combined set-up witth dinclose to final electronics
and TDAQ (Trigger and Data Acquisition) infrastructure;

e to develop and test reconstruction and calibration so#ivgamilar to that used by ATLAS;

¢ to validate the description of the data by Monte-Carlo (Mid)sations to prepare for the
simulation of ATLAS data;

¢ to perform combined studies in a set-up very close to ATLAS.(eombined calorimetry,
inner tracker and calorimetry).

This paper presents results combining the performance wbus ATLAS subdetectors,
namely the Pixel detector, the Semiconductor Tracker (S@IE) Transition Radiation Tracker
(TRT) and the electromagnetic calorimeter.

The Pixel detector]] is a silicon detector providing discrete spacepoints dnatused for high
resolution tracking. The SCT detectd] [consists of silicon strips providing stereo pairs to the
tracking algorithms. The TRT3[5] is a straw tube tracker with electron identification capités
mainly through detection of transition radiation photonsated in a radiator between the straws.
In this way electrons can be distinguished from hadronstlgnpeons. The Pixel detector together
with the SCT detector and the TRT compose the ATLAS Inner @ete

The electromagnetic calorimeter of the ATLAS detect®d], is a lead and liquid argon (LAr)
sampling calorimeter with accordion shaped absorbershaadeen designed to fulfill the above
mentioned requirementd.(, 11]. The used LAr calorimeter module will be described in more
detall in sectior?. Its performance has been measured in many test-beam acamptie results
on linearity, uniformity and resolution for the LAr barredlorimeter have been published 2]
and [L3] for “close-to-ideal” conditions, with very little matexd upstream the calorimeter, with
no other ATLAS detectors being operated simultaneouslyefgi@l sources of coherent noise)
and without any magnetic field. The electron performancehefltAr barrel calorimeter at the
CTB, including linearity, uniformity, and resolution wittlifferent amounts of material upstream
the calorimeter and momenta ranging from 1 GeV to 250 (&aMithout magnetic field in the Inner
Detector has been published 4]. This paper presents results obtained for the electroetagn
performance of the LAr calorimeter (linearity and resan)iin the presence of a magnetic field in
the Inner Detector.

After a description of the setup at the CTB (sectR)nresults obtained for the electromag-
netic performance of the LAr calorimeter (linearity andalesion) in the presence of a magnetic
field in the Inner Detector (sectid) and for the momentum measurement with the Inner Detector
(section4) are presented. Furthermore that separation performance of the Transition Radia-
tion Tracker is discussed in secti® A bremstrahlungs-recovery algorithm relying on the LAr
calorimeter is presented in sectiénand results obtained for th&/p ratio, i.e. the ratio of the

2The barrel detectors constitute the central part of the A$ld&tector, i.e. around the plane through the interaction
point and perpendicular to the beam axis.



H8 beam X z

2860 mm | |

I~ |
@Iination of cryostat = 11.25 °

ETH ¥

Figure 1. Schematic view of the H8 CTB set-up, including the inneed&ir components and the LAr and
Tile calorimeters.

energy measured by the electromagnetic calorimeter anchtimeentum measured by the Inner
Detector, and a way how to extract scale parameters aresgisgun sectiof.

2 Setup

During the 2004 CTB campaign all ATLAS sub-detectors (Hamedge) collected data with parts
of their detectors in the H8 beam line of the CERN Super Pr&gnchrotron (SPS) (see sec-
tion 2.3). The detectors were installed in the beam line with redapwsitions as close as tech-
nically possible to the real ATLAS geometry: the distancénMeen sub-detectors, the pointing
geometry, and the magnetic field orientation have been pesdevhere permitted, although the
distance between the Inner Detector and the calorimetensich larger than in ATLAS (figuré,

figure 2, length scale in figurd). A detailed description of the whole set-up can be found 8}.|

2.1 Sub-detectors geometry and granularity
The ATLAS combined set-up at the 2004 CTB included:

e Six modules of the Pixel detector (2 modules for each of theetipixel layers: B, 1 and 2 as
defined for the ATLAS detector)];

e Eight modules of the Semiconductor Tracker (SCT) dete@angdules per layer, as in the
ATLAS detector) P];

e Two barrel wedges of the Transition Radiation Tracker (TR[corresponding to 116 of
one barrel wheel;

e One module of the LAr electromagnetic barrel calorimeteM B corresponding to A16 of
one barrel wheellg];



Figure 2. The ATLAS 2004 CTB set-up. The beam is coming from the lefésiFrom left to right are located
the inner detector components including a magnet, the Lyastat with the Tile Calorimeter modules right
behind. The muon set-up is located on the right outside o$tlee of the picture.

e Three long barrel modules and three extended barrel mcthfiéise hadronic Tile Calorime-
ter [17];

e Muon spectrometer: three stations of barrel Monitored tDrrifbe (MDT) chambers and
three stations of MDT endcap chamiefsg].

The Inner Detector (ID) consists of three different subdeies, namely Pixel, SCT and TRT.
The CTB coordinate system is chosen to be right-handed,thétZ-axis along the beam direction
and the Y-axis pointing vertically towards the sky as deguicin figurel. The Pixel and SCT
modules were located inside a MBPS magnet (MBPSID). Thisn@iaiy one meter long, and is
often used at CERN as bending magnet for the acceleratgmavitded a field along thedirection,
deviating the particles i (angle in thez-y plane), as in the ATLAS detector. It is mainly operated
with a -850 A current, providing an integrated field-of1.4 Tm. In such a field the deviation for
a 10 GeV/c electron is about 4 cm at the exit of the magnet, antil cm at the front face of the

3The three extended barrel modules were only present at thiertieg of the data taking period.
4During parts of the test-beam campaign an additional bartein chamber was placed directly downstream of the
Tile Calorimeter set-up (before the beam dump).



electromagnetic barrel module; in ATLAS, a 10 Ge\klectron produced at the vertex is deviated
by ~ 13 cm. Even though the set-up could not be identical as theA&T&et-up, the configuration
provided a good enough approximation for many studies. TRE Modules were located outside
the magnet due to space limitatiohsThe origin of the global reference frame is located at the
entrance of the MBPSID magnet.

A Pixel module consists of a single silicon wafer with an gro50 umx400um pixels that
are readout by 16 chips. In the CTB setup, six Pixel modulesiaed and distributed by pairs in
three layers and two sectors. The distance along the beanbatiween the different layers and
the location of the modules within each layer coincides wlith arrangement of the modules in
ATLAS. The active area of each module igy = 60.8<16.4 mntf. Each module is positioned at
an angle of about 20with a superposition of the two modules in each layer of al2@@um.

The SCT detector consists of silicon microstrip sensor riesdwith 80um pitch. Each mod-
ule has two sets of sensors glued back-to-back around at&®6 (Thermo-Pyrolithic Graphite)
spine with a relative rotation of 40 mrad with respect to eaitter to give the required capability
for a 3D space point reconstruction. The SCT has a single ladgloe design for the barrel region,
plus three types for the end-caps (namely outer, middle rmmet iaccording to their position in the
end-cap wheels). Though the CTB was meant to reproduceeadfltbe ATLAS barrel, eight SCT
end-cap outer modules were used in the final setup. As in ttedsptase, two SCT modules are
used in each of the four layers and distributed in two sectbine SCT module location is similar
to the one that may be encountered in ATLAS, but the modules weunted perpendicular to the
beam axis. The four SCT layers cover an areaxof z 120.0<60.0 mn?. There is a 4 mm overlap
between the two modules in each layer. Because of hardwabdepns, the front side of the lower
SCT module in the third layer was not functioning.

The TRT setup is made of two barrel wedges. Each wedge isaquoivto 1/16 of the circum-
ference of a cylinder, with inner radius of 558 mm and outdiusiof 1080 mm and overall length
along the Z-axis of 1425.5mm. For some of the runs, the Pix@|SCT detector were exposed
to a magnetic field. The magnetic field profile has also beersured and its non uniformity has
been also considered in the software and the track recatistithas been carried out taking into
account its effects.

The alignment of the Inner Detector components has beenwiheharged-hadron beams
with beam momenta between 5 and 180 GeY19]. The RMS for the residuals was 10n for the
Pixel modules and 26m for the SCT modules.

The electromagnetic LAr calorimeter module was built far &TLAS CTB, using absorbers,
electrodes, motherboards, connectors and cables lefttfreproduction of the 32 ATLAS electro-
magnetic barrel modules. An extensive description of taetedmagnetic barrel calorimeter and its
modules can be found id§]. The electromagnetic barrel is a lead/LAr sampling catater and
is longitudinally segmented into three lay&(strip, middle and back layer), each having different
longitudinal thickness and transverse segmentation gdd-out cells with the following granu-
larity (see figured): the strip layer is finely segmented in pseudorapidifywith a granularity of
0.025/8n-units, but has only four subdivisions imper module and hence a granularity af/@4;

5In ATLAS, the TRT detector is inside the solenoidal field.
6These three layers are also called the accordion part ofdbeimeter.
"The pseudorapidity) is defined ag) = flntang.
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Figure 3. Sketch of a barrel module of the electromagnetic LAr cateter. The accordion structure and
the granularity im and¢ of the cells of each of the three layers is shown.

the middle layer has a segmentation of 0.02% iand 27/256 in ¢; the back layer has the sanpe
granularity as the middle one, but is twice as coarsg {i0.05). A thin presampler (PS) detector
is mounted in front of the LAr calorimeter module: the PS igraented im with a granularity of
~ 0.025 (as the middle layer), and has a granularity @62 in ¢ (as the strip layer). Between the
PS and the strip layer readout-out cables and signal cioliebbards are installed.

The cryostat containing the module of the electromagnetiortneter is installed on a mov-
able support table which can rotate@r(angle in thex-z plane) and translate i It was therefore
possible to move different pseudorapidity regions intoghgicle beam, but it was not possible to
rotate in azimuthyp.

2.2 Read-out electronics, data acquisition and reconstridion software

The Front-End Boards (FEB) and back-end electronics usethéoCTB campaign were the fi-
nal prototypes of the boards built to equip the LAr caloriemstinstalled in ATLAS. A detailed
description of these boards is available in dedicated patitins for the front-end boar@(], cal-
ibration board 21], controller and tower builder board23], and the Read-Out Driver (ROD) and
back-end systenB]. Further explanations on the LAr read-out system usediferGTB can be
found in [24]. Similarly to the detector set-up and read-out, the Datgthsition system (TDAQ)
software in operation for the CTB data taking was an earlgivarof the packages developed for
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Figure 4. Outline of the beam line instrumentation19. The straight line represents the high energy beam
line that was used for the data analyzed in this paper. Trengors are explained in the text.

ATLAS [25].

Previous stand-alone test-beam campaigns had been nesh#éod analysed using specific
software. For this campaign, the C++ reconstruction safnirathe Athena framework, up to then
only used for Monte Carlo simulation based studi2§],[ has been adapted to process the data
from the 2004 CTB. The experience from the 2004 CTB has be@fuable in the development of
ATLAS software used in data recording of events from cosmye thitting the detector since 2006
and in LHC collisions.

2.3 Beam lines set-up and instrumentation

The CERN H8 beam line provides hadrons, electrons or muottsmomenta from 1 GeXe to
350 GeV/c. The H8 beam is created by extracting 400 ¢Geyrotons from the SPS towards the
North Area experimental zone. From the primary target (Tetylium up to 300 mm in length),
the secondary beam had momenta between 9/6&v350 GeVc. We call this the High Energy
(HE) beam line. A secondary filter target (8 or 16 mm of leadsioelectron beam) was introduced
to produce a “pure” electron beam. The beam can also be @idserito an additional target (T48)
further downstream, close to the experiment to provide nmdanfom 1 GeV/c to 9 GeV/c. This

is called the Very Low Energy (VLE) beam line.

Figure4 shows the beam line instrumentation for the HE and the VLEbé@zes [L5]. Three
Cerenkov counters were used on the H8 beam line, CHRV1 wtwehirupstream, and the other
two were placed about 1 m upstream of the last bending magtret ¥LE spectrometer (CHRV2),
one on HE beam line for momenta9 GeV/c and the other one on the path of the particles in the
VLE beam line. Five beam chambers (BC-2, BC-1, BCO, BC1, aB8@)Bvere used to define the
beam profile. A beam stop was inserted after the first bendeget of the VLE spectrometer and
the scintillator SMV behind served as a muon veto. The dkitdgrs S1, S2 and S3 were used for
the main trigger, SMH (scintillator with a hole of diameted 8m) was used in anti-coincidence to
veto the muon halo of the beam.

The beam momentum measurement at the CTB is described ihid¢ted]. The absolute en-
ergy scale of the electromagnetic LAr barrel calorimeter bheen determined by means of selected
electron runs (not listed in tabt® with a nominal beam momentum of 180 G&/and without
magnetic field in the MBPS magnet. This scale has been usdtidantire CTB. It depends on
the LAr temperature which was measured to ber80.1K. A comparison between the mea-
sured visible energy in a3 3 cluster (see sectioB.3.2for a description of the clustering) and



Table 1. Run number, nominal beam momentum, estimated average ieamentum, beam spread, homi-
naln impact position, current in the MBPS magnet that provideditild for the inner detector and the total
number of events taken for the data samples before and atteand the number of events after cuts for the
Monte Carlo simulation used in this analysis.

Run number pggg’r{;‘a' < Poeam>  O(Pbeam N"°™"a  MBPS current Events Data Events Data Events MC
(GeV/c) (GeV/c) (GeV/c) (A) (after cuts)  (after cuts
2102399 100 99.86- 0.11 0.24 0.45 -850 200000 19075 55665|
2102400 50 50.292- 0.10 0.12 0.45 -850 200000 19723 56151
2102413 20 20.16- 0.09 0.05 0.45 -850 70000 6583 41600
2102452 80 80.@- 0.10 0.19 0.45 -850 200000 8180 57473

the simulated one yielded the absolute energy scale of therater that is used throughout this

paper. Details on the runs used and the method applied tacéttre energy scale are described
in [14]. The uncertainty on the obtained absolute energy scal®éas estimated to be 0.7 %. It

accounts for the HE spectrometer current error for these (u®.04 %); the absolute scale for the

CTB (25%/ ppeam@® 0.5% = 0.52 % for ppeam= 180 GeV/c) and the detector response uniformity
(< 0.4 %, uniformity, see14] for details). These three components have been added drajuee.

3 Energy measurement with the Liquid Argon calorimeter

After a brief description of the data samples (sec8al) and the event selection (secti8r®), the
way the energy deposited in a single calorimeter cell is nreglsand how clusters are formed out
of these cells is recapitulated in secti®i3. This is followed by a comparison of the Monte Carlo
simulation to data (sectioB.4). Finally a Monte Carlo simulation based calibration pehoe for
the cluster energy is presented in secttohiand applied to data in sectidh6in order to extract
the linearity and resolution for the liquid argon calorierein the presence of a magnetic field in
the Inner Detector.

3.1 Data samples

The data samples that were taken during the CTB 2004 and aséuk:fanalysis in this paper are

listed in tablel. The average beam momentum, denctepheam >, and the beam spread, denoted
0 (pream), Were computed for each run using the collimator settingktia@ currents from the beam

momentum selection spectrometer as describetidh [

3.2 Event selection

This section describes the event selection procedure éoCTB 2004. SectioB.2.1is devoted to
particle identification for electrons, secti@r2.2describes the requirements concerning the beam
guality and sectior8.2.3 deals with detector imperfections. Finally secti®r2.4 discusses the
quality requirements for reconstructed electron-likecoty.

3.2.1 Particle identification

The purpose of the procedures described in this subsestitorsielect only events for the analysis
that are triggered from an electron from the beam enteriag#torimeter. Requirements concern-



ing measurement variables from the beam line instrumemntgiresent only in the data samples
are only applied there. Requirements that involve measemewariables from the calorimeters
or the inner detector are applied both to the data and to thelaiion samples in order to avoid
introducing any bias. When cuts were used only on data, kpsaitly stated.

The following requirements have to be met for an event to leated:

1.

Less than 700 MeV is deposited in the first tile calorimédger. The purpose of this re-
quirement is to reject pions.

Less than one percent of the energy deposited in the watais is deposited in the tile
calorimeter. The purpose of this requirement is to rejeat i

. There must be at least 20 hits in the TRT. The purpose oféhajgirement is to be sure to

have a good track in the TRT.

. TRT High Level Hit Probabilit§ > 0.15: The purpose of this requirement is to reject pions

and muons . This requirement is applied only to the data sssnpince the TRT High Level
Hit Probability is not correctly modeled in the simulaticeid only electrons have been
simulated.

. Trigger from the trigger scintillators 352: This requirement guarantees that only beam

particle triggered events are considered and not randggetrs that were injected to measure
pedestal levels. Since the trigger scintillators are nousited, the requirement is applied
only to the data samples.

. Muon halo veto scintillator (SMHXx 460 ADC: The purpose of this requirement is to reject

muons. Since the muon halo veto scintillator is not simdlathe requirement is applied
only to the data samples.

. Cherenkov counter CHRV2,HE 650 ADC: The purpose of this requirement is to reject

pions for the run at 20 Ge\¢ nominal beam momentum. Since the cherenkov counter is not
simulated, the requirement is applied only to the data sasnpl

3.2.2 Beam quality

Two additional cuts are applied to the data to ensure thatmanticles from the central part of the
beam and no particles from the beam halo are used.

1.

Thex values measured by the beam chambers BC-1 and BCO are Yimearélated since
the setup is rigid and there is no magnetic field in the flighh fietween these two beam
chambers. The same is true fpwalues. The left figures of figure show the distributions
for xandy. A line is fitted to each of the distributions and the orthoglattistancesfxgc-1
andAygc.1) are shown in the right figures of figue Gaussians are fitted to the orthogo-
nal distance distributions and 3 times tieof a Gaussian is defined as the largest allowed
absolute orthogonal distance. Tkhandy distributions and the corresponding orthogonal
distance distributions with these cuts applied are showigime 6.

8The TRT High Level Hit probability is explained in sectién
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Figure 5. Beam chambers BC-1 vs. BGO(top left) andy (bottom left) measurements with fitted line.
Distribution of the orthogonal distance&xgc-1 andAygc-1) from this line forx (top right) andy (bottom
right) values together with a Gaussian fitted to the core efiistribution.

Table 2. Allowed ranges for th& andy values (denoteBC1, andBCly) of beam chamber BC1 for all beam
momenta.

ppominal (Gev/c)  (min,max)BCLx (mm)  (min,max)BCl, (mm)
20 (—15,+7) (-13,+12)
50 (—15,+5) (—15,+15)
80 (=5,47) (—10,+10)
100 (—15,+7) (—15,+15)

2. Thexandy values (denote@C1, andBCly) of beam chamber BC1 are restricted to ranges

where the total visible energy in the electromagnetic @aleter is flat with respect tBC1,
andBCl,. The intervals used are given in taldle
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3.2.3 Detector imperfections

This subsection describes the procedures to discard etlatthiave been affected by detector
imperfections.

Coherent noise in the presampler. In order to reject events with coherent noise in the presampl
layer of the LAr calorimeter, the distribution of the pregaer cell energies of all cells outside the
region where the beam hits the calorimeter is considered el — Nbean] > 0.2. If there is no
coherent noise present, this distribution is a Gaussidmméan equal to 0 and an rms equal to the
average noise of the cells. Ligts denote the number of presampler cells with positive enengly a

nps the number of presampler cells with negative energy. Anteigerejected if nPS+nPS > 0.6.
Since the coherent noise is not simulated this cut is onlyieghpo the data samples Less than
0.2% of the events are rejected by this cut.
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Shaper problem. The four cells at 0< ¢cer < 0.1, nNeenn = 0.3875 in the middle layer of the
LAr calorimeter suffered from an unstable signal shapere $tochastic distortion of the signal
shape introduced a variation of the order of 3% for the galnes Although the effect on the
reconstructed cluster energy<s 1%, all events with clusters that contain any of these cells a
discarded. In order not to introduce a bias, this cut is apptioth to the data samples and to the
simulation samples.

3.2.4 Quality of reconstructed objects

The purpose of the requirements described in this subseistim select events that have a recon-
structed electron-like object. This object consists ofwstr in the electromagnetic calorimeter
and a track in the Inner Detector that is geometrically maddio the cluster.

Track to cluster matching. A track® in the Inner Detector can be extrapolated to the LAr
calorimeter and thg and¢ coordinates of this extrapolation, denoteglack and ¢rrack are com-
pared with then and ¢ coordinates computed for the clusters in the calorimetmptednciuster
andg¢ciuster- In order for atrack to be matched to a cluster the followimg tonditions are imposed

o |Prrack— Pcluster] < 0.05 rad,

® |NTtrack— Nciusterd < 0.01.

An event is accepted for the analysis if there is at least catelmed track-cluster combination.

Track quality. At least 2 hits in the Pixel detector for the matched track raguired. This
requirement ensures an acceptable track quality.

3.3 Energy measurement

The calibration of the energy measurement of the LAr caletén consists of two consecutive
steps. First the raw signal (in ADC counts) for each cell isvested into the deposited energy in
the cell. This step is denoted electronic calibrationand briefly discussed in secti@3.1 During
the second step clusters are formed out of calorimeter aptlsan estimate of the initial energy
of the impinging particle associated with the cluster is pated. The cluster formation algorithm
is briefly described in sectio®.3.2and sectior8.5is devoted to a Monte Carlo simulation based
procedure for computing the estimate for the initial enasfythe particle.

3.3.1 Electronic calibration

A very detailed discussion of the electronic calibration aell energy reconstruction for the LAr
EMB calorimeter is given in34].

The signals that are induced by the drifting electrons irithed argon gaps of the calorimeter
are amplified, shaped and then digitized at a sampling ra4@ dHz in one of the three available
gain channels. Since the patrticles in the testbeam (uniikieed LHC) do not arrive in phase with
the 40 MHz clock, the phase is measured for each event by tllatém in the beam line. This
measured event phase is then used to select the correctagatroél filtering constants. The sets

9The track reconstruction for the CTB 2004 is described itised.1
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of optimal filtering constants had been prepared previoigslgll different event phases (1 set per
1 ns). In the CTB 2004 setup six samples are digitized. Frammdlsix samples five samplgs
closest to the signal peak are chosen and the signal anmgMDGeakis computed by th©ptimal
Filtering Method[27]

5
ADCpeak= 'Zlai (s—p), (3.1)

whereg; are the optimal filtering coefficients that are computed fthenpredicted ionization pulses
obtained using the technique describedZ§] jand p is the pedestal value which is the mean of the
signal values generated by the electronic noise that isuneéén dedicated calibration runs.

From the signal amplitudADCpeaxthe cell energyEce is computed by

l .
EceII = FDAC—)pAFuA—)MeVW Z Ri [ADCpeak]I ) (3-2)
=12

Mear |

where the factord&} model the electronic gain with a second order polynomiahveding the
ADCeakamplitude into the equivalent current uni3AC). The constant factor RS/ MCa takes
the difference between the amplitudes of a calibration anidrization signal of the same current
for the electronic gain into accourt§-31]. The constantspac_.ua andFya—wev finally transform
the current DAC) into energy (MeV). The details of the computation and \atiioh of all the
calibration constants used in €8.1) and eq. 8.2) are described in2{4].

The extraction of théa_mev conversion factor determines the absolute energy scaleeof t
calorimeter and is extracted by comparing the energy respomselected runs with MC simula-
tions (see more detailed description in seczoBand [L4]).

3.3.2 Cluster building

In order to reduce the noise contribution to the energy nreasent, a finite number of cells is
used to calculate the energy. The process of choosing wkitdhare used is callecluster build-
ing. Several methods exisBY), e.g. topological clustering and sliding window clusteyi In the
analysis here the standard ATLAS clusterii®g][is used. For electrons, this means that in order
to find the seed position for the cluster, a window of 5 middle cells { x ¢ extension) is slid
across the calorimeter and the energy content in these 28evadlls is computed. The position of
the central cell of the & 5 window with the highest energy content is then used as sestiqn
for the cluster. This seed position is propagated to therdéyers of the calorimeter. For each
layer, the cells contained in windows centered at the gieenl position for the layer belong to the
cluster. The size of the window is different for the varioagdrs, e.g. for the middle layer the size
is3x7.

A 3 x 3 cluster has been used to extract the absolute energy $ahke @ectromagnetic LAr
barrel calorimeter from selected electron runs (not liste@ble 1) with a nominal beam momen-
tum of 180 GeVc and without magnetic field in the MBPS magnet. Details cafobed in [14].

3.4 Monte Carlo simulation and comparison to data

After a description of the Monte Carlo simulation setup iotem 3.4.], the results of the Monte
Carlo simulation are compared to data taken in the CTB 206is domparison is performed for the
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energy response for the different layers of the calorim@aisectior8.4.2 and the development
of the electromagnetic shower (sectidd.3.

Since the calibration procedure (secti®m) relies on Monte Carlo simulation a sufficiently
good agreement between the Monte Carlo simulation and tiaeisiaecessary to achieve the re-
quired level of accuracy for the electron energy measurentesr the required linearity of 0.5%
the agreement between the Monte Carlo simulation and tlefoiathe sum of the visible energies
of all cells in a cluster also has to be at the level of 0.5%.

3.4.1 Monte Carlo simulation of the Combined Test Beam 2004

The response of the detector setup of the Combined Test Béamt@ the various beam particles
is simulated using th@EANT4 toolkit [33]. GEANT4 uses Monte Carlo methods to simulate the
physics processes when particles pass through matter.Q@3%e-EMV physics list was used to
parameterize these physics processes. The details of tmeetygc description of the Combined
Test Beam 2004 iGEANT4 are described in34]. The simulated energy deposits are reconstructed
with the same software as the data. This is all done insid&ThAS offline software framework
ATHENA, release 12.0.95.

The far upstream material (secti@) is taken into account by introducing a piece of alu-
minum with the equivalent thickness of 15% of a radiatiorgtbrplaced directly downstream of
theGEANT4 particle generator. All particles that emerge from the fastteam material are recorded
in the simulation and are used to model the effect of the b&zeralcceptance (secti@w.]).

One effect that is not modeled in the simulation is the cralisttetween strip and middle lay-
ers. This cross talk has been measured by analyzing thensspbthe various cells to calibration
pulses B5, 36]. A cross-talk ofXmi_st = 0.05% from the middle layer to the strip layer and of
Xstmi = 0.15% from the strip layer to the middle layer have been obth{peak-to-peak values).
They are accounted for after the energy reconstruction digtrédouting 8 Xmi st Emiddie from the
middle layer energy to the strip layer enerdy and Xs ,mi - Estrips from the strip layer energy to
the middle layer energy.

The simulated electron momentum that is used in the Monte@anulation is the nominal
beam momenturp®™ina for the given run (tabld). Since the average beam momentarppeam>

beam

is not identical to the nominal beam momentygi?™na all energies in the Monte Carlo simula-

tion are scaled by ppeam> /ppominal This is justified because the nonlinearities of the detecto
response are negligible for such scaling factors very diossiity for the investigated beam mo-
mentum range. The beam spreafiyeam for the given run (tabld) was also not simulated and
therefore has to be subtracted for the Monte Carlo simuldtialata comparison of the resolution.
The beam profiles change with the beam energy due to modificain the beam optics.
Consequently, in order to guarantee the best agreemenedetdata and MC, the beam profiles
have been matched run-by-run: in the “standalone period’the “calorimeter and TRT period”
the MC beam profiles are generated as wide flat distributioribe (i, @) plane, whereas in the
“fully combined period” they are generated to match the psfineasured in the SCT and Pixel
detectors. For all periods the events are then re-weightettier to obtain the best match between

the (n, @) distributions obtained in MC and in the data in the calorgnet

10The sum of the energies of all cells of a given layer is denatits layer energy.
Each middle cell has 8 adjacent strip cells.
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Figure 7. Beam line acceptance weight function.

Beam line acceptance. Particles which loose a significant amount of energy in trebkne will
have a smaller probability to reach the trigger scintillatoSince the beam line was not modeled
in the Monte Carlo simulation, a weighting scheme is empdote simulate the acceptance of
the beam line. In the simulation a detector is placed diyeaftier the far upstream material (see
section2 and sectiorB8.4.1). For each event the ratio of the energy of the most energaetitcle

E measured by this detector and the nominal beam energ§ JEJ9™" is used to compute a
weight from the weighting curve shown in figure This weight is attributed to all measurement
variables of the event. The weighting curve has been oltdigex dedicated beam line simulation
beforehand37]. The application of the beam line acceptance weight hasgmifisant impact on
the calorimeter measurements, but is needed for a correctigiéon of the tail of the momentum

measurement in the inner detector (see fi@)re

3.4.2 Energy response

The Monte Carlo simulation to data comparisons for a beam embiim of 50 Geyc for the re-
constructed presampler layer enerdigs, for the reconstructed strip layer energigips, for the
reconstructed middle layer energiggiqqie and for the reconstructed back layer energigsy are
shown in figured. The agreement concerning the shapes of the distributtogedd in general.

The Monte Carlo simulation to data comparisons of the \ésdnergyEyis which is the sum
of all layer energies is presented in figut8 for all beam momenta. The shape agreement is
best atppeam= 20 GeV/c and deteriorates with increasing beam momentum. One dausigs
discrepancy is the fact that the beam spre@gyeam) for the given run (tabld) was not simulated
and the impact of the beam spread is larger for higher beamantansince the relative resolution
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Figure 8. The distribution of ¥p measured with the silicon detector (3 pixel layers and 4 S&/Ers)

for a beam momentum qi,eam= 20 GeV/c. The solid circles are the data, the shaded area reprakents
simulation including the beam acceptance, the dasheddmsitmulation without the beam acceptance. The
remaining discrepancy between the Monte Carlo simulatimfuding the beam acceptance and the data
comes from a slight misalignment of the Inner Detector.

improves whereas the relative beam spread is constant @éim lmomentum. In addition, the tails
towards lower energies are larger in data than in the Mont®Ganulation. The same behaviour
has been found for runs of the CTB 2004 without magnetic fié) B8]. The reason for this
is that the beam line is not modeled in the Monte Carlo sinatadnd the beam line acceptance
weighting does only approximate the effect of the beam lite.order to quantify this effect,
the visible energ\Eyis distributions are fitted with Crystal Ball functiolfsand thetail fraction

is defined as the fraction of events with a visible enegy below the mearug,, of the fitted
Crystal Ball function minus two standard deviations,, of the fitted Crystal Ball function. The
tail fraction for Monte Carlo simulation and data is showrable 3 for all beam momenta. Note
that for a Gaussian distribution the tail fraction would b&%2.

The ratio of the pealﬂE\c}iasta for the data and the pealg\%sc for the Monte Carlo simulation is
shown in figurel 1 for all beam momenta. The deviation pgg;ﬁg/u%ﬁb from 1 is compatible with
the energy scale uncertainty and the error bars. The mainilmations to the error bars are the
beam momentum uncertainty (data only) and the statisticafse

12The definition of the Crystal Ball function is given in secti®.1, eq. (7.5).
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data.

Table 3. Tail fraction (defined in the text) for Monte Carlo simutatiand data for all beam momenta.

pRominal  Tajl fraction Tail fraction
(Gev/c) Data(%) Monte Carlo simulation (%)
20 16.0(6) 10.8(2)
50 16.0(3) 11.9(2)
80 16.2(5) 8.5(1)
100 14.4(3) 6.4(1)

3.4.3 Shower development

For the comparison of the longitudinal shower developmenwt quantities are studied. Since in
both quantities reconstructed energies appear in the ratonexs well as in the denominator, they
are independent of the global energy scale. The first qyastihe shower deptimeandefined as
the energy weighted average layer depth of all accordiosrtalyy

EStristStrips+ Emiddie Xmiddle + EBackXBack
Estrips+ Emiddle + EBack

Xmean= , (3.3)
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Figure 10. Total LAr EM calorimeter respondgy;s (sum of the accordion compartments plus presampler
layer) for all beam momenta. Shaded area: Monte Carlo stionledots: data.

Table 4. LAr EMB layer boundaries and average depth at the beam ibgmédict (n = 0.442 ¢ = 0).

Layer XS (Xg) Xoper (X0) Xiayer (Xo)
Presampler 1.50 1.78 1.64
Strips 2.18 6.41 4.29
Middle 6.41 25.02 15.71
Back 25.02 26.78 25.90

where Xstrips, Xmiddle, XBack denote the average depth of the corresponding layer in ahitadi-
ation lengths Xp) given in table4. The Monte Carlo simulation to data comparison is shown in
figure 12(a)for pream= 50 GeV/c. Again there is sufficiently good agreement, although timeis
lated showers tend to be shorter with respect to the data.

The second quantity for the longitudinal shower developnsetie ratioEstips/Emiddie Of the
energies of the strip and middle layers. This ratio is vensiive to the amount of material in front
of the calorimeter. Therefore it can be used to assess thedéaccuracy of the material descrip-
tion in the simulation. The Monte Carlo simulation to datanparison is shown in figur&2(b)
for pream= 50 GeV/c. The shape agreement is good. Again, the showers staerearthe Monte

—18 —



1.02|||||||||||||||||||||||||||||||||||||

Qe _ I
LIJ> — -
= - ]
\m - —
g g 1.015 s e e e e e e e e e e e e e e e e e pu—
+ n ]
3 - ]
101:_ ................................................................................................................................. é_:
1.005 %) 3 -
1E -
0.995 -
0'99 :_ ..................................................................................................................................... _:
0‘985 :_ ..................................................................................................................................... _:
0 9 _I 11 I | | I L1 1 1 I | I | I L1 1 1 I | I -l I | I - I 111 I | I - I 1 I_

98 20 30 40 50 60 70 8 90 100

Prcam (GeVic)

Figure 11. Ratio of the pealpEdata of the visible energyy;s for the data and the pealgmc of the visible
energyEyis for the Monte Carlo simulation for all beam momenta. The glodaand representes the energy
scale uncertainty for the data.

Ok ] 3 [ 7

g 04 — > LF 01— a
g‘ E ] of ¢ [ ]
O o012~ — a L ]

5 2 E 7 S o0s| —
2 01— | |z C 1
o ] L ]
5= | .

—Z o008~ 4 006~ a
0.06]— e o0al— _
004 = r ]

C ] 0.02— —
0.02/— ] L ]
ol L o PRI L. ol
Og 9 10 11 12 13 14 15 16 % 1
ShowerDepth (X ) —Strips
EMldd\

(2) Shower depth (b) Estrips/Emiddle

Figure 12. Shower depth (left) and the ratio between the energy dejpdsie strips layer and in the middle
layer (right) forppeam= 50 GeV/c. Shaded area: Monte Carlo simulation; dots: data.

Carlo simulation than in data confirming the interpretatidithe shower depth distribution in fig-
ure 12(a) The Monte Carlo simulation to data comparison for the méaBs@ips/Emiddie for all
beam momenta (figure3) shows that the simulated showers tend to get shorter wathei to the
data with increasing beam momentum.
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3.4.4 Systematic uncertainties

The level of accuracy of the Monte Carlo simulation deswiptof the electromagnetic shower
development in the LAr calorimeter is affected by uncettagassociated with the geometrical
set-up and detector description (thickness of the leadrbbesy the depth of the first layer, the
exact amount of material in front of the strip compartmeutyles, electronics, the thickness of
the cryostat and the amount of LAr in front of the presampl&jmilar uncertainties will be an
issue for the ATLAS detector at the LHC. Therefore, it is irmpat to investigate them in the
controlled test-beam environment. However, the uncengsirassociated with the description of
the combined test beam set-up itself will not be present ihXSF. In order to understand the true
systematic effects relevant to ATLAS, the combined testrbsat-up-related uncertainties must be
understood and a procedure developed to isolate them.
The dominant contributions of the total systematic undaeiteare

e Uncertainties in the knowledge of the beam momentum. Alghotlne absolute beam mo-
mentum may include large errors, the relative momentunisshétween different nominal
beam momenta are considerably smaller and depend on chiangesm conditions (colli-
mator apertures, magnet currents, etc). Their total dmrtidn is generally relatively small
at the level of 0.1 % (0.2 % for a beam momentum of 20 Ge¥nhd below) 14].

e Simulation uncertainties in the description of the elatiagnetic shower development by
the simulation. Comparisons betwe@BANT4 .8 andGEANT4 .7 showed small differences
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at the level of 1% in the lateral and longitudinal shower d@wament because EANT 4.8
features an improved description of multiple Coulomb scaty.

e Uncertainties in the Monte Carlo simulation descriptiorihaf beam line and the description
of the cryostat and the calorimeter. The impact of theseributions on the uncertainty
of the reconstructed energy is smaller than 0.4 %. Howenderims of linearity, the listed
effects have a much larger impact at lower energies thangaehienergies; their impact
on the linearity for momenta 20 GeV/c is estimated to be less than 0.1 %. Most of them
come from the limited precision of the measurement of somarpeters like the beam-line
geometry, detector geometry, cross-talk, etc. These taigtes — except uncertainties of
the beam-line description — will also be present for ATLASI amne therefore listed below:

— Cross-talk in the strip compartment

— MPYS/MC@ in the strip compartment (see subsectBof. 1)

Cross-talk between the strip and middle compartments

Depth of the strip section (boundary between middle ang stimpartment)

Lead absorber thickness

Monte Carlo simulation description of the presampler raspo

Upstream material in the beam line

Material in front of the presampler

Dead material between the presampler and the strip comgartm

Simulation of charge collection

Monte Carlo simulation description of lateral and longitad shower shape

A detailed description of the systematic uncertaintieskmafound in [L4].

3.5 The Calibration Hits Method

In the LAr calorimeter only energy deposits inside the activaterial of the calorimeter are mea-
sured. This implies that certain energy deposits are nosuared directly. These are

1. Energy deposited outside the electromagnetic calogiméh the Monte Carlo simulation
this energy is split into 3 contributions:

. Eff;;reamp's Energy deposited upstream of the presampler, see s&ctdh

e Efge,.. Energy deposited between the presampler and the accosdiesectioB.5.2

o Ele  cam ENErgy deposited downstream of the accordion, see settos

2. Energy deposited inside the electromagnetic calorimétg outside of the reconstructed
cluster: In order to minimize the noise contribution and ¢cable to measure the energies of
several particles simultaneously, clusters of finite sizeused for the energy measurement.
However, the energy deposits in the calorimeter cells detifie cluster are not taken directly
into account and therefore have to be estimated, see sé&chich
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3. Energy deposited inside the reconstructed cluster imteive material: Because the LAr
EMB calorimeter is a sampling calorimeter and the develogra@d energy deposition of
the electromagnetic cascade for an electron is a stochastiess, the ratio of the energy
deposits in the active and passive material inside theaslwsries event-by-event and also as
a function of the beam momentum. Af @rder this ratio is approximated by a single factor,
thesampling fractionwhich is already applied at the cell reconstruction letgher order
corrections are presented in subsec8dn 3

These energy deposits are recorded as additional hits isiriindation, therefore the nantali-
bration Hits Method

The idea of this calibration procedure is to estimate théiereint kinds of energy deposits
by means of Monte Carlo simulations and correlate them tosorehle quantities, namely the
measured cluster presampler enefgy, the measured cluster accordion eneigy. which is the
sum of the strips, middle and back layer cluster energies,

Eacc= EStrips+ Ewmiddie + EBack (3-4)

or the shower deptiXmean Therefore quantities for the different energy depositsdafined for
each event. These quantities are binned with respect to &asurable quantity that is used to
parameterize the energy deposits. For each bin a reprégentalue is computed. Finally a fit to
these extracted representative values is made in ordetdamdhe desired parameterization for the
estimate.

The performance of th€alibration Hits Methodfor the Combined Test Beam 2004 for runs
without magnetic field in the Inner Detector has already bdisoussed inJ4, 38]. Therefore,
the impact of the presence of the magnetic field in the Innged@er on the performance of the
Calibration Hits Methodwill be emphasized.

3.5.1 General strategy for the computation of representatie values for distributions

The calibration of the electron energy is performed wittpees to the peak position of the cali-
brated cluster energy. The reason for this choice is to nimdrthe effect of event selection cuts
for physics analyses. These cuts mostly affect events itatlseof the various distributions and the
dependence of peak values on these tails is the small. Im trdie consistent, the peak position
of a distribution is used to characterize its represerdatalue throughout this section.

3.5.2 Estimation of the energy deposited upstream of the acadion

The energy deposited upstream of the accordion consistedriergy deposited upstream of the
presampleEiS ..mps the energy deposited in the presamigk® and the energy deposited be-
tween the presampler and the accordii§®, ... For a given beam momentum the sum of these en-
ergies, denote&ﬁrggreamAc(js estimated as a function of the measured presampler eBgegy-or
bins of Eps covering the whole energy range of presampler energy measunts, thEHﬁ;reamAcc
distributions are accumulated.

For each bin a fit with a Gaussian is performed around the peckie mean of the Gaussian
Bl psreamacdS attributed to the measured presampler energy corresmptuithe center of the bin.

The resulting profile is plotted in figuB4 for ppeam= 50 GeV/c.

—22 —



—~ T 1 1 T 1 1 L T 1 1 T 1 1 LI T 1 1 L L T 1 1 T T

> I -
(0] - o |
O a5 _]
. B i
< — -

£
[ — -

o
g2 B ]
= 21— —
i’ N i
1.5 —
I~ ]
. |
05 —
_I 11 I 11 | I 11 1 I 11 | I 11 | I 11 | I 11 | I 11 1 I 11 1 I 11 | I 1 I_

0 0.2 0.4 0.6 0.8 1 1.2 14 1.6 1.8 2

Eps (GeV)

Figure 14. Energy deposited upstream of the accordion as a functithreaeconstructed presampler energy
for ppeam= 50 GeV/c. The error bars are within the disks.

a(Gev)

°

&

[
— e
o

Ao

n ] 1.04[— |
0.43— - S i
0.425 } { 1.02— } |

S P I B PR T BT T I A I I I T IR B I
20 30 40 50 60 70 80 90 100 20 30 40 50 60 70 80 90 100

Pream (GeVic) Pream (GeVic)
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(eq. 8.5 and eq. 8.9)).

For each beam momentum a straight line is fitted. The obtaiffedtsa(ppeam) and slopes
5( Poeam are shown in figurd5. For the runs at the Combined Test Beam 2004 without magnetic
field in the Inner Detector the offse#g ppeam) are a monotonously rising function @heam[38].
With magnetic field in the Inner Detector, the tracks of thetipies with lower momentum are
bent more strongly resulting in a smaller impact angle. Téuagls to an increase of the lengths of
the tracks in the cryostat and therefore to an increasg mtam). As a consequence, the obtained
offsetsa(ppeam) are a nearly constant function pfeamwithin the errors.
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Next, the offset as a function of the beam momentum is paeiret by fitting

a(Pbeam) = @ + a1 109 Poeam (3.5)

and the slope by fitting
b(Poeam) = bo + b1 109 Poeam (3.6)

with ppeamin units of GeV ¢! for the logarithms. These are the same parameterizati@hitve
also been used for the runs without magnetic field in the Ifretector. The slope is very well
parameterized and the differences for the offset are atetved bf 20 MeV. The fitted values are
ap = 0.45(1) GeV,a; = —0.003(3) GeV, by = 0.89(2) GeV andb; = 0.43(5) GeV.

Then for a given event at a given beam momentum the energysilegpaipstream of the
accordion is estimated by

ES;SJtsitTeamAcéEPSv Poeam) = &(Poeam) + E’( Poeam) Eps. (3.7

In order to determine the particle energy without prior kfemge of the beam momentum, an
iterative procedure is applied, see subsecldna

3.5.3 Estimation of the energy deposited in the accordion

The energyERe deposited in the accordion can be estimated either as adonof the shower
depth or as a function of the beam momentum.
For each event the ratibof the energy deposited in the accordion and the measureddaa

energy (equation3(4)) is defined by
Etrue

d = ZAc (3.8)
Eacc
Beam momentum parameterization. For each beam momentum a Gaussian is fitted to the d

distribution for the specific beam momentum and the meanisfGaussiar( pyeam) is extracted

and shown in figurd 6. Thend(ppean) is approximated by fitting

d(Poeam = do + d 109 Pream+ 02 (109 Pheam)?, (3.9)

with ppeamin units of GeV ¢! for the logarithms. The fitted values ailg= 1.26251615), d; =
0.1076268) andd, = 0.01184Q1).

The values fod are close to one since a coarse sampling fraction correigtiapplied at the
cell energy reconstructiorF(a_vev, see sectior8.3.1). It increases with decreasing beam mo-
mentum because of two effects: The sampling fraction diigicreases with decreasing beam
momentum 9] and this is not taken into account by the coarse samplirgifma correction men-
tioned above. In addition, since the electrons are strodgéected by the magnetic field with
decreasing beam momentum, the emitted bremsstrahlungreslikely to be not contained in the
cluster which increases the fraction of energy depositddidel the cluster with decreasing beam
momentum.

For a given event at a given beam momentum the energy degdsitee accordion is esti-
mated by

Ef\ﬁgm( Eacc, Poeam) = dA( Poeam Eace: (3.10)

In order to determine the particle energy without prior kiemge of the beam momentum, an

iterative procedure is applied, see subsec8dnb
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Figure 16. Meand(ppeam Of the Gaussian fitted to the d distribution (e8.gj) for all beam momenta and
its parameterizatiod( ppeam). The error bars are within the disks.

Shower depth parameterization. The idea of this parameterization is to correct for sampling
fraction fluctuations event by event by relating the sangpiiaction to the shower depth. Analyses
of CTB 2004 data have shown that this method works very wedhaeuit magnetic field upstream
of the calorimeter14].

For bins of the measured shower depthe.an covering the whole shower depth range, the
distributions are accumulated. For each bin a fit with a Gands performed and the mean of the
Gaussiaml_(xmearp is attributed to the measured shower depth corresponditigeteenter of the
bin. The resulting profiles for all beam momenta are showrgiaré17.

Figurel7 demonstrates that the parameterizatiod_(o%earg as a function of the shower depth
does not remove the dependence on the beam momentum. Tbidraryg to what has been found
for the Combined Test Beam 2004 for runs without magnetid fielthe Inner Detectorll, 39].
The reason for this discrepancy is that in the presence ahtimgnetic field the energy deposited
inside the electromagnetic calorimeter but outside oféleemstructed cluster relative to the energy
of the particle depends on the beam momentum. In fi§8rthe meard_sxll(pbeam) dependence
for clusters of 5< 11 instead of X 7 middle cells (sectio.3.2 is shown for all beam momenta.
These clusters are large enough to contain the whole showlex talorimeter. The fact that there is
no beam momentum dependence for theld. clusters indicates that the<¥ cluster size together
with the magnetic field generates the dependenaﬁmearp on the beam momentum. Therefore
this parameterization is not used for the linearity andltggm measurements in sectiGrb.

The same effect is also visible in ATLAS Monte Carlo simwdatialthough the effect there is

— 25—



I'O 11 T 1T 177 | L L | T 17T | L | T 1T L T 1T L
- —o— P 20 GeV/c 3
LO9F= | . p, =50GeVic E
108 f_ —— P, =80GeVic _f
- —a— P 100 GeV/c -
1.07 —
1.06 — | —
1.05— 0o o —
_ —-—0— —
= R o S =
1.04— - +_ - 3
1.03F v —
o N i A =
= ey, Vv y V- -
1.02 —
1.01F —
: | I I | I | I | I | I I | I | I | I | I I | I 1111 I | I I | | I I | :

5 9 10 11 12 13 14 15 16
Xmean (XO)

Figure 17. Meand(ppeam Of the Gaussian fitted to the d distribution (equati8r8)) as a function of the
shower deptbXmeanfor all beam momenta.

so small that the shower depth parameterization is used fayltliéor the electron energy calibra-
tion [40]. The reason why this effect is much smaller for the ATLASad#tr is that the geometric
layout of the CTB 2004 is a bit different from ATLAS, in pantilar the distances between the inner
detector components and the LAr EMB calorimeter are largethfe CTB 2004 setup.

3.5.4 Estimation of the energy deposited downstream of thecaordion

The energye[¥e _ .deposited downstream of the accordion can be estimateet eitha function

of the shower depth or as a function of the beam momentum.

Beam momentum parameterization. For each beam momentum a Gaussian is fitted to the

EfYe reamdistribution and the mean of the Gaussﬁgj;’v‘fmstrean(pbeam) is obtained and shown
in figure19. ThenE{Ye . . Poeam iS approximated by fitting
Eggf/mstrean( Poeam) = Ao Pbeam+ A1 pﬁeam (3.11)

The fitted values ardo = 9(4) 10~ ¢ andA; = 2.3(7) 106 c> GeV 2.
In order to determine the particle energy without prior kfemige of the beam momentum, an
iterative procedure is applied, see sectiob.5

Shower depth parameterization. For each event the ratio of the energy deposited downstream
of the accordion and the measured accordion energy whidheistm of the measured strips,
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Figure 18. Meand_g,xll(pbeanb of the Gaussian fitted to the d distribution (equatidr8)) for 5 x 11 clusters
as a function of the shower depteanfor all beam momenta.

middle and back layer energies is defined by

Etrue
) — —downstream (3.12)

EAcc

For bins of the measured shower depthean covering the whole shower depth range, the
A distributions are accumulated. For each bin a fit with a Gands performed and the mean of
the Gaussiai (Xmean) is attributed to the measured shower depth corresponditigetoenter of
the bin. The resulting profiles for all beam momenta are @tbinh figure20.

Figure20 shows that the parameterization of the ratio of energy deggbdownstream of the
accordion and the measured accordion energy does not detygiemove the dependence on the
beam momentum. The remaining differences are at the hatfippedevel.

For the reasons shown in secti8rb.3 this parameterization is not used for the linearity and
resolution measurements in secti®e.

3.5.5 lIterative procedure

An iterative procedure is applied to compute the calibratedter energy. Starting value for the
estimate for the calibrated cluster energy is the visibkrgy In each iteration step the estimated
calibrated cluster energy from the previous step togetlidr w

E2 = p’c® + mc? (3.13)
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Figure 19. Mean of the energy deposited downstream of the accordiaallfbeam momenta and its param-
eterizationESSIM . (Pream (4. B.17).

is used to estimate the proper beam/particle momentum éctsitle new estimation coefficients.

Here the knowledge that electrons have been selected frotneidim is used to justify the neglect
of the rest mass term contribution to the particle enéfgihe selected estimation coefficients are
then used to compute a new estimate for the calibrated clesegy.

Beam momentum parameterization. Using the beam momentum parameterizations for the en-

ergy ESSUM deposited in the accordion and the eneEim.  deposited downstream of the

accordion, the iterative procedure is given by:

Eaiio = Eps+ Encc

0
o Ecaip
P =

E(I.(“,alib = ESps)tsitnr]eamAc(:EPSa P 22tcln](EAcc, l)
ggf/:mstreang pk_ )
= a(pk Y+ b(p ) Eps+d(p“ ) Ence

+ Eggwr?strear& pkil) k > 0

k
pt = —Ecg”b k>0 (3.14)

13The rest mass of an electronis = 511 keV/c. The investigated beam momentaartd GeV/c.
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Figure 20. MeanX(pbeam) of the Gaussian fitted to thke distribution (equation3.12) as a function of the
shower deptbXmeanfor all beam momenta.

where p* is the k-th estimation of the particle momentum &g, is the k-th estimation of
the particle energyESSur. . ackEps, P 1) = a(p* 1) + E)(pk_lZEpS is used to estimate the energy
deposited upstream of the accordion &M Eace, p*~1) = d(p*1) Eacc to estimate the energy
deposited in the accordion.

This iteration procedure is executed until the relativéedénce between the two consecutive
Ecaiib values|EE,;, — E&, | is smaller than 10°. On average 3 iterations are required to meet this
termination condition.

3.6 Linearity and resolution

The calibrated cluster energies are computed using treidgarscheme for the beam momentum
parameterization (eg3(14). The Monte Carlo simulation to data comparison is showfigure21
for all beam momenta. The shape agreement for calibrateteclanergy distributions is similar to
the shape agreement for the visible energy distributiossri®ed in sectio.4.2 This means that
the shape agreement is bespgiam= 20 GeV/c and deteriorates with increasing beam momentum
due to the beam spread that has not been simulated and duedoédogy tails larger in data than in
the Monte Carlo simulation. These low energy tails are nyadalke to the fact that a priori the beam
particles are simulated without taking into account angdssalong the beam line. The correction
introduced in sectio.4.1only describes this effect in an approximate manner.

The calibrated cluster energy distributions are fitted Witiistal Ball functions* and the mean

14The definition of the Crystal Ball function is given in secti®.1, eq. (7.5).
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Figure 21. Calibrated energy for all beam momenta. Shaded area: Miarie simulation; dots: data.

HE..;;, and the sigmag_,, of these Crystal Ball functions divided Bpeam= Pbeam: C are plotted
in figure 22 and figure23 to assess the linearity and resolution.

In figure 22 the deviation ofue_,, /Epeamfrom 1 is within the energy scale uncertainty and
the error bars. The main contributions to the errors barth@beam momentum uncertainty (data
only) and the statistical errors. The square root of the nsgaared deviation qig_,,;, /Epeamfrom
1 is 0.1% for the Monte Carlo simulation and 0.6% for the ddtar the data this is within the
energy scale uncertainty. Adjusting the energy scale,itleality defined as the unbiased estimate
of the standard deviation @i_,, /Epeamis 0.1% for the Monte Carlo simulation and 0.28% for the
data. This is within the estimated systematic uncertardiscussed in sectidh4.4 Therefore the
linearity at the CTB 2004 is understood at the level of therested systematic uncertainties.

The resolution shown in figur23 is described by

GECanb(Ebeam) a b
= @ @cC 3.15
Ebeam v Ebeam Ebeam ( )

where the first term in the quadratic sum is the stochasti,téne second the noise term and
the third the local constant term. Since the beam spoe@ilean) (table 1) was not simulated,
it have been subtracted quadratically for every measurep@nt for Data in figure23 before.
In addition, since the noise of the read-out electronics maasured regularly during the whole
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Figure 22. Linearity for Monte Carlo simulation and data. The shadaddrepresentes the energy scale
uncertainty for the data.

CTB 2004 data taking period by taking dedicated calibratioms, the noise values for the 3x7
clusters have also been subtracted quadratically for emegsurement point for Data in figue&
before. They have been computed for each run by averagingpibe values for the clusters over
events that have been triggered randomly. The noise valagyiven cluster was computed as the
quadratic sum of the noise values of all cells in the clustetheir chosen read out gain for the
given event. The noise value of a given cell in a given readyairt was taken from the previously
mentioned calibration runs. The noise values are shownbile &2 The noise increases slightly
with increasing beam momentum because more cells are réatdmedium gain than in high gain
due to the higher energy deposits and because the noiseefonddium gain is higher than for
the high gain. The reason for this difference in the noiseeslof a cell for the various gains is
that the noise is first amplified with different gain factord then digitized with a constant ADC
resolution. Afterwards the gain dependéghc_.ua - Fua—wev factor (see sectioB.3.1) is applied
to adjust the mean values of the noise distributions for ffferdnt gains. The net result of this
procedure on the standard deviation of the noise distdhudf a given cell which is the noise value
of the given cell is the small gain dependence.

The error bars for the resolution shown in figut® are dominated by the systematic error
of the fit of the calibrated cluster energy distributionsnfrfigure 21. The error bars have been
estimated to be the difference of the standard deviatiotairadl with three different models: A
Gaussian fitted to the peak part of the distribution, a Chgadl function fitted to the distribution
and an exponential function convoluted with a Gaussianr{ddfby equation7.3)) fitted to the
distribution.
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Table 5. Noise values for the 3x7 clusters for all beam momenta.

Run number phominal(Gev/c) Noise (MeV)
2102399 100 209.7
2102400 50 207.4
2102413 20 207.4
2102452 80 207.9
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Figure 23. Relative energy resolution for Monte Carlo simulation atada for all beam momenta after
subtraction of the beam spread and the noise. The error d®minated by the systematic error of the fit
of the calibrated cluster energy distributions and arearpl in the text.

The fit to extracta is done withb = 0 andc = 0.2% whose value is known from previous test
beams. The value faa extracted by the fit i9.9+ 0.1)% Ge\*/? for Monte Carlo simulation
and (10.0+0.1)% Ge\*/? for data which is compatible with previous test beam reswltout
magnetic field. It is the first measurementafor the ATLAS LAr calorimeter with particles
traversing a magnetic field similar as for ATLAS data takimnghe LHC. However, the resolution
for beam momenta of 50 G¢¥¢ and 80 GeYc is too small in the Monte Carlo simulation.

4 Momentum measurement with the Inner Detector

This section presents the performance of the momentum mesasnt for electrons with the
ATLAS Inner Detector in the ATLAS Combined Test Beam 2004.eThack reconstruction is
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described in sectiod.1l This is followed by a comparison of the Monte Carlo simwatto data
(section4.2). The data samples and the event selection were the samsextion3.

4.1 Track reconstruction

The track reconstruction algorithms for the CTB 2004 hawenbmplemented in the CTB-Tracking
(‘Cosmics + TestBeam’) package. This package providestarpaecognition that works without a
vertex constraint which is an ideal approach for the testbaad is also needed for other situations,
e.g. reconstructing cosmic or beam halo events. Detailbedaund in §1].

Tracks in the Inner Detector are reconstructed in threeemuiive steps. In the pre-processing
step, the raw data from the Pixel and SCT detectors are deavieito clusters and the SCT clusters
are then transformed into space-points. Furthermore, Rleraw timing information is, based on
a calibration obtained from data, first corrected for anaiffwith respect to the expected time
of a signal for particles passing through the middle of thravgt and then the remaining delay
caused by drift time is converted into a drift radius. At treck-finding step track candidates are
identified using different tracking strategies. Fake teaaiong these track candidates are rejected
by applying quality cuts, e.g. on the number of associatedtets or the number of holes per
track (a hole is defined as a silicon sensor crossed by a trabkw generating any associated
cluster). The remaining track candidates are the recartstiuracks for the given event. The track
parameters are determined by glogdlminimization of the residuals (i.e. the difference between
the measurement position and the position as predictedebyabk), and their errors. During the
final post-processing stage photon conversions and segowedices are reconstructed. At the
CTB this final step is of minor importance except for photonvarsion studies.

In a homogeneous magnetic field the sagitta of a curved teadkectly proportional to Ap
and without bremsstrahlung events would be distributed #ikGaussian. The resolution of the
inverse transverse momenturgk (which is equal to the inverse momentum in the CTB) can be
expressed as a function pf:

Pt

Gor (PT) = Ot/ () (1@ E) , 4.1)

whereay . (») is the asymptotic resolution expected at infinite momentach & is a constant
representing the value gfr, for which the contribution of the intrinsic and multipleattering
terms to the resolution are equal. Therefore the inverse entum 1/p measured by the Inner
Detector is used in sectioh2 to assess the quality of the description of the data by thet&lon
Carlo simulation. It is normalized to the beam momen{oygym, i-€. Poeany P IS Shown.

4.2 Monte Carlo simulation and comparison with data

The ratio ppeany p Of the beam momentum and the momentum measured by the Intectbreis
shown in figure24 for all beam momenta and compared to Monte Carlo simulation.

The agreement of the description of the tails of the distidiouis sufficiently good, but the
scale agreement is not better than a few percent becaussidfiak misalignment between the
various Inner Detector components that could not be reddi/3.
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Figure 24. Ratio ppeany p Of the beam momentum and the momentum measured by the Intectdefor
various beam momenta. Shaded area: Monte Carlo simulatits:; data.

5 Particle identification with the Transition Radiation Tra cker

This section presents the electron identification (ePIDhwhe TRT. After a short introduction

to particle identification with the TRT in sectidhl, the data samples used for this analysis are
discussed in sectiob.2. Section5.3 presents methods used for ePID in the TRT, and finally the
measurement of the transition radiation onset from datesudsed in sectiob.4.

5.1 Introduction to particle identification with the Transi tion Radiation Tracker

The TRT is a straw tube tracker with ePID capabilities maitfisough detection of transition
radiation photons created in the radiator between the strae detector is situated in front of
the EM calorimeter and is described in detail 3h

The output of the TRT is 27 bits per straw — 24 low threshold)(hifs and 3 high threshold
(HT) bit spanning 75ns. An illustration of a regular pulsers) with its resulting bit output is
shown in figure25.

The number of HT hits are mainly the result of transition atidn (TR) photons, created
when charged particles with high gamma factors pass thatmadnaterial® between the straws.

15Material with rapidly changing dielectric constant (filistture), creating TR through interference.
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Figure 25. Example of a regular TRT pulse including its LT and HT bitpesse.

At the energies of the final state particles at LHC, esséytially electrons have such high gamma
factors, and thus a HT hit signifies an electron.

The number of LT hits refers to the number of straw hits asgigto a specific track. In
principle some straws could be crossed without a LT hit, bist fraction is very low, and will not
have any significant influence on the results. For each LTt number of bits set between the
first bin (leading edge) and the last bin (trailing edge)dsghe Time-over-Threshold (ToT). Since
electrons ionize more than pions given a certain path leimgthe straw, a longer ToT signifies
an electron. However, since the differencalia/dx between electrons and pions vanishes at high
energy, the ToT variable is expected to give better sejerati low energy.

The separation between electrons and hadrons, mostly‘pipresented in the following is
based primarily on the HT information while the ToT inforrioet provides secondary separation
most notably at lower energies. The optimization has be&® do maximize the pion rejection
(defined afk;; = 1/¢&5, wheree;; is the pion efficiency) at 90% electron efficiency.

The algorithm should also be efficient at finding (possiblft)selectrons in jets fob-quark
tagging, which again requires goegdrt separation. Here the TRT plays a central role.

5.2 The combined test beam data

5.2.1 Data samples

In order to get the best knowledge of the energy sensitiviithe@e/ 1T separation, the whole beam
momentum range from 2 to 180 G&Ywas used. For each beam momentum, only runs without
B-field and without additional material were used, thoughrémults were not much affected by
B-field and material. In addition, muon runs at 150 and 350 f&eWere added to the data set

18Here and in the following, “pions” will be used as a generiaavor “hadrons”.
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Table 6. Table showing all used runs, with their run-number, bearmertum in GeVc, B-field in T,
average number of LT hits, number of evelts, number of events after selectidf,s and numbers of
pions, electrons, and muoris;{, Ne, Ny,).

Run ppominal Gev/c) B(T) (LT hits) Nrun Neuts Ny Ne N,
2102115 2 0.00 36.380.03 50000 25105 3178 15755 157
2102098 3 0.00 37.10.03 50000 26873 5547 16684 0
2102097 5 0.00 37.410.03 50000 32316 12092 14190 0
2102103 9 0.00 37.440.02 50000 39649 14134 8369 111
2102397 20 0.00 32.830.02 50000 41500 2378 31817 271
2102410 50 0.00 33.290.02 50000 39815 6105 27254 12
2102454 80 0.00 34.380.02 50000 39156 6989 24891 33
2102398 100 0.00 33.89.02 40000 32031 8017 16520 509
2102433 150 0.16 36.1D.02 27219 24683 414 0 21590
2102434 150 0.16 35.28.02 29486 26922 2919 0 213do
2102461 180 0.00 33.99.02 50000 44097 20683 6090 2439
2102730 350 0.16 35.4:.01 50000 48589 61 0 46029
2102731 350 0.16 34.530.02 30494 29543 47 0 2793p
2102728 350 1.40 34.50.02 46416 45098 62 0 42671

for the measurement of the TR onset (see sediidh These runs had non-zeBsfield. During
the data taking period two TRT geometry configurations weexucoinciding with the choice of
beam momentum, such that at low beam energy (2, 3, 5, and 9dp#we lower three modules of
the TRT were centered to the beam, while at high beam enefijyb(® 80, 100, and 180 G¢¥)
the three upper ones were aligned.

The complete list of runs used in this analysis, includingirtibbeam momentunppeam in
GeV/c,B-field in T, material statu$, average number of LT hits, number of events inljg and
after cutsN,, and estimated statistics for each particle sample is predén tables.

5.2.2 Data quality

To ensure single high quality TRT tracks with no interfeeritom other effects, events were
required to have exactly one global track (i.e. a track seemaatched between the Pixel detector,
the SCT, and the TRT) with at least 20 hits in the TRT. In addith quality assurance is applied to
each TRT straw, requiring that at least 100 identified ebastrand pions passed through that straw,
that the probability for an electron to make a HT IptY) is at least 50% higher than the same for
a pion (pi), and that the latter is below 12.5% to avoid noisy strawsavi that do not pass these
cuts (6.1%) are removed from the track, and the requirenfeattleast 20 hits on track is repeated,
excluding about 2% of the tracks.

5.2.3 Electron and pion samples

To obtain large clean samples of electrons and pions separatCherenkov counter and the
ATLAS calorimeters were used for discrimination.

1"This detector is only part of the CTB setup, not of the ATLASettor.
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Table 7. Electron and pion contaminations for the non-TRT sepamatquirements at beam momenta of 2,
3,5, 9, 20, 50, 80, 100, and 180 Ga/ respectively. An entry of.Q x 10-® indicates that the contamination
is at or below this level.

phominal( Gev/c) 2 3 5 9 20 50 80 100 18p
e contamination it sample (10°) 8.4 21 02 01 01 01 02 0.1 0.1
mcontamination iresample (10%) 171 95 41 01 01 14 1.9 1.9 0j2

The fraction of energy deposited in the first sampling ancetitee cluster in the Liquid Argon
calorimeter, provides very good separation. Addition&brimation is provided by the Cherenkov
counter at lower beam momenta (2-20 Geyand the energy fraction in the Tile calorimeter at
higher beam momenta (20-180 G&Y. Finally, the muon system provides a muon tag, such that
also clean samples of muons are available for the TR onsbtséa

The selections were obtained through an iterative proeesste each variable is considered
in turn, while applying the separating requirements to ladl other detectors. This optimisation
was performed at all beam energies, as most separatiorreaurits are momentum dependent.
For the study of the TRT ePID, reasonably large sample$d00 events) are needed, while at the
same time good purities<(0.2% contamination) are maintained. Generally, contatiung were
much smaller, see tablé It was checked that possible correlations would not affieetresults
significantly.

5.3 Particle identification methods
5.3.1 The high threshold method

The occurrence of a HT hit in a straw signifies transition atidn (TR), which, in the given mo-
mentum range, is essentially only emitted by electrons . éd@n HT hits can also be produced
by other particles, mostly because of Landau fluctuationtiseéd E /dx and/ord-rays (atomic elec-
trons knocked out), which as a result decreases the saparddiven knowledge of the electron
and pion HT hit probabilitiespg; andp{i;; , these can be used to calculate the probability for a
track to originate from an electron as follows:

PrT = 7j> (5.1)

where the product of probabilities is normalised to the pholity of all possible particle types (in
this analysis only pions and electrons). It has been chetti@deach straw can be considered an
independent detector, and thus there is no correlationdsetwtraws.

The electron and pion HT hit probabilities used in the likebd have been determined as
averages for each straw and at each beam momentum. Thisdriathaedes the variations with
depth into the TRT observed. Also variations with distarroenfthe track to the anode have been
determined, but these are not used in the likelihood, as dheypurely geometrical, and do not
provide additional separation. An example of the HT distiitn of likelihoods at 9 GeYc is
shown in figure26.
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Figure 26. Distribution of likelihoods obtained from the HT informa for electrons (solid) and pions
(dashed) at 9 GeXc.

Finally, the distribution of HT hits on the track (i.e. whettthey occur randomly distributed
or not) has been considered using the Wald-Wolfowitz run[#%8. No significant deviations from
independent behavior was found.

5.3.2 The time-over-threshold method

In addition to the HT information, one can consider taking ToT information into account as
well, and especially at low momenta this is expected to emeehe separation.

The ToT is very dependent on the distandeom the track to the anode (this is the information
used by the tracking algorithms), and thus this geometeiffatt has to be taken into account when
considering the ToT for ePID. Also, while the ToT momenturpeleence is not very pronounced
for electrons, it does change with momentum for pions dubdstronger momentum dependence
of dE/dx for pions. The larger the momentum, the closkt/dx for pions gets todE/dx of
electrons, which thus in turn diminishes the separatiowéen the two, using ToT information.

Given the ToT and the distance from the track to the amoddikelihood ratio similar to that
of the HT is calculated as follows:

(5]
e [inoHT Pror

pTOT - ] )
Z [1i,noHT Pror,i

j=em

(5.2)

wherein the product of probabilities is normalised to thebability of all possible particle types
(pions and electrons). The probabilitip$,; and pf,; are determined as a function of ToT and
for each beam momentum averaged over all straws (to incetasstics).

Anticipating the combination of the HT and ToT informatighe HT hits are excluded from
the ToT likelihood to minimize the correlation between thet It has been checked that the
ToT information of the straws with HT hits do not carry anyrsfgcant additional separation.
An example of the distribution of likelihoods obtained witie ToT method not using HT hits at
9 GeV/c is shown in figure7.
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5.3.3 Combined method

Having obtained separating methods using both the HT an@idhénformation, a combination of
these is considered to achieve the best pion rejectionlgesdt was checked that the correlation
between the two were below 20% at all energies, and theréffierewvo variables are combined as
follows:

e e
%. (5.3)
Z PHT ProT

j=em

Pai =

The e/ separation performance resulting from this combinatiam lwa seen along with the
separate HT and ToT performances in fig@&at 9 GeV/c, which shows ther-efficiency as a
function of e-efficiency. As can be seen from the figure, the HT informapoovides the bulk of
the separation, while the ToT information gives a signifiGadition, as also seen in the combined
performance, which is most performant.
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The algorithms fore/m separation were applied at all beam momenta, and using tme pi
efficiency at 90% electron efficiency (indicated by a veftitashed black line in figur@8) as a
figure of merit, the separation as a function of beam energfigsvn in figure29. As can be seen,
the optimale/ T separation for the TRT is in the range 3-30 Ge\Avhere it rejects more than 97%
of pions while retaining 90% of electrons. The rejectioneisd outside this range, but still quite
significant. The reason for this structure is related to teebof TR for pions and electrons (see
section5.4). At low beam momentum the TR emittance of electrons hasesatired its maximum
yet, and at high beam momentum pions start to emit TR as well.

5.4 Measurement of the high threshold onset

Using the data and selection described in previous secttwrmgy with 5 muon runs at 150 and
350 GeV/c (see tabl&), the TR dependence on tlyfactor was measured. Since the TRT barrel
radiator material is irregular, reliable calculationstué TR build-up are hard and need verification
and/or tuning from data.

5.4.1 Procedure and error evaluation

For each run and particle typar, u) the HT probability was determined along with its (almost
negligible) statistical error. These values were then doethinto an average for each beam mo-
mentum and patrticle type, using the RMS between runs as aungeatthe uncertainty due to
variations in running conditions. The systematic erronfrihe straw quality requirement is de-
termined by applying two alternative selections, and theRM the variation is considered a
systematic error.

At low yfactors & 500), the HT probabilities are expected to be near consaauatipw), since
these probabilities are the result of the Landau tail oitBgdx. However, due to the two different
geometry configurations at low and high energy (see seéti@nthe HT probability changes and
a correction has to be made. The correction is calculateainparing the average HT probability
(from 5 values) for pions and muons at low beam momenta (2\8/6ewith that (from 3 values) at
high beam momenta (20-50 G&b), where no change is expected. The averdgps” (low E)) =

— 40—



o
O N
NN

ATLAS TRT barrel

Combined test beam data, 2004

cooo
el =
N DO 0

® Electrons

A Muons

o o
o oo
O O

® Pions
A

0.04
0.02 y—factor

O 111 1 1 IIIIII| 1 1 IIIIII| 1 1 IIIIII| 1 1 IIIIII| 1 1
10 102 10° 10* 10°
1 10 i 10 10°
Pion momentum (GeV) Muon momentum (GeV) Electron momentum (GeV)

J

High-threshold probability

Figure 30. HT Probability as a function of factor for electrons (squares), muons (triangles) andspion
(circles) in the beam energy range 2-350 @€V The curve is a fit with a generic function, and the fit
residuals are shown in the top plot, where the two dashed fg@resent0.005.

0.0402 and(p/i+" (high E)) = 0.0350 compared to the overall average/pfi+* (all E)) = 0.0383
yield corrections of -0.0020 and 0.0033 at low and high beasmenta, respectively. Half of the
corrections are used as a systematic error.

5.4.2 Results
The final values and their uncertainties are fitted with a gerienction oflog;gy consisting of a
first degree polynomial and a sigmoid function:

C2

L0+ exp(— (10G10y — C2)/a) (5.4)

PHT(Y) = Co+ €1 log oy +

with y € [1,500000. The result, along with the data points and the fitted fumctaan be seen in
figure 30.

As figure 30 shows, the fit describes the data well.yinegions in figureé30 where the values
for the different particle types overlap, the HT probabititoes not seem to depend on the particle
type, but only on the factor, as expected.

While the HT onset starts at aboyt- 1000, it does not reach its maximum untit- 15000.
Likewise, even at high beam momenta pions do not emit muchaf,can thus be separated
from electrons up to momenta of 150-200 GeV Finally, and perhaps most importantly, this
measurement enables a precise tuning of the TRT simulation.
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Figure 31. Sketch of an event with large bremsstrahlung emission. sbiid line is the track of the elec-
tron, the dashed line the emitted bremsstrahlung photorirendotted line the track of the electron if no
bremsstrahlung had been emitted. The electromagneticeskdw the calorimeter are also shown. They
are usually reconstructed in a single cluster except fgelaremsstrahlung emission. The energy-weighted
barycenter of the photon-electron system is the same asftaatelectron without bremsstrahlung emission.

6 Bremsstrahlungs recovery using the Liquid Argon calorimeer

A common problem for a tracking detector in a magnetic fielthat for electrons the emission
of bremsstrahlung during the passage through the trackgitrigad to an underestimation of the
initial momentum of the electron.

The purpose of the presented algorithm, denoted bremhstgghrecovery, is to correct for
momentum underestimation for electrons due to bremssinghih the ATLAS Inner Detector us-
ing the electromagnetic calorimeter. At momenta lower tBaiteV/c, the momentum underesti-
mation can be corrected using only the Inner Detector hiepat Examples are DNA (Dynamic
Noise Adjustment)44] which is a Kalman fitter where the noise is adjusted to takesffects from
bremsstrahlung emission into account and the Gaussianfiiam[45] where the Bethe-Heitler
distribution of the bremsstrahlungs loss is modeled by alted sum of Gaussian distributions.
At higher momenta, as the electron trajectory curvatureds pronounced, the combination of the
Inner Detector information with that of the electromagoetalorimeter is needed to correct the
momentum underestimation.

The idea behind the bremsstrahlungs recovery with thereleeignetic calorimeter is based
on the following: In the simplest case of single photon emissthe barycenter of the cluster of
the photon and the one of the electron after bremsstrahlutigei calorimeter coincides with the
position of the ideal electron without any bremsstrahluativay. This is illustrated in figure31.
This observation holds true also for any number of photorisragsas the energy deposits from the
photons and electrons are fully reconstructed by the cakigr cluster.

In ATLAS, given the standard size of the electromagnetistelu@An x A@ =3 x 7 in the LAr
middle cell unit), most of the time the energy deposits fer photon and electron are collected in
the same reconstructed cluster. In the standard ATLASrelectconstruction a cluster and a track
that geometrically matches this cluster are grouped tegetito an electron candidate object,
therefore only one single cluster can be provided to the bs&rahlungs recovery algorithm. In a
dedicated electron reconstruction for the combined teatvbwhich allows more than one cluster
to be associated with a track, the barycenter of the clusi@nsbe used in the bremsstrahlung
recovery algorithm.
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Figure 32. Distributions ofXgrem= Ptrack — Pclusten i-€. the distance i between the extrapolated track and
the calorimeter cluster, for various beam momenta.

In the CTB the Transition Radiation Tracker (TRT) is placadside the magnet unlike in
the ATLAS configuration. Therefore in the CTB only bremsisluag occurrences in the precision
layers (Pixels and SCT) lead to momentum underestimatidme dlignment between the elec-
tromagnetic calorimeter and the Inner Detector was crdoiathis step and had to be adjusted
following a dedicated study using pion tracks, i.e. pagtithcks with negligible bremsstrahlung
activity. In addition, while the Pixels and SCT modules afigent is final, the TRT has not been
completely aligned. Consequently, only the tracks recantd exclusively from Pixel and SCT
hits will be considered in this analysis.

Given a reconstructed track and cluster, the bremsstrghltecovery is implemented in the
following way: A track hit is chosen as a hypothetical poihbcemsstrahlung emission. Then the
track hits in the track hit collection that are closer to th&eraction vertex than the hypothetical
point of bremsstrahlung emission are refitted. This refittadk is extrapolated to the calorimeter
and its distance to the cluster is computed. This distanegrignized by varying the chosen hypo-
thetical point of bremsstrahlung emission yielding the pated point of bremsstrahlung emission.
Note that this stage the cluster position, itself a pointhia three dimensional space, is used only
as a reference to the refitted track extrapolation but ndiemréfitting procedure itself. If the com-
puted point of bremsstrahlung emission is found to be eith#re Pixel layers or in the first SCT
layer, an additional step in the track fitting procedure isied out in order to improve the tracking
resolution: This additional track refit is performed on tloenbination of the hit collection of the
track part close to the interaction vertex and the clustsitiom. Finally, the refitted track associ-
ated with the computed point of bremsstrahlung emissiorseasl to estimate the inverse momentum
of the initial electron.

6.1 Results with combined test beam data

The data samples used in the analysis are from run 2102446,dgr= 20 GeV/c and from run
2102400 forppeam= 50 GeV/c.

The performance of the bremsstrahlungs recovery algorighinvestigated for different sam-
ples of events. First, samples of events with large bremdssing emission are discussed. Next,
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Figure 33. Distributions of reconstructed and correctegi for large Xgrem events for various beam mo-
menta.

the performance is evaluated on samples of events with rharedne reconstructed cluster in the
calorimeter. Finally, the performance of the bremsstnadpurecovery algorithm is discussed for
all events.

The detailed comparisons with CTB data necessitates a meabbremsstrahlung activity
applicable to both, data and Monte Carlo simulation. A retguantity is the distance i between
the extrapolated track and the calorimeter cluster, dengtem = dtrack — Peluster The cluster
position is relatively stable under bremsstrahlung (itallsucollects most of the energy of the
photon and electron showers) while the track curvature thesomore pronounced in the case of
energy loss due to bremsstrahlung. A lar§ekemmeans larger bremsstrahlung activity in the Inner
Detector. Figure32 shows the distribution oXgrem for pream= 20 GeV/c and ppeam= 50 GeV/c
with the characteristic long asymmetric tails due to brérakting.

In order to investigate the impact of the bremsstrahlungswery algorithm on events with
large bremsstrahlung emission, the 12% of events with $aigg. are selected and denotkedge
Xgrem €vents. Fompeam= 20 GeV/c the corresponding cut Xgrem > 10mrad and fomppeam=
50 GeV/c the corresponding cut Xgrem > 5mrad. Figure33 shows the distributions of /r
before and after bremsstrahlungs recovery for latgen events.

For largeXgrem €vents the position of the peak of the reconstructépr Idistribution using
the standard reconstruction is closely related toXpgm cut. The magnet used in the combined
test-beam had a bending power dd2 Tm. Without bremsstrahlung,m@eam= 50 GeV/c electron
is bent ing by 9.1 mrad after crossing the Inner Detector. ForX&em value of 5mrad and
assuming that the cluster collects all the energy which mézat thedysteris the same as without
bremsstrahlunggiack is actually 141 mrad. This corresponds to a reconstructégrlof about
0.03 GeVc as shown by the peak in the reconstructggrldistribution for ppean=50 GeV/c for
the standard reconstruction in figud&(b). With bremsstrahlung recovery, thédr peak is around
0.02 GeV ¢ as expected.

For a low momentum beam likg,eam= 20 GeV/c, if the bremsstrahlung occurs strongly and
early enough, the electron will be sufficiently bent by thegmetic field so that its cluster and that
of the photon are reconstructed separately in the caloeim&igure34 shows the distribution of
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Figure 35. Distributions of ¥/ pr for the standard reconstruction, for the reconstructidh imemsstrahlungs
recovery using a single cluster and for the reconstructitimivemsstrahlungs recovery using a combination
of multiple clusters for Monte Carlo simulation fepeam= 20 GeV/c.

1/pr before and after bremsstrahlungs recovery for events datifeast two reconstructed<37
clusters forppeam= 20 GeV/c. The reconstructed/pr exhibits a double-peak structure. The
small peak around.05 GeV-'c represents events that do not have significant bremastglaind
the second cluster is made essentially of noise. The fractidhese events is quite small, about
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Figure 37. Distributions of ¥/ pr for the standard reconstruction, for the reconstructidh imemsstrahlungs
recovery using a single cluster and for the reconstructitimivemsstrahlungs recovery using a combination
of multiple clusters for Monte Carlo simulation fepeam= 50 GeV/c.

Table 8. Tail fractions of ¥ pr before and after the bremsstrahlung correction using desitigster or a
combination of multiple clusters. The quoted errors artistieal only.

pggg}'#a' Sample Tail fraction Tail fraction Tail fraction
(GeV/c) Standard reconstruction  Brem recovery (single clusteBrem recovery (multiple clusters
20 GeV/c Data 0090+ 0.001 0078+ 0.001 0012+ 0.000
Monte Carlo 0098+ 0.001 0093+ 0.001 Q0015+ 0.000
50 GeV/c Data 0091+ 0.001 0034+ 0.000 Q0034+ 0.000
Monte Carlo 0097+ 0.001 0031+ 0.000 0028+ 0.000

300 events in 4@00 events in total. The much broader peak aroufél GeV 'c represents events
with bremsstrahlung carrying around 50% of the originatitm energy. It can be seen clearly

— 46—



L s
Standard reconstruction

C — T T T
3000[— Standard reconstruction

Events
Events

e 0 Brem recovery (single cluster)

C ] 3
2500 :* ® . — 10

Brem recovery (multiple cluster) | | F ®  Brem recovery (multiple cluster)

O Brem recovery (single cluster)

2000 -
1500~ —

L 1 10 B
1000 4

5001~ . e o s o
LY 4 = 009 @
1 L]

P B | \\\\\\\\\\\\\\\\\\\\\\qsw\
&01 0.02 0.03 0.04 0.05 0.06 0.01 0.02 0.03 0.04 0.05 0.06

1/pT (c/GeV) 1/pT (c/GeV)

(@ (b) log scale

Figure 38. Distributions of ¥ pt for the standard reconstruction, for the reconstructidgh tmiemsstrahlungs
recovery using a single cluster and for the reconstructitimlvemsstrahlungs recovery using a combination
of multiple clusters for data foppeam= 50 GeV/c.

that the correction permits to recover the original elaceaergy.

Overall, in both cases of larg&sem and multiple cluster events, there is a good agreement to
the level of 1- 2% between the data and the Monte Carlo simulation.

Figure 35, figure36, figure 37 and figur&8 show the distribution of Apr before and after
bremsstrahlungs recovery for all electrons. The brentsdsings recovery is performed by using
the singleAn x Ag = 3 x 7 cluster matching to the original track and by combining tipld 3 x
7 clusters. These figures show that the bremsstrahlungsemgceeduces the tails of the/ fr
distributions significantly, for the Monte Carlo simulatias well as for the data. In addition, for
Pream= 20 GeV/c the combination of multiple calorimeter clusters decesabe tails compared
to the single cluster method because for events with largeéstrahlung emission the energy
deposition for the photon may not be sufficiently containethé single cluster associated with the
electron. Therefore the position of the single cluster idrfam the barycenter of the combination
of the cluster of the photon and the one of the electron yigl@i performance of the single cluster
method comparable to the standard reconstruction for eweith large bremsstrahlung emission.

In order to quantify the recovery power, a new figure of méhigtail fraction, is introduced.

It is defined as the fraction of events withifgr above twice the nominal beam momentum value,
i.e.>2/ p.’}f’brg‘;";‘]'. The tail fractions before and after the bremsstrahlungection using single or
multiple 3x 7 clusters forppeam= 20 GeV/c and ppeam= 50 GeV/c are summarized in tabke
demonstrating the improvements due to the bremsstrahhecgsery algorithm.

7 Intercalibration with E/p

This section presents a method to intercalibrate the ersmae of the electromagnetic calorimeter
and the momentum scale of the Inner Detector. The interedidn is performed by investigat-
ing the ratioE/p for electrons, i.e. the ratio of the ener§ymeasured by the electromagnetic
calorimeter and the momentupmeasured by the Inner Detector.
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Ideally the ratioE /p is expected to be 1 (in units @j for relativistic electrons measured by
the Inner Detector and the electromagnetic calorimetervd¥er, due to the fact that each of the
detectors has its intrinsic measurement resolution, iityebe ratioE /p will be a distribution that
depends strongly on the detector response functions (aiddbrrelation) of the Inner Detector
and the electromagnetic calorimeter.

The key concept of this intercalibration method is to extiaformation for the detector re-
sponse functions, such as e.g. their scale, of the electiostia calorimeter, i.€E /ppeam and of
the Inner Detector, i.epeany P, from a fit to theE /p distribution. In order to be able to achieve
this, theE/p distribution has to be parameterized through the two iddial detector response
functionsE / ppeamand Ppeany P- SINCEE / ppeamand preany P describe not necessarily uncorrelated
random variables, their correlation also has to be takendntount for thé / p parameterization.
Since the knowledge of the true momentum of the particles,pheam IS NECessary to obtain a
description of this correlation and this knowledge will hatavailable for ATLAS, the correlation
is computed for Monte Carlo simulation.

The E/p parameterization is fitted to the observedp distribution and since it is built upon
the individual detector response functions, the fit paransetbtained from th&/p fit reflect the
properties of the individual response functions. Thisisacts devoted to the extraction of the
relative scale of the two individual response functionsac8iin ATLAS the momentum scale of
the Inner Detector is determined by the magnetic field thatdeeen measured very precisedd]
the relative scale can be used to transform the momentura sttalthe absolute energy scale of
the electromagnetic calorimeter.

For each beam momentupaeamthe intercalibration is done in the following steps:

1. Derive parameterizations for tBe ppeamand pPpeany P distributions. For this step, the knowl-
edge of the beam momentum is necessary.

2. E/pis modeled by convolutin / ppeam@nd ppeany P- This can be done by treatif€)/ ppeam
and ppeany P @s independent random variables or by taking their coroelahto account.
The knowledge of the beam momentum is used for the desarigidhe correlation. It
has been shown that for ATLAS, where single momentum datag#it not be available,
the correlations for the correspondipg distributions can be extracted using Monte Carlo
simulations and successfully applied to datd| |

3. The parameterization fdE/p is fitted to the observeé /p distribution. All parameters
except a relative scale parameter are kept fixed to theiegalbtained in step 1.

The modeling of theéE /p distribution is described in sectiohl The details of the relative
scale extraction procedure are described in se@idand results for combined test beam data and
Monte Carlo simulation are shown in sectior.

7.1 Modeling the detector response functions

One way of modeling th& / pyeam distribution is to parameterize the energy loss in fronthef t
calorimeter and fold it with a generic Gaussian detectooltgi®n. One can make the following
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exponential ansatz to model the beam energy minus the etlmgyupstream of the calorimeter
normalized to the beam energy

fe(€; 1, Eo) = e %, £ < Eo (7.1)

TeEg (eTE — l)
whereEg is a scale parameter amg describes the tail towards lower energies.

Next the generic detector resolution (without upstrearrenied) can be modeled with a Gaus-
sian with standard deviatioog:

=2

2

e (7.2)

1
D(x; 0g) := NG

Convoluting eqg.7.1) and eqg. 7.2 to get the energy response of the calorimeter leads to

E(g; Te,Eo,0e) = fOEO fe(X e, Eo) D(€ — X; Og) dX (7.3)
2
%% Erf £EgTE +0g? Erf €EQTE —Eg2Te +0g2
_° M o | ET| 7 vaEocer

B Z(e% 71> EoTe 7
where Erfx) denotes the Gaussian error function defined by
"X 2
Erf(x) — / e dt. (7.4)
0

The parametersg, Eg, o depend on the beam momentym.anand denote the tail, the scale and
the width of the distribution. The position of the peak of thstributionE(¢; e, Eo, 0g ), denoted
He is a function of the parameters, Eo, Og, i.€. e = Ue(Tg, Eo, OF).

This parameterization is capable of describing the efféadulitional material in front of
the electromagnetic calorimeter. Since additional maltetiould not affect the intrinsic detector
resolution, only the parameteg should change. For a beam momentum of 20 GeV/c additional
material equivalent to 10% of a radiation length was plaagd/ben the Pixel detector and the SCT
and additional 20% between the SCT and the TRT. Efppeam distribution without (solid line)
and with (dashed line) this additional material in the InBetector is shown in figur@9 together
with the corresponding fits with the convolution model. ThHeained parameters are given in
table9. The two values oEj (with and without additional material) are compatible withhe
error bars, whereage is as expected slightly lower for the run with additional eral. There
is some correlation between the resolutian and the tail parameterz. The difference of the
resolutiongg for the different material description is of the order of &rstard deviations, but the
tail parameteng is approximately 7.5 standard deviations larger for thengoy description with
additional material demonstrating the sensitivity of thégameter to additional material in front
of the electromagnetic calorimeter. It has been shown int®l@arlo simulations for the ATLAS
detector that the tail parametgt can be extracted from the/ p distribution §7].

Although the convolution model describes Bépyeamdistributions atpeam= 20 GeV/c very
well, the Crystal Ball model presented below describe€tfeamdistributions far better at beam
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Figure 39. TheE / ppeamdistribution for a beam momentum pfeam= 20 GeV/c fitted with the convolution
model (equationq.3)) without (solid line) and with (dashed line) additional teidal in the Inner Detector.

Table 9. The parameter values for the convolution model (&) obtained from a fit to thé / ppeam
distribution for a beam momentum pfeam= 20 GeV/c without (jomina) and with additional material in
the Inner Detector.

material Te (102 o (1079 Eo Ue(Te, Eo, OF)
nominal 4.84(6) 2.66(7) 1.0275(4) 1.0013(5)
additional  5.78(11)  2.32(9) 1.0267(7)  1.0003(7

momenta above 20 G¢¥¢. The Crystal Ball model is therefore used for the combirest beam
2004 forE / preamdistributions for the sake of consistency (see figtp

The Crystal Ball function48], named after the Crystal Ball Collaboration, is a prokabil
density function commonly used to model various processé&sgh energy physics. It consists of
a Gaussian core part and a power-law low-end tail below aicettireshold. These two parts are
spliced together (via the coefficiedsandB) in such a way that the function and its first derivative
are both continuous. The Crystal Ball functiégs is given by

exp(— B for X4
r X

S
IN V

fCB(X;a,n’“aa) =N- { - (75)
—a

a
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where

B n n |C!|2
A= () 'exp(‘7>
B=——|al. (7.6)

N is a normalization factor and, n, 4 ando are parameters.
The model for theE / pyeamdistribution, denotedE (€; a¢, ng, U, O ), is given by

E(g;a£7n€7l'l£7o-£):CfCB(g;a£7n£7l1£O-€)7 (77)

wheree = E/ppeam The parametera;,ng, lg, 0 depend on the beam momentymam
The ppeany p distribution also is modeled using a Crystal Ball functibattis mirrored ax = u
which is
fmirror(X; a7 n7 ll7 0) = fCB(U - (X_ u)1 a7 n7 ll7 0) = fCB(ZM =X a7 n7 I«l7 0) (78)

with the Crystal Ball function defined in edZ.f) and eq. 7.6).
The model for thepeany p distribution, denoted(q; aq, Ng, g, 0q), is given by

Q(a aq,Ng; kg, Tg) = fmirror (0 aq,Ng; Uy, Tg) (7.9)

whereq = ppeany P-
Treating the measurement variablesind q as random variables, the distributiéhof the
productr = € - g, which describes the ratig/p, is given by

* r 1

where fg g (€,9) denotes the joint distribution of and g. Using the parameterizations
E(g; ag,Ng, He, 0¢) andQ(q; g, Ng, Ug, Tq) for € (eq. (7.7)) andq (eq. (7.9) and the fact thakE (¢)
andQ(q) are always positive, the joint distribution can be rewnitses

fe.Q) (€,0 de,Ne, e, Te, U, Ng, Hg, Og) =
E(S: a£7 n£7 MEv US) . Q(q! a(h nQ7 MQ7 Uq) . C(£7 q)7 (711)
whereC(g,q) describes the correlation betweerandq. No correlation would be equivalent to
C(e,q) = 1. Inserting eq.{.11) into eq. .10 leads to
R(r1 a£> n€> “83 087 a(]> n(]> “Ch Gq) =
® o r r 1
E(—; ; —,W)— 7.12
/700 (W’ O¢,Ng, U, T¢) Q(W; g, Ng, Mg, Uq)C(W7W)W dw ( )
Two ways of dealing with the correlation betwegandq are considered in the following.

No correlation. It is assumed that there is no correlation betweeandq, i.e. € andq are in-
dependent random variables. For the modeling this m€&agy) = 1 in equation 7.12). This
should be the case for high energy electrons where the inoppaoemsstrahlung on the momentum
measurement is small. Later it will be shown that the coti@iabetweere andq has to be taken
into account in order to achieve a precision for the reladvale at the 0.5% level.
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100 GeV/c.

Correlation obtained from Monte Carlo simulation. The continous functionC(e,q) in
eq. (7.11 can be approximated by discrete values for bins andqg. C(&,q) is determined from
Monte Carlo simulations by performing the division

fieQ(€,0)
E(e)Q(a)

bin-wise. In order to be able to computée,q) the knowledge of the beam momentum is nec-
essary, but since the computation is performed bin-wiss ihdependent of the choice of the
parameterizations fdE (&) andQ(q).

The joint distributionsfg o) (€,0) of € andq for CTB data are shown foppeam= 20 GeV/c
and for ppeam= 100 GeV/c in figure 40, the correlation functiorC(e,q) extracted from Monte
Carlo simulations together with its projection onto téppeamaxis for ppeam= 20 GeV/c in fig-
ure4land forppeam= 100 GeV/c in figure42. For ppeam= 20 GeV/c the correlation factdZ(e, q)
derived from Monte Carlo simulation shows a gradient in thpar-left direction in the parameter
space resulting in a slope in the projection ontoEh@peamaxis in figured1(a) This gradient be-
comes smaller foppeam= 50 GeV/c and vanishes foppeam= 80 GeV/c andppeam= 100 GeV/c
making the projection onto tHe/ ppeamaxis in figure42(a)constant within errors.

C(e,q) = (7.13)

7.2 Scale factor extraction procedure

This procedure is applied for each beam momenpyganseparately. The parametéis, i, [l;, O¢
are obtained by fitting the Crystal Ball parameterizatié(e; o¢,ng, e, O¢) (€q. (7.7)) to the
E/Poeam distribution. The parameterdy, fiq, iy, 0q are computed by fitting the mirror Crystal
Ball parameterizatiorQ(q; aq, Ng, kg, Tg) (€. (7.9)) to the ppeany p distribution. Then the scale
parametel, for the E/ppeamdistribution is calculated by fittin&(r; @, g, Ue, G, Gq, Ag, flg, Og)
(eq. (7.12) to theE/p distribution. In this fit only theu, parameter is allowed to vary. The other
parametersl,, fig, O, 0q, Ag, [y, 0q are fixed to the values obtained by tB¢ pyeam and ppean/ P
fits, respectively. The relative scale factor is then defimgthe ratiop /i
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This procedure is based on the assumption that the relatale factor is close to 1 and there-
fore the effect of the scaling of the parametégsi, d; is negligible. Otherwise they would have
to be scaled accordingly.

7.3 Estimation of systematic errors

The procedure to extract the relative scale factor betweernergy scale of the electromagnetic
calorimeter and the momentum scale of the inner detectobbas validated using a dedicated
Monte Carlo simulation. The systematic error due to theeseatraction procedure is found to be
below 1 permil 7).

7.4 Results

The E/ppeam distribution with the fitted E(¢; @;, 0, [Ig,0:) model, the ppean/p distri-
bution with the fitted Q(q; aq, fig, flg, 0q) model and theE/ppeam distribution fitted with
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Figure 43. Monte Carlo simulation: Thé& /ppeam distribution with the fittedE(€; G¢, g, [i¢, ) model
(top left), theppeany/ p distribution with the fittedQ(q; &g, g, flg, 0q) model (top right) and th& / p distribu-
tion fitted withR(r; @, A, U, ¢, Gq, N, [lg, Oq) Without (bottom left) and with (bottom right) Monte Carlo
simulation correlation modeling for Monte Carlo simulatior ppeam= 20 GeV/c.

R(r; G¢, e, Ue, O, O, Ag, flg, Gg) Without and with Monte Carlo simulation correlation modelli
are shown in figuret3 (Monte Carlo simulation) and figuré4 (data) for pyean=20 GeV/c. The
number of events after all cuts is given in talile

Figures43 and 44 show that forppeam= 20 G€eV/c the modeling of the correlation between
€ and g is needed to improve the description of the shape offlip distributions. TheE/p
distribution for data formppeam= 20 GeV/c is not perfectly described by applying the correlation
obtained from the Monte Carlo simulation implying that tleerelation is larger in data than in the
Monte Carlo simulation.

The relative scale factqr, /fi; without and with Monte Carlo simulation correlation modei
is shown in figured5 for all beam momenta. A value of 1 is expected for all beam nmieneFor
pream= 80 GeV/c and higher the modeling of the correlation betweamdq does not improve the
relative scale factor. Fappeam= 50 GeV/c and specially foppeam= 20 GeV/c the modeling of
the correlation betweeniandq brings the relative scale factor down to the 2 respectivadermnill
level. Within the available statistics, the uncertaintiesthe relative scale factor are comparable
with the expectation from the dedicated validation Montel@simulation model.

This demonstrates that for the CTB 2004 a Monte Carlo sinmudatorrelation modeling can
be used to extract the relative scale faqtgy {i from the data and therefore a similar approach
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will be used for ATLAS. The description of the correlatiorositd be easier for ATLAS since the
material distribution upstream of the electromagnetioGadeter is much better understood for
ATLAS than for the CTB 2004 due to the presence of the far epstrmaterial at the CTB 2004.
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8 Conclusions

The combined performance for electrons of a barrel segmietiteoATLAS detector has been
evaluated in the 2004 combined test-beam in condition®dmshose expected in ATLAS. Read-
out electronics and data acquisition were early versionbaxfe used in ATLAS.

It has been shown that the Monte Carlo simulation descriledisal important distributions of
measured variables for the Inner Detector and the LAr caleter with the presence of a magnetic
field in the Inner Detector.

The calibration of the energy measurement for electronis thié presence of a magnetic field
has been investigated and the differences with respece talibration without magnetic field have
been analyzed. The parameterization of the energy depogieicalorimeter as a function of the
shower depth cannot be used at the 2004 combined test-besto the larger out-of-cluster energy
deposits at lower beam momenta which stem from the largtardies between the Inner Detector
and the calorimeter set-up. The linearity obtained is 0.28f4the momentum range of 20 to
100 GeV/c which is within the estimated systematic uncertaintiesiog from statistics and from
the beam energies. The stochastic term of the energy resolat(10.0+0.1)% GeV/2, with an
average electronic noise term of about 208 MeV. This is caitleavith previous test beam results
without magnetic field and fulfills the physics requiremeioisthe ATLAS LAr calorimeter. The
2004 combined test-beam showed that the calibration puveeaf the ATLAS electromagnetic
calorimeter for electrons works as expected in very realeginditions.

A probability based approach for the particle identificatiwith the Transition Radiation
Tracker has been applied for both High Threshold (HT) hitd &ime-over-Threshold (ToT) in-
formation. For HT information, the probability based pelgiidentification gives a pion rejection
factor of 9 to 40 depending on the particle momentum at 90%trele efficiency. This is an im-
provement of 13% to 30% compared to using only the number ohktlas separation criteria.
Furthermore, including the ToT information increases #jeation power to 25 to 70, mostly at
low momenta as expected. In addition, the onset of tramsi@aliation has been measured in a
data-driven way using the variety of momenta and partighesyat the 2004 combined test-beam
which is crucial for tuning the Monte Carlo simulation of tihansition radiation.

The bremsstrahlung recovery algorithm using the caloeméfs been investigated using
Monte Carlo simulation for the 2004 combined test-beampsettihas been demonstrated that
the correction algorithm is able to recover the initial élee momentum, even in extreme situ-
ations where the photon and electron clusters are recotstriseparately in the calorimeter, by
removing the bremsstrahlung tail in théd distribution. A detailed comparison of performance
with 2004 combined test-beam data shows an agreement weitMtmte Carlo simulation at the
level of 1-2%.

It has been demonstrated that t¢p parameterization based on a Monte Carlo simulation
correlation modeling can be used to extract the electroetagacale from data with a precision of
better than 0.5% with the available statistics.

These combined performance studies at the 2004 combineteas give strong evidence
that the performance of the ATLAS detector for electrong gl within the requirements imposed
by the ATLAS physics program.
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