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## Chapter 1

## Introduction to Nesting problems

### 1.1 Introduction

Nesting problems are two-dimensional cutting and packing problems involving irregular shapes. This thesis is focused on real applications on Nesting problems such as the garment industry or the glass cutting. The aim is to study different mathematical methodologies to obtain good lower bounds by exact procedures and upper bounds by heuristic algorithms. The core of the thesis is a mathematical model, a Mixed Integer Programming model, which is adapted in each one of the parts of the thesis.

This study has three main parts: first, an exact algorithm for Nesting problems when rotation for the pieces is not allowed; second, an Iterated Greedy algorithm to deal with more complex Nesting problems when pieces can rotate at several angles; third, a constructive algorithm to solve the two-dimensional irregular bin packing problem with guillotine cuts. This thesis is organized as follows.

The first part is focused on developing exact algorithms. In Chapter 2 we present two Mixed Integer Programming (MIP) models, based on the Fischetti and Luzzi MIP model [27]. We consider horizontal lines in order to define the horizontal slices which are used to separate each pair of pieces. The second model, presented in Section 2.3, uses the structure of the horizontal slices in order to lift the bound constraints. Section 2.5 shows that if we solve these formulations with $C P L E X$, we obtain better results than the formulation proposed by Gomes and Oliveira [32]. The main objective is to design a Branch and Cut algorithm based on the MIP, but first a Branch and Bound algorithm is developed in Chapter 3. Therefore, we study different branching strategies and design an algorithm which updates the bounds on the coordinates of the reference point of the pieces in order to find incompatible variables which are fixed to 0 in the current branch of the tree. The resulting Branch and Bound produces an important improvement with respect to previous algorithms and is able to solve to optimality problems with up to 16 pieces in a reasonable time.

In order to develop the Branch and Cut algorithm we have found several classes of valid inequalities. Chapter 4 presents the different inequalities and in Chapter 5 we propose separation algorithms for some of these inequalities. However, our computational experience shows that although the number of nodes is reduced, the computational time increases considerably and the Branch and Cut algorithm becomes slower.

The second part is focused on building an Iterated Greedy algorithm for Nesting problems. In Chapter 6 a constructive algorithm based on the MIP model is proposed. We study different versions depending on the objective function and the number of pieces which are going to be considered in the initial MIP. A new
idea for the insertion is presented, trunk insertion, which allows certain movements of the pieces already placed. Chapter 7 contains different movements for the local search based on the reinsertion of a given number of pieces and compaction. In Chapter 8 we present a math-heuristic algorithm, which is an Iterated Greedy algorithm because we iterate over the constructive algorithm using a destructive algorithm. We have developed a local search based on the reinsertion of one and two pieces. In the constructive algorithm, for the reinsertion of the pieces after the destruction of the solution and the local search movements, we use several parameters that change along the algorithm, depending on the time required to prove optimality in the corresponding MIP models. That is, somehow we adjust the parameters, depending on the difficulty of the current MIP model. The computational results show that this algorithm is competitive with other algorithms and provides the best known results on several known instances.

The third part is included in Chapter 9. We present an efficient constructive algorithm for the two dimensional irregular bin packing problem with guillotine cuts. This problem arises in the glass cutting industry. We have used a similar MIP model with a new strategy to ensure a guillotine cut structure. The results obtained improve on the best known results. Furthermore, the algorithm is competitive with state of the art procedures for rectangular bin packing problems.

### 1.2 Types of Nesting Problems

There are several types of Nesting problems depending on the real application the problem comes from. We define the placement area as a big item and the pieces which have to be arranged into the big item as small items. There are several different objectives, but the most used one is focused on reducing the total waste produced.

The most studied problem is the strip packing problem where the width of the strip is fixed and the objective is based on reducing waste. As all the pieces have to be placed into the strip without overlapping, minimizing the waste is equivalent to minimizing the total required length. These problems arise in a wide variety of industries like garment manufacturing (see Figure 1.1), sheet-metal cutting, furniture making and shoe manufacturing.


Figure 1.1: An example from garment manufacturing (taken from Gomes and Oliveira [32])

Two-dimensional Bin Packing Problems consist in placing a set of pieces into a finite number of bins in
such a way that the total number of bins is minimized. In some applications, the placement areas into which the pieces have to be packed or cut can have irregular shapes, as in the case of leather hides for making shoes. The placement area can have uniform or varying qualities depending on the region, sometimes including defective parts that cannot be used. In these cases the objective is based on reducing the number of big items needed to place all the pieces.


Figure 1.2: An example of a leather cutting instance given by Baldacci et al. [7]
The leather nesting problem (LNP) consists in finding the best layouts for a set of irregular pieces within large natural leather hides whose contours could be highly irregular and may include holes. According to the typology presented by Wäscher et al. [70], LNP can be classified as a two-dimensional residual cutting stock problem (2D-RCSP). Figure 1.2 shows an example of a leather nesting problem.

Heistermann et. al. [33] proposed a greedy algorithm for real instances in the automotive industry. They consider holes, defects and regions with different levels of quality (quality zones) in the leather hides. Recently, Alves et. al. [3] have proposed several constructive algorithms, reporting an extensive computational experiment using two real data sets.

Baldacci et al. [7] use the raster representation to design a heuristic algorithm. They propose an iterative algorithm based on three different constructive procedures for the Irregular Single Knapsack Problem. They compare their algorithms on instances defined for two-dimensional strip packing problems, two-dimensional bin packing problems and real-world leather cutting instances.

Crispin et. al. [21] propose two genetic algorithms using different coding methodologies for shoe manufacturing. They consider directional constraints for the pieces in given regions of the hides which reduce the solution space.

There are several publications on the leather nesting problem that do not take quality zones into account. We can find a heuristic algorithm based on placing the shapes one by one on multiple sheets in Lee et. al [39], and Yupins and Caijun [72] propose both genetic algorithms and simulated annealing.

Nevertheless, in the literature of Nesting problems the variant with more publications is the two-dimensional
strip packing problem where the width of the strip is fixed and minimizing the total required length is the common objective. This problem is categorized as the two-dimensional, irregular open dimensional problem in Wäscher et al. [70]. Fowler and Tanimoto [28] demonstrate that this problem is NP-complete and, as a result, solution methodologies predominantly utilize heuristics. In Sections 1.4 and 1.5 we can find a literature review on exact methods and heuristic algorithms, respectively. In this thesis we focus on that problem and both exact and heuristic algorithms are proposed.

One important characteristic of the pieces is their shape. In Nesting problems pieces are irregular and most frequently polygons. However, there are several publications that consider circular edges. Burke et. al. [18] propose a generalized bottom-left corner heuristic with hill climbing and tabu search algorithms for finding a good sequence of the given pieces. Scheithauer et al. [59] use $\phi$-functions to deal with circular edges. In practice, circular edges of the pieces could be approximated by polygons, so most of the publications consider the pieces as polygons.

Another feature of the pieces is the allowed angles of rotation: rotation can be free; only specific angles can be allowed $\left(90^{\circ}, 180^{\circ}, \ldots\right)$ or rotation is not allowed at all. The angles of rotation can be fixed because pieces have to respect a given pattern in the stock sheet or due to the structural properties of the material being cut. In most of the published studies, rotation of the pieces is not allowed or is restricted to several fixed angles, though there are several studies dealing with free rotation. Xiao Liu and Jia-Wei Ye [41] propose a constructive heuristic algorithm and Stoyan et al. [63] use $\phi$-functions.

The periodic packing of irregular shapes, also known as regular packing or lattice packing, consists in packing congruent copies of one shape. Costa et al. [20] propose heuristic algorithms for large-scale periodic packing. They allow pieces to be rotated freely on the condition that all the pieces must follow the same orientation (single lattice) or can be rotated $180^{\circ}$ (double lattice). According to the typology by Wäscher [70], this problem is a two-dimensional irregular IIPP (Identical Item Packing Problem).

Another application of Nesting problems arises in the glass cutting industry. In this case the cutting process divides the stock sheet (or the given part that is going to be cut) into two different parts. These cuts are known as guillotine cuts and a direct consequence is that pieces cannot have concavities. Pieces have to be placed into bins of a fixed width and length, so the objective is to use as few bins as possible to pack all the pieces.

Finally, we can find several publications on three-dimensional nesting problems. Scheithauer et al. [67] extend $\phi$-functions to three dimensional objects and Egeblad et al. [26] propose a heuristic algorithm that can be applied on three-dimensional problems.

### 1.3 Geometry overview

The main difficulty of solving two-dimensional packing problems appears when we want to ensure that there is no overlap in the solution or, in the case that there is overlapping, we want to identify the pieces involved. In this section we review the strategies that can be found in the literature.

First we describe the pixel/raster method, which divides the stock sheet into pixels with each pixel ha-
ving a value to indicate if it is used by a piece. This approach has the disadvantage of losing precision when the problem has irregular pieces. The second method is based on direct trigonometry, using the known $D$ functions. The third method uses the Non-Fit Polygons, introduced by Art [5]. The Non-Fit Polygon (NFP) reduces the problem of identifying whether two polygons overlap to the problem of checking if one point satisfies any of a subset of linear inequalities. When pieces are allowed to be rotated, the NFPs can be used only by calculating the $N F P$ of each pair of pieces for each combination of the allowed angles of rotation. Moreover, when the rotation of pieces is free, the NFP does not work. The Phi-function, introduced by Stoyan et al. [63], is a generalization of the NFP and gives a measure of the separation between a pair of pieces. The Phi-function tool is limited by the mathematical complexity needed for it to be defined. However, it considers the rotation of the pieces. A recent approach is the sentinel method proposed by Macarenhas and Birgin [47], which also works for a free rotation of the pieces but can be constructed for pieces only with simple (convex) shapes.

### 1.3.1 Pixel/Raster method

The idea is to use a matrix where the digits represent a codification of a given area. The stock sheet is divided into small squares called pixels, obtaining a grid in such a way that the position of each piece in the strip is given by a set of covered pixels. Each element of the matrix represents a pixel of the strip. Note that with this representation we lose precision because no pixel is allowed to be covered by two or more different pieces. Moreover, if we consider a thinner grid then the computational effort would increase considerably. The codification of the matrix is important, and basically there are three approaches.

Oliveira and Ferreira [50] use a simple codification where each pixel of the matrix takes the value $k=0,1,2, \ldots$ if there are $k$ pieces covering it. Note that if the matrix has a pixel which takes the value 0 , there is no piece covering it. In the case where there is a pixel which takes a value greater than 1 , there is overlapping in the given pixel. In Figure 1.3 we can see the codification of one piece. It is important to mention that there are pixels which are not completely covered by the piece, but we have to consider that it is covered in order to ensure that pieces have a non-overlapping configuration, so the corresponding value in the matrix takes the value 1 .


Figure 1.3: Oliveira and Ferreira representation (taken from Bennell and Oliveira [12]).

Segenreich and Braga [60] propose a codification which identifies not only overlapping, but also whether the pieces are in contact. Their codification uses a 1 for the boundary of the pieces and a 3 for the inner part. Then, in the pixel-matrix, a pixel with a value greater than 4 indicates that there is overlapping and a
pixel with value 2 means that two pieces are in contact but that they do not overlap. If the matrix has all the elements lower than or equal to 2 , then the resulting solution is feasible. In Figure 1.4 we can see two pieces separately, and then their sum. Note that in the resulting sum we can observe some pixels with a value of 6 , meaning that the pieces are in an overlapping position and pixels with the value 4 indicate that, in the respective pixels, pieces are in a non-feasible position (the boundary of one piece with the inner part of the other piece).


Figure 1.4: Segenreich and Braga non boolean representation for irregular pieces (taken from Bennell and Oliveira [12]).

Babu and Babu [6] propose a different idea. Oliveira and Ferreira's codification, as with Segenreich and Braga's, uses 0 for representing the absence of pieces, and a number greater than 0 for the presence of pieces. Babu and Babu use 0 for representing the inner part of the pieces and a number greater than 0 for the adjacent pixels. These adjacent pixels are enumerated from right to left in increasing order, starting with 1 at the right of the piece. In Figure 1.5 we can observe how they represent a piece with a hole. The two central pixels with values 1 and 2 represent the hole in the piece.


Figure 1.5: Babu and Babu representation (taken from Bennell and Oliveira [12]).
The Babu and Babu codification generalizes the shape of the stock sheet. The big item where we have to arrange the small items can be an irregular polygon and can also have holes which cannot be used by any piece. One advantage of this codification is that the code of each pixel represents the number of pixels needed to push the represented piece to the right in order to make the solution possible. In that way, in a given configuration it is easy to calculate the compaction of the pieces in the bottom-left corner of the strip. The
disadvantage of this approach is an increase in the computational effort needed to update the pixel matrix and its complexity.

### 1.3.2 Trigonometry and $\boldsymbol{D}$ functions.

This method considers the pieces as polygons. An important advantage when we use polygons for representing the pieces is the precision that we gain when we deal with irregular pieces. Note that in the pixel/raster method, precision depends on the accuracy used when defining the grid. However, when we use polygons we can approximate each piece as much as is necessary.

On the other hand, in the pixel/raster method the amount of required information depends on the area of the pieces. When the pieces are larger the pixel matrix is more complex and it is harder to update it. If we use polygons, the amount of required information increases with the number of vertices of the polygons used for representing the pieces.

The main problem of using polygons appears when we want to guarantee that pieces do not overlap. The first idea that comes to mind is based on direct trigonometry. There are known tools that allow us to identify when two segments intersect or if a given point is placed inside a given polygon. These tools are more complex compared with the pixel/raster method. In fact, the computational time of the pixel/raster method is quadratic on the size of the pixel matrix, and when we use direct trigonometry the computational time is exponential on the number of edges of the polygons.

In what follows we are going to present an approach using trigonometry to evaluate whether two polygons overlap. In Figure 1.6(a) we can observe that if two polygons overlap, then their respective enclosed rectangles also overlap. Figure 1.6 (b) shows that if any two edges intersect, then the rectangles whose diagonal is one of these edges also overlap.


Figure 1.6: (a) If two polygons overlap, then their respective enclosed rectangles also overlap. (b) If two edges intersect, then the rectangles whose diagonal is one of the edges also overlap (taken from Bennell and Oliveira [12]).

If the enclosing rectangles of two given polygons do not overlap, then the polygons are not in a overlapping position. This is much easier to check than checking if two complex polygons overlap. Then, in order to know whether two pieces overlap or not, the first step is to check if the enclosed rectangles overlap. Ferreira et. al. [4] study the reduction of checking the feasibility of one given solution by first applying the
study of the enclosed rectangles of each pair of pieces, which ranges between $90.7 \%$ and $97.6 \%$ of the pairs. Furthermore, if we also analyze the edges, the reduction ranges between $96 \%$ and $99.4 \%$. Obviously, the complexity of the polygons reduces the effectiveness of the study of the enclosing rectangles, but Ferreira et al. never obtain a reduction percentage lower than $90 \%$.

In order to check if two polygons overlap, Bennell and Oliveira [12] give a set of hierarchical tests.


Figures 1.7 (a) and (b) show, respectively, negative answers for Tests 1 and 2. An example of an affirmative answer is shown in Figures 1.7 (c) and (d), and in Figure 1.7 (e) we can see both possibilities for Test 4.


Figure 1.7: Different cases of the relative position between two pieces (taken from Bennell and Oliveira [12]).
Preparata and Shamos [54] propose a test to identify if a given point is inside a polygon. This test is useful to solve Test 4. In order to answer Test 3, we can use the known $D$ functions, which are an efficient
tool to obtain the relative position between two edges.

$$
\begin{equation*}
D_{A B P}=\left(\left(X_{A}-X_{B}\right)\left(Y_{A}-Y_{P}\right)-\left(Y_{A}-Y_{B}\right)\left(X_{A}-X_{P}\right)\right) \tag{1.1}
\end{equation*}
$$

$D$ functions were introduced by Konopasek [38] and give the relative position between one point, $P$, with respect to an oriented edge, $A B$, see Figure 1.8.


Figure 1.8: Interpretation of the D functions (taken from Bennell and Oliveira [12]).

These functions come from the equation of the distance from a point to a line. The interpretation is the following one:

- If $D_{A} B P>0$, then point $P$ is placed to the left of segment $A B$.
- If $D_{A} B P<0$, then point $P$ is placed to the right of segment $A B$.
- If $D_{A} B P=0$, then point $P$ is placed on the segment $A B$.

We have to consider the origin of the coordinate axis in the bottom-left corner, i.e. the $X$ axis always increases to the right and the $Y$ axis increases upward. It is possible to use these functions to study the relative position between two segments with given orientations. Mahadevan [43] gives a complete study for differentiating all the cases.

### 1.3.3 Non-Fit polygons

Nowadays, the Non-Fit polygon (NFP) is the most widely used and effective tool. The idea of the NFP is the study of the different relative positions between one polygon $B$, with respect to another polygon $A$, such that both polygons are in a touching position without overlapping, i.e. the NFP studies all the positions of polygon $B$ in which it touches polygon $A$. This concept was introduced by Art [5].

We denote by $P_{A}$ the reference point of polygon $A$ and $P_{B}$ denotes the reference point of polygon $B$. Let us consider that both reference points are in the bottom-left corner of the enclosing rectangle of their respective polygons. The $N F P$ of pieces $A$ and $B$, denoted by $N F P_{A B}$, is the region in which the reference point of polygon $B$ cannot be placed because it would overlap polygon $A$. To build it, $P_{A}$ is placed at the origin and $P_{B}$ slides around polygon $A$ in such a way that there is always a point of polygon $B$ touching the border of polygon $A$. The left-hand side of Figure 1.9 shows several positions of polygon $B$ (triangle) moving around polygon $A$ (square). The right-hand side of the figure shows $N F P_{A B}$, the forbidden region for placing $P_{B}$, relative to $P_{A}$, if overlapping is not allowed. Note that $N F P_{B A}$ matches $N F P_{A B}$ with a rotation of $180^{\circ}$.

Cuninghame-Green [22] proposes an algorithm to obtain the NFPs of convex pieces. In a first step, a different orientation is assigned to each polygon as is shown in Figure 1.10 (a). Then, fixing the position of polygon $A$ at the origin in a counterclockwise orientation, all the edges of both polygons are sorted by

(a) Piece $B$ moves around $A$

(b) $N F P_{A B}$

Figure 1.9: Building the NFP of pieces $A$ and $B$


Figure 1.10: Building NFP of convex pieces
non-increasing slope, see Figure 1.10 (b). Finally, all the edges have to be drawn in the corresponding order, thus obtaining the $N F P_{A B}$ (Figure 1.10 (c)).

When one or both polygons are non-convex, the construction of the NFP is more complex. Figure 1.11, taken from Bennell and Oliveira [12], shows complicated cases. In Figure 1.11(a), piece $B$ has some feasible positions within the concavity of $A$ and therefore $N F P_{A B}$ includes a small triangle of feasible placements for the reference point of $B$. In Figure 1.11(b), the width of $B$ fits exactly into the concavity of $A$ and its feasible positions in the concavity produce a segment of feasible positions for the reference point of $B$ in $N F P_{A B}$. In Figure 1.11(c), there is exactly one position in which $B$ fits into the concavity of $A$ and then $N F P_{A B}$ includes a single feasible point for the reference point of $B$.


Figure 1.11: Special cases of NFP when non-convex pieces are involved (taken from Bennell and Oliveira [12])

In this thesis we assume that for each pair of pieces $i, j, N F P_{i j}$ is given by a polygon and, if that is the case, by a set of points (as in Figure 1.11(c)), a set of segments (as in Figure 1.11(b)) or a set of enclosed polygons (as in Figure 1.11(a)).

## Algorithms to calculate $\boldsymbol{N F P s}$

## Sliding Algorithm

Mahadevan [43] proposes a sliding algorithm in order to obtain the $N F P$. Let $A$ and $B$ be two pieces and $P_{A}$ and $P_{B}$ be their respective reference points. In order to obtain $N F P_{A B}$, we first need an initial position of the pieces that guarantees the touching position without overlapping. To ensure that, we match the maximum value of the $Y$ coordinate of $B$ with the minimum value of the $Y$ coordinate of $A$. The reference point of $B$ in this position is going to be the first vertex of $N F P_{A B}$. In the case that there is more than one position satisfying the previous condition, then the initial vertex will be the point located further to the left in order to ensure that the initial vertex is a vertex of $N F P_{A B}$.

Then, in Figure 1.12 we can see that there are three different possibilities for the first movement of $B$ :

- Case (a): The slope of edge $\left(a_{j}, a_{j+1}\right)$ is lower than the slope of edge $\left(b_{j}, b_{j+1}\right)$. In that case, $b_{j}$ slides over the edge $\left(a_{j}, a_{j+1}\right)$.
- Case (b): The slope of edge $\left(b_{j}, b_{j+1}\right)$ is lower than the slope of edge $\left(a_{j}, a_{j+1}\right)$. In that case, $a_{j}$ slides over the edge $\left(b_{j}, b_{j+1}\right)$.
- Case (c): Both edges, $\left(a_{j}, a_{j+1}\right)$ and $\left(b_{j}, b_{j+1}\right)$, have the same slope. In that case, both glides of cases (a) and (b) are done.


Figure 1.12: Different cases to begin to slide piece B around piece A (taken from Bennell and Oliveira [12]).

Mahadevan uses the $D$ functions in order to know the inner part of the $N F P_{A B}$ defined by the side of the segment which is obtained by sliding a complete combination of a vertex-edge of pieces $A$ and $B$. In the event that any piece has a concavity, when one vertex slides completely over one edge, the polygons could be in an overlapping position, see Figure 1.13. In that case, the glide corresponds to the minimum distance from the starting point to the intersection point of both polygons, which matches with the maximum distance available for sliding $B$ along the edge such that no overlaps exist with piece $A$.

The sliding algorithm only works for pairs of polygons that are relatively simple connected polygons. For example, in Figure 1.11 this algorithm does not find the hole in (a) or the point of (c)).


Figure 1.13: Projection of $B$ when it is moved over the edge of $A$ (taken from Bennell and Oliveira [12]).

Whitwell [71] proposes an extension of the sliding algorithm in order to identify the holes. He studies if there is any edge of any polygon which is not traveled over, i.e. the edge is not used for sliding any point in the Mahadevan algorithm. If there is any relative position for the non-visited edges such that nonoverlapping is produced, then there is a hole in the $N F P_{A B}$. This hole can be obtained in a similar way, using a glide as above, whose result is the border of the hole. The Whitwell algorithm first applies the Mahadevan sliding algorithm, but the considered edges are flagged. If there is any non-flagged edge, we can suppose, without loss of generality, that it belongs to $A$ and each vertex of $B$ is checked to see if it can slide along this edge without producing an overlap. That can be studied by checking if the two edges whose intersection defines the given vertex of $B$ are both to the left of the given edge of $A$. In the case that one or both of them are placed to the left of the edge of $A$, then there is no feasible glide between $A$ and $B$ such that the given vertex of $B$ could touch the given edge of $A$, see Figure 1.14.


Figure 1.14: $(a) b_{i}$ and $b_{j}$ are both on the right of edge $a,(b) b_{i}$ is on the left and $b_{j}$ is on the right of $a$, (c) $b_{i}$ an $b_{j}$ are both on the left of a (taken from Bennell and Oliveira [12]).

Let us suppose that there is one vertex of $B$ such that the two incident edges are both to the right of edge $a$, as shown in Figure 1.14 (a). In that case it is necessary to study whether there are some positions in which to place this vertex over the edge $a$ which produce an overlap of pieces $A$ and $B$. In order to check this, Whitwell uses a similar structure to the Mahadevan algorithm. Figure 1.15 shows an example of how the Whitwell algorithm works in order to find a feasible initial point starting from an overlapping position. Obviously, when the shapes of the pieces are more complex, having more edges and concavities, this approach will need more computational effort.

## The Minkowski sum

The concept and theory of Minkowski operations comes from the more general field of morphology. The morphological operation that forms the basis of this technique for finding the NFP is termed dilation. Dilation grows the image set $A$ through vector addition with set B , and is denoted as $A / B$. The dilation operator


Figure 1.15: The Whitwell method for finding feasible initial points (taken from Bennell and Oliveira [12]).
may also be called the Minkowski sum, defined as follows.
Let $A$ and $B$ be two arbitrary closed sets of vector points in $\mathbb{R}^{2}$. $S$ is the resulting sum of adding all the vector points in $A$ to those in $B$. Then the Minkowski sum, $S$, is defined as

$$
S=A \oplus B=\{a+b \mid a \in A, b \in B\} .
$$

The union of geometric translations of sets can also define the Minkowski sum. If $A_{b}$ denotes set $A$ translated by vector $b$, then

$$
S=A \oplus B=\bigcup_{b \in B} A_{b} .
$$

Stoyan and Ponomarenko [64] first formalized the relationship between Minkowski sums and NFPs, providing a rigorous proof in their paper. They termed the NFP as the hodograph. Proof of this relationship is also discussed in Milenkovic et al. [48] and Bennell [8], who describe it as the Minkowski difference. In order to use the Minkowski sums and its relationship with the $N F P$, the realization of the above definition needs to be formulated into a procedure to obtain the NFP. Ghosh [30] develops a set of Boundary Addition Theorems for both the convex and non-convex cases that underpin his method of obtaining the Minkowski sum. That shows that there is sufficient information in the boundary of the polygons to obtain the boundary of the Minkowski sum. The theorems also support the use of slope diagrams, which form the basis of his approach, for representing the Minkowski sum. Ghosh [30] provides a detailed explanation of these theorems and Bennell [8] provides a discussion of the approach with respect to the NFP. In a Bennell et al. [12] tutorial we can find easy examples of Ghosh's idea. Recently, Bennell et al. [61] propose an efficient algorithm to calculate the NFPs using Minkowski sums based on the principles defined by Ghosh.

### 1.3.4 $\phi$ functions

The $\phi$ function is a topology concept. This tool can be viewed as a generalization of the NFPs, whose purpose is to represent all the mutual positions of two pieces, which can be polygons or pieces with curved lines. In Bennell et al. [14] an extensive tutorial on the $\phi$ functions and $\phi$ objects can be found.

The $\phi$ function is a mathematical expression which describes the interaction between two geometrical objects in such a way that the positions of the objects are the input and a real value is the output. This value can be viewed as the distance between the objects: if the value is 0 , the pieces are touching each other; if the value is positive, the pieces are separated; and if the value is negative, the pieces overlap.

Stoyan et al.[63] use the $\phi$ functions to solve the non-overlapping problem for Nesting problems. They consider problems with several copies of one and two pieces. In Stoyan et al. [66] this idea is applied to

3-dimensional Nesting problems. In this case, they use the $\phi$ functions not only to know if a given solution is feasible, but also to define the mathematical model.

For basic pieces in two dimensions, a $\phi$ function class is already defined (see Stoyan et al. [68]). When dealing with more complex pieces, each piece can be decomposed into convex polygons or basic pieces, which correspond to a wide set of fixed-orientation bi-dimensional objects, see Stoyan et al. [65]. Scheithauer et al. [59] study the different combinations of basic pieces with circular segments. Stoyan et al. [67] and [66] apply this concept to the 3-dimensional case.

There is a close relation between the $\phi$ function and the NFP and the Minkowski sum. When the rotation of both pieces and the position of one of the pieces is fixed, the set of points such that the value of the $\phi$ function is 0 describes the $N F P$. However, the $\phi$ function has more information because it is not necessary to fix one of the pieces, and also gives an overlapping measure.

### 1.4 Exact algorithms

Since Nesting problems are harder than rectangular packing problems, which are already $N P$-hard, we find mostly heuristic algorithms in the literature. Gomes and Oliveira [32] propose a mixed integer programming model (MIP model) for pieces with a fixed orientation. They use that model to solve the compaction and the separation problems embedded into a heuristic algorithm. The compaction problem consists in finding a better layout from a feasible layout without changing the relative positions between the pieces. The separation problem tries to transform an unfeasible layout into a feasible solution by minimizing the increase in the required length. In Gomes and Oliveira [32], the non-overlapping constraints are modeled using binary variables and big- $M$ constants. In each case the binary variables expressing the relative position of the pieces are fixed according to certain heuristic rules and the MIP model is transformed into a linear problem.

The only exact algorithm that can be found in the literature is proposed by Fischetti and Luzzi [27]. They develop a Mixed Integer Programming MIP model and a branching strategy which is used with CPLEX. The Fischetti and Luzzi MIP non-overlapping constraints use tighter coefficients instead of big-M constants. The branching strategy is based on separating pieces by blocks, that is, when a block of $n$ pieces is already separated then the next piece which overlaps with it is separated from the pieces of the block. Their exact algorithm has been tested on three instances, glass1, glass 2 and glass 3 with 5, 7 and 9 pieces, respectively. These instances are broken glass problems, for which the optimal solution has $100 \%$ utilization. Fischetti and Luzzi [27] are able to prove optimality only for instances glass1 and glass2.

### 1.5 Heuristic algorithms

Bennell and Oliveira [13] in their tutorial in irregular shape packing problems provide an introduction to heuristic solution methods. There are two ways of dealing with nesting problems: working with partial solutions and working with complete solutions. The first approach represents the construction of a layout piece by piece and in some cases can produce reasonable quality solutions at little computational cost. The second approach works with complete solutions and applies a local search, iteratively making small changes, to a
set of candidate solutions.

One of the first strategies to deal with the Nesting problem is based on the known placement rule BL (Bottom Left). This rule iteratively moves each piece to the left-most feasible position with respect to the set of already placed polygons. Albano and Sapuppo [1] propose this constructive algorithm where the ties are broken by preferring the lowest feasible position. In Blazewicz [16] we can find an extension which allows the polygons to be placed into a hole surrounded by already placed polygons. Dowsland and Dowsland [24] and Gomes and Oliveira [31] extend the constructive algorithm, considering the whole container instead of the envelope formed by the pieces which are already placed. Gomes and Oliveira [31] add a local search to find a good sequence of the given polygons using a random weighted length criterion. Finally, Burke et al. [18] propose an extension of the algorithm to deal with irregular pieces having circular edges. They propose searching from the left side of the layout through the unfeasible positions until a feasible position is found.

Oliveira et al. [51] develop the TOPOS algorithm with an alternative placement rule. The positions of the pieces on the stock sheet are not fixed and only the relative position between pieces which are already placed are fixed. They investigate different placement rules for growing the solution with the aim of keeping the layout as compact as possible while trying to avoid an increase in length.

The JOSTLE algorithm, proposed by Dowsland et al. [25], oscillates between packing from the left end of the stock sheet to packing from its right end, and the sequence of pieces is determined by the $x$-coordinate of each piece in the previous iteration.

On the other hand, there are many publications that use algorithms based on linear programming (LP) for compaction and separation. Milenkovic and Li [49] propose different algorithms for the compaction and separation of pieces, a physically-based simulated method for compaction and a position-based model that finds a local optimum for separation. Bennell and Dowsland [10] propose LP-based compaction and separation algorithms with a tabu search whose original version was proposed without the integration of LP in Bennell and Dowsland [9]. The tabu search is used to solve the overlap minimization problem (OMP), which minimizes the overlap penalty for all pairs of polygons under the constraint that they are placed into a container of a given width and length. The solution obtained by solving the OMP could be unfeasible.

Gomes and Oliveira [32] develop a simulated annealing algorithm and use an LP model for compaction and separation. This model is, initially, a Mixed Integer Programming (MIP) model where the relative position of each pair of polygons is determined by a set of binary variables. Then they fix the binary variables and the model is transformed into an LP model which is easy to solve and is used for compaction and separation. They use the constructive TOPOS heuristic presented in [51] to build the initial solution. Song and Bennell [62] use the TOPOS heuristic to design a heuristic algorithm based on the study of the permutations by adopting a beam search.

Egeblad et al. [26] propose a guided local search algorithm for OMP in which the neighborhood consists in moving the polygons in both vertical and horizontal directions from its current position. In this paper pieces cannot protrude from the stock sheet and they use the intersection area for each pair of polygons as the overlap penalty.

Imamichi et al. [35] propose an iterated local search (ILS) to solve an OMP algorithm which allows
pieces to protrude from the stock sheet. They use a measure of overlap that they call the penetration depth, which is the minimum translational distance to separate a given pair of polygons. They incorporate a nonlinear programming technique. Umetami et al. [69] propose a guided local search for a similar OMP which adds a direction to the pieces in order to calculate the measured overlap (directional penetration depth). They develop an algorithm which finds the position with a minimum overlap penalty for each polygon when it is translated in a specified direction.

Recently, Leung et al. [40] propose an extended local search based on the separation algorithm used in Imamichi et al. [35]. A tabu search algorithm is used to avoid local minima and a compact algorithm is used. Kubagawa et al. [58] propose a two-level algorithm in which an external level controls the value of the length (the open dimension) and an inner level controls the initial temperature used for simulated annealing, and the objective is to place all items inside the container. They use the collision-free region which indicates permitted placements for the insertion of the pieces.

### 1.6 Instances

In this section we are going to present the instances that we can find in the literature and a set of smaller instances that we have created in order to test the exact algorithm developed for Nesting Problems. In the first subsection the most known instances and their characteristics are presented. In the second subsection we introduce the set of smaller instances for testing the exact procedure. Finally, since in Chapter 9 we develop a constructive algorithm for the two dimensional irregular bin packing problem with guillotine cuts, the corresponding set of instances are presented in the third subsection.

### 1.6.1 Instances for Nesting Problems

There are a wide variety of Nesting problems, depending on the shape of the big item and the rotation of the pieces. In this thesis we consider the shape of the big item to be rectangular, with a fixed width and the objective is to minimize the total required length. If we look at the rotation of the small items, there are three kinds of problems:

- No rotation allowed.
- Several angles of rotation are allowed: $0^{\circ}, 90^{\circ}, 180^{\circ}$ and $270^{\circ}$.
- Free rotation: pieces can be rotated at any angle.

Most of the known instances in the literature consider one of the first two types of instances. It is not common to allow free rotation for the pieces. In Table 1.1 we can see the set of instances that can be found in the literature, ordered by the non-decreasing number of pieces. Fischetti and Luzzi [27] use the first three instances, glass1, glass2 and glass3, to test their exact algorithm. The remaining instances have been used only for heuristic algorithms due to the large number of pieces.

In what follows we present the pictures of the best results obtained using algorithms presented in the thesis. We use the notation $L_{b e s t}$ to denote that it is the best known solution for the current problem, but not necessarily the optimal solution.
Table 1.1: Nesting instances from the literature

| Instances | Types of Pieces | Number of pieces | Average of vertices | Allowed rotation angles | Plate width | Problem type | Authors |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| glass 1 | 5 | 5 | 6 | 0 | 45 | Puzzle,convex | Fischetti and Luzzi [27] |
| glass2 | 7 | 7 | 5.42 | 0 | 45 | Puzzle,convex | Fischetti and Luzzi [27] |
| glass3 | 9 | 9 | 5.44 | 0 | 45 | Puzzle | Fischetti and Luzzi [27] |
| dighe2 | 10 | 10 | 4.7 | 0 | 100 | Jigsaw puzzle | Dighe and Jakiela [23] |
| fu | 12 | 12 | 3.58 | 0-90-180-270 | 38 | Artificial, convex | Fujita et al. [29] |
| polyla | 15 | 15 | 4.6 | 0-90-180-270 | 40 | Artificial | Hopper [34] |
| poly1a0 | 15 | 15 | 4.6 | 0 | 40 | Artificial | Hopper [34] |
| dighe 1 | 16 | 16 | 3.87 | 0 | 100 | Jigsaw puzzle | Dighe and Jakiela [23] |
| mao | 9 | 20 | 9.22 | 0-90-180-270 | 2550 | Garment | Bounsaythip and Maouche [17] |
| blaz2 | 4 | 20 | 7.5 | 0-180 | 15 | Artificial | Oliveira and Ferreira [50] |
| marques | 8 | 24 | 7.37 | 0-90-180-270 | 104 | Garment | Marques et al. [45] |
| albano | 8 | 24 | 7.25 | 0-180 | 4900 | Garment | Albano and Sapuppo [1] |
| jakobs1 | 25 | 25 | 5.6 | 0-90-180-270 | 40 | Artificial | Jakobs [37] |
| jakobs2 | 25 | 25 | 5.36 | 0-90-180-270 | 70 | Artificial | Jakobs [37] |
| shapes2 | 7 | 28 | 6.29 | 0-180 | 15 | Artificial | Oliveira and Ferreira [50] |
| dagli | 10 | 30 | 6.3 | 0-180 | 60 | Garment | Ratanapan and Dagli [55] |
| poly2a | 15 | 30 | 4.6 | 0-90-180-270 | 40 | Artificial | Hopper [34] |
| poly 2 b | 30 | 30 | 4.53 | 0-90-180-270 | 40 | Artificial | Hopper [34] |
| shapes 1 | 4 | 43 | 8.75 | 0-180 | 40 | Artificial | Oliveira and Ferreira [50] |
| shapes0 | 4 | 43 | 8.75 | 0 | 40 | Artificial | Oliveira and Ferreira [50] |
| poly3a | 15 | 45 | 4.6 | 0-90-180-270 | 40 | Artificial | Hopper [34] |
| poly3b | 45 | 45 | 4.6 | 0-90-180-270 | 40 | Artificial | Hopper [34] |
| swim | 10 | 48 | 21.9 | 0-180 | 5752 | Garment | Oliveira and Ferreira [50] |
| poly4a | 15 | 60 | 4.6 | 0-90-180-270 | 40 | Artificial | Hopper [34] |
| poly4b | 60 | 60 | 4.6 | 0-90-180-270 | 40 | Artificial | Hopper [34] |
| trousers | 17 | 64 | 5.06 | 0-180 | 79 | Garment | Oliveira and Ferreira [50] |
| poly5a | 15 | 75 | 4.6 | 0-90-180-270 | 40 | Artificial | Hopper [34] |
| poly5b | 75 | 75 | 4.57 | 0-90-180-270 | 40 | Artificial | Hopper [34] |
| shirts | 8 | 99 | 6.63 | 0-180 | 5752 | Garment | Dowsland et al. [25] |

### 1.6.2 Smaller Nesting instances without rotation

In this section we include small instances with up to 16 pieces which we have used in our exact algorithms, listed in Table 1.2.

Instances three, threep 2 , threep $2 w 9$, threep 3 and threep $3 w 9$ are constructed with copies of 3 pieces with simple shapes: a square, a triangle and a diamond.

Pieces from instances shapes 4 and shapes 8 are taken from instance shapes0 in Table 1.1, which has pieces with very irregular shapes.

Instance $f u$ in Table 1.1 has 12 pieces and 4 allowed angles of rotation. We create instance ful2 by using the same pieces of instance $f u$ but with a fixed orientation for the pieces. Furthermore, we have built instances fu5, fu6, fu7, fu8, fu9 and ful0 which consider, respectively, the first $5,6,7,8,9$ and 10 pieces of instance $f u$.

Instances glass1, glass2, glass3, dighe2 and dighelok are the broken glass instances used by Fischetti and Luzzi [27].

We have built 15 instances from instance Jakobsl by choosing 10, 12 and 14 pieces randomly. Analogously, we have built 15 instances from instance Jakobs2. We call these instances Ja-b-c-d, where a denotes the initial problem (Jakobsl or Jakobs2); $b$ denotes the number of pieces; $c$ represents the width of the strip and $d$ the creation order, used to distinguish between the 5 instances of each type.

Finally, we consider the instance poly1 $a$ with 15 pieces.
In what follows, we present the pictures of the best results obtained with the exact algorithms. We use the notation $L_{u b}$ to denote that it is an upper bound, that is, that no optimality is proved, and $L$ if it is the optimal solution.

Table 1.2: Small instances used to test the exact algorithms

| Instances | Types of pieces | Number of pieces | Average of vertices | Plate width | Type of problem | Upper bound |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| three | 3 | 3 | 3.67 | 7 | Artificial | 7 |
| shapes4 | 4 | 4 | 8.75 | 13 | Artificial | 24 |
| fu5 | 5 | 5 | 3.60 | 38 | First 5 pieces of fu | 24 |
| glass1 | 5 | 5 | 5.00 | 45 | Artificial | 45 |
| fu6 | 6 | 6 | 3.67 | 38 | First 6 pieces of fu | 24 |
| threep2 | 6 | 6 | 3.67 | 7 | Artificial | 11 |
| threep 2 w 9 | 6 | 6 | 3.67 | 9 | Artificial | 10 |
| fu7 | 7 | 7 | 3.71 | 38 | First 7 pieces of fu | 28 |
| glass2 | 7 | 7 | 5.43 | 45 | Artificial | 60 |
| fu8 | 8 | 8 | 3.75 | 38 | First 8 pieces of fu | 32 |
| shapes8 | 8 | 8 | 8.75 | 20 | Artificial | 26 |
| fu9 | 9 | 9 | 3.67 | 38 | First 9 pieces of fu | 29 |
| threep3 | 9 | 9 | 3.67 | 7 | Artificial | 16 |
| threep3w9 | 9 | 9 | 3.67 | 9 | Artificial | 13 |
| glass3 | 9 | 9 | 5.44 | 100 | Artificial | 177 |
| fu10 | 10 | 10 | 3.70 | 38 | First 10 pieces of fu | 34 |
| dighe2 | 10 | 10 | 4.70 | 100 | Jigsaw puzzle | 120 |
| J1-10-10-0 | 10 | 10 | 6.20 | 10 | Random Jakobs1 | 22 |
| J1-10-10-1 | 10 | 10 | 4.60 | 10 | Random Jakobs1 | 22 |
| J1-10-10-2 | 10 | 10 | 5.80 | 10 | Random Jakobs1 | 21 |
| J1-10-10-3 | 10 | 10 | 5.80 | 10 | Random Jakobs1 | 27 |
| J1-10-10-4 | 10 | 10 | 6.30 | 10 | Random Jakobs1 | 16 |
| J2-10-35-0 | 10 | 10 | 5.10 | 35 | Random Jakobs2 | 28 |
| J2-10-35-1 | 10 | 10 | 5.30 | 35 | Random Jakobs2 | 27 |
| J2-10-35-2 | 10 | 10 | 5.00 | 35 | Random Jakobs2 | 25 |
| J2-10-35-3 | 10 | 10 | 5.70 | 35 | Random Jakobs2 | 26 |
| J2-10-35-4 | 10 | 10 | 5.80 | 35 | Random Jakobs2 | 28 |
| J1-12-20-0 | 12 | 12 | 6.00 | 20 | Random Jakobs1 | 13 |
| J1-12-20-1 | 12 | 12 | 5.83 | 20 | Random Jakobs1 | 12 |
| J1-12-20-2 | 12 | 12 | 5.83 | 20 | Random Jakobs1 | 16 |
| J1-12-20-3 | 12 | 12 | 5.83 | 20 | Random Jakobs1 | 11 |
| J1-12-20-4 | 12 | 12 | 6.08 | 20 | Random Jakobs1 | 16 |
| J2-12-35-0 | 12 | 12 | 5.17 | 35 | Random Jakobs2 | 31 |
| J2-12-35-1 | 12 | 12 | 4.92 | 35 | Random Jakobs2 | 32 |
| J2-12-35-2 | 12 | 12 | 5.33 | 35 | Random Jakobs2 | 28 |
| J2-12-35-3 | 12 | 12 | 6.00 | 35 | Random Jakobs2 | 28 |
| J2-12-35-4 | 12 | 12 | 5.42 | 35 | Random Jakobs2 | 30 |
| fu12 | 12 | 12 | 3.58 | 38 | Artificial, convex | 34 |
| J1-14-20-0 | 14 | 14 | 5.79 | 20 | Random Jakobs1 | 15 |
| J1-14-20-1 | 14 | 14 | 5.50 | 20 | Random Jakobs1 | 15 |
| J1-14-20-2 | 14 | 14 | 6.00 | 20 | Random Jakobs1 | 18 |
| J1-14-20-3 | 14 | 14 | 6.21 | 20 | Random Jakobs1 | 12 |
| J1-14-20-4 | 14 | 14 | 6.07 | 20 | Random Jakobs1 | 18 |
| J2-14-35-0 | 14 | 14 | 5.21 | 35 | Random Jakobs2 | 35 |
| J2-14-35-1 | 14 | 14 | 5.07 | 35 | Random Jakobs2 | 35 |
| J2-14-35-2 | 14 | 14 | 5.21 | 35 | Random Jakobs2 | 30 |
| J2-14-35-3 | 14 | 14 | 5.64 | 35 | Random Jakobs2 | 32 |
| J2-14-35-4 | 14 | 14 | 4.79 | 35 | Random Jakobs2 | 28 |
| poly1a0 | 15 | 15 | 4.53 | 40 | Artificial | 18 |
| dighe1ok | 16 | 16 | 3.88 | 100 | Jigsaw puzzle | 153 |



Jakobs2: $L=23.76$


Dagli: $L=57.54$

marques: $L_{\text {best }}=76.85$

fu: $L=31.00$

shapes0: $L_{\text {best }}=58.00$


Albano: $L=9887.62$

shapes 1: $L=55.00$


Trousers: $L=244.25$





### 1.6.3 Instances for the two dimensional irregular bin packing problems with guillotine cuts

The two dimensional irregular bin packing problems with guillotine cuts is a recent problem and Bennell et al. [11] is the only paper which has studied it so far. They propose 8 instances, 4 of them corresponding to real data from industry and the other 4 instances generated using properties of the industrial data. The number of pieces ranges between 40 and 149. The instance name is coded by a letter and a number: the letter can be $J$ if the data is provided by industry or $H$ if the data are generated; the number represents the total number of pieces to be packed into the bins.

Table 1.3 provides details of the test data: the average and standard deviation of the number of edges, the average and the standard deviation of the area. This table has been obtained from [11].

Table 1.3: Test instances for the problem with guillotine cuts

| Dataset | Ave. no. <br> edges | Stdev. <br> edges | Ave. <br> area | Stdev. <br> area | Irregular <br> degree |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $J 40$ | 3.56 | 0.741 | 1070889 | 864460 | 0.2741 |
| $J 50$ | 3.70 | 0.647 | 1104653 | 825371 | 0.3416 |
| $J 60$ | 3.73 | 0.607 | 1041775 | 791634 | 0.2986 |
| $J 70$ | 3.77 | 0.569 | 1018279 | 782675 | 0.2578 |
| $H 80$ | 3.67 | 0.508 | 727813 | 622035 | 0.2457 |
| $H 100$ | 3.83 | 0.493 | 968581 | 739522 | 0.2520 |
| $H 120$ | 3.61 | 0.562 | 819777 | 732018 | 0.3142 |
| $H 149$ | 3.82 | 0.695 | 932110 | 813401 | 0.2667 |

In order to test the constructive algorithm presented in Chapter 9 on other problems, we have also considered rectangular bin packing problems with guillotine cuts. There are 500 benchmark problem instances divided into 10 classes. The first 6 classes were proposed by Berkey and Wang [15] and the last 4 classes by Lodi et al. [42]. We consider two rotations for the insertion of each piece $\left(0^{\circ}\right.$ and $\left.90^{\circ}\right)$.

In what follows, we present the pictures of the best solution obtained with the constructive algorithms presented in Chapter 9 on these instances.


Figure 1.16: J40


Figure 1.17: J50


Figure 1.18: J60


Figure 1.19: J70


Figure 1.20: $H 80$


Figure 1.21: H100


Figure 1.22: H12O


Figure 1.23: H149

## Chapter 2

## Mixed integer formulations for Nesting problems

In this chapter we will first describe the formulation used by Gomes and Oliveira [32], and then two new proposals based on the ideas of Fischetti and Luzzi [27]. In all cases the objective function will be the minimization of $L$, the strip length required to accommodate all the pieces without overlapping. Also, all formulations contain two types of constraints: those preventing the pieces from exceeding the dimensions of the strip and those forbidding the pieces from overlapping. The differences between formulations lie in the way these constraints are defined.

More specifically, the Gomes and Oliveira formulation, GO, and our proposals, HS1 and HS2, differ in the way they use the NFP to define the non-overlapping constraints. Gomes and Oliveira assign a binary variable to each edge or (convex) concavity of the NFP and then use a big M constant to activate or deactivate each one of the non-overlapping constraints. In our HS1 and HS2 formulations we take the Fischetti and Luzzi idea of partitioning the outer region of each NFP into convex polygons, called slices, and use it in a particular way, defining horizontal slices. A binary variable is then assigned to each slice and all the variables corresponding to the slices of one NFP are included in each one of the non-overlapping constraints constructed from this NFP in order to eliminate the big $M$. The third formulation proposed, $H S 2$, has the same non-overlapping constraints as the HS1 formulation, but the containment constraints are lifted by considering the interaction between each pair of pieces.

Let $P=\left\{p_{1}, \ldots, p_{N}\right\}$ be the set of pieces to be arranged into the strip. We denote the length and the width of the strip by $L$ and $W$, respectively. The bottom-left corner of the strip is placed at the origin. The placement of each piece is given by the coordinates of its reference point, $\left(x_{i}, y_{i}\right)$, which is the bottom-left corner of the enclosing rectangle, see Figure 2.1. We denote by $w_{i}$ and $l_{i}$ the width and length of piece $i$, respectively. Let $i$ and $j$ be two pieces. The number of binary variables that we define in order to separate pieces $i$ and $j$ is represented by $m_{i j}$. The binary variables defined over $N F P_{i j}$ are represented by $b_{i j k}, k=1 \ldots, m_{i j}$. The set of binary variables created from the $N F P_{i j}$ is denoted by $V N F P_{i j}$. The number of inequalities needed to describe the slice $k$ of the $N F P_{i j}$ (slice defined by variable $b_{i j k}$ ) is represented by $f_{i j}^{k}$.


Figure 2.1: Referent point of piece $i$

### 2.1 Formulation GO (Gomes and Oliveira)

Let us consider the simple example in Figure 2.2. Pieces $i$ and $j$ are rectangles, and then $N F P_{i j}$ is a rectangle. Associated with each edge of $N F P_{i j}$, a binary variable $b_{i j k}$ is defined. Variable $b_{i j k}$ takes value 1 if piece $j$ is separated from piece $i$ by the line defined by the $k^{\text {th }}$ edge of $N F P_{i j}$, otherwise it takes value 0 . In Figure 2.2, if $b_{i j 1}=1, p_{j}$ is placed above $p_{i}$. Similarly, variables $b_{i j 2}, b_{i j 3}, b_{i j 4}$ place $p_{j}$ to the left, below, or to the right of $p_{i}$, respectively. As at least one of these variables must take value 1 to prevent overlapping, $\sum_{k=1}^{4} b_{i j k} \geq 1$.


Figure 2.2: Definition of variables $b_{i j k}$

If $b_{i j 1}=1$, one way of expressing that $p_{j}$ has to be placed above $p_{i}$ would be:

$$
\begin{equation*}
y_{j}-y_{i} \geq w_{i} b_{i j 1} \tag{2.1}
\end{equation*}
$$

where $w_{i}$ is the width of $i$. However, this inequality is not valid if $b_{i j 1}=0$. In order to transform (2.1) into a valid inequality, Gomes and Oliveira [32] include a big- $M$ term (where $M$ is a large positive number). The valid constraint would be:

$$
\begin{equation*}
y_{j}-y_{i} \geq w_{i}-\left(1-b_{i j 1}\right) M \tag{2.2}
\end{equation*}
$$

The general form of the constraints preventing overlapping is:

$$
\begin{equation*}
\alpha_{i j k}\left(x_{j}-x_{i}\right)+\beta_{i j k}\left(y_{j}-y_{i}\right) \leq q_{i j k}+M\left(1-b_{i j k}\right) \tag{2.3}
\end{equation*}
$$

where $\alpha_{i j k}\left(x_{j}-x_{i}\right)+\beta_{i j k}\left(y_{j}-y_{i}\right)=q_{i j k}$ is the equation of the line including the $k^{t h}$ of the $m_{i j}$ edges of $N F P_{i j}$. The complete $G O$ formulation is:

$$
\begin{array}{ll}
\text { Min } L & \\
\text { s.t. } & x_{i} \leq L-l_{i}  \tag{2.5}\\
y_{i} \leq W-w_{i} & i=1, \ldots, N \\
& \alpha_{i j k}\left(x_{j}-x_{i}\right)+\beta_{i j k}\left(y_{j}-y_{i}\right) \leq q_{i j k}+M\left(1-b_{i j k}\right) \\
& 1 \leq 1, \ldots, N \\
& 1 \leq i<j \leq N \\
\sum_{k=1}^{m_{i j}} b_{i j k} \geq 1 & k=1, \ldots, m_{i j} \\
b_{i j k} \in\{0,1\} & 1 \leq i<j \leq N \\
x_{i}, y_{i} \geq 0 & 1 \leq i<j \leq N \\
& 1 \leq i \leq N
\end{array}
$$

The objective function (2.4) minimizes the required length of the strip. Constraints (2.5), (2.6) and (2.10) are bound constraints, keeping the pieces inside the strip. Constraints (2.7) prevent overlapping. Variables $b_{i j k}$ are integer (constraints 2.9) and at least one of them must take value 1 for each $N F P$ (constraints 2.8).

One potential disadvantage of this formulation is that the previous definition of non-overlapping constraints does not limit the relative position of the pieces very strictly. Let us consider the more complex situation in Figure 2.3. As $N F P_{12}$ has 8 edges, 8 binary variables are defined. If $p_{2}$ is placed into the shaded region on the upper left-hand side, two variables $b_{121}$ and $b_{122}$ can take value 1 . In fact, if $p_{2}$ is placed well to the left of $p_{1}$ in that zone, even variable $b_{123}$ can take value 1 . If we use this formulation in a branch and bound procedure, many different branches can contain the same solution and that can slow down the search.


Figure 2.3: Variables of GO formulation

### 2.2 Formulation HS1 (Horizontal Slices 1)

The formulation proposed by Fischetti and Luzzi [27] differs from the Gomes and Oliveira model in their use of $N F P$ for the definition of variables. They consider the region outside each $N F P_{i j}$ partitioned into $k$ convex disjoint regions called slices, $S_{i j}^{k}$, and define a variable $b_{i j k}$ so that $b_{i j k}=1$ if the reference point of piece $j$ is placed in $S_{i j}^{k}$, and 0 otherwise. In this approach, in order to consider the slices as convex polygons


Figure 2.4: Different ways of defining slices
or segments or points, an upper bound for the length of the strip is needed. It can be obtained by a simple heuristic algorithm or just by calculating the total length of the pieces. In a vertical way, the maximum separation between each pair of pieces is given by the width of the strip, $W$.

Fischetti and Luzzi do not specify the way to obtain the slices. In Figure 2.4 we can see three different ways to define the slices. Note that the way in which the slices are defined affects the number of slices corresponding to an $N F P$. For instance, the third case in Figure 2.4 requires one slice more than the others.

The main idea of our proposal is based on defining the slices through horizontal inequalities. In a first step, if necessary, the complexities of the NFP are eliminated and one or more binary variables are assigned to each complexity. Figure 1.11 shows the three cases of complexities that we can find in the NFPs, and if one of these complexities appears in the $N F P$ then it ceases to be a polygon. So, in this step, we transform the $N F P$ into a polygon.

In a second step, all the concavities of the $N F P$ are going to be closed, and each concavity produces one or more binary variables depending on the degree of concavity. After this procedure we transform the NFP into a convex polygon.


Figure 2.5: Partition of a inner irregular polygon of the NFP in 9 convex polygons.

Finally, in a third step, the slices of the outer region of NFP (transformed into a convex polygon) are defined using horizontal inequalities. In this step a binary variable is assigned to each one of the slices defined.

The set of binary variables defined in the three steps for each pair of pieces is the set of all the binary variables in the formulation.

Finally, the non-overlapping constraints are constructed without using big $M$ constants of the $G O$ formulation.

### 2.2.1 Step 1: Complex slices

As was shown in Figure 1.11, when building the $N F P_{i j}$ some special elements can appear: points, segments and inner polygons. We define a variable $b_{i j k}$ for each point, for each segment and for each convex inner polygon, so that the variable takes value 1 if the reference point of $p_{j}$ is placed at this point, segment or polygon. If an inner polygon is non-convex, it is previously decomposed into convex polygons and a variable is associated with each convex polygon. This composition is done by adding a horizontal line through each vertex, see Figure 2.5.

Once these elements have been considered, $N F P_{i j}$ is just a polygon, convex or not. We say that the binary variables defined in this step define a complex slice. We denote by $B_{1}$ the set of binary variables which define complex slices.

These complexities are not common in real-life problems because the pieces have to have very specific forms in order to produce an $N F P$ with one of these types of complexities.

### 2.2.2 Step 2: Closed slices

If $N F P_{i j}$ is non-convex, we close its concavities by adding convex polygons in a recursive way until the resulting polygon is convex. We go through the ordered set of vertices counterclockwise, identifying concavities. A concavity starts at vertex $v_{n}$ when not all the vertices are to the left-hand side of the line defined by $v_{n}$ and $v_{n+1}$. The concavity ends when the next vertex $v_{n+r}$ is not to the right-hand side of the line defined by $v_{n+r-2}$ and $v_{n+r-1}$. In Figure 2.6 there is just one concavity, $C=\left\{v_{4}, v_{5}, v_{6}, v_{7}\right\}$, but in the general case many


Figure 2.6: Closing the concavities of NFP


Figure 2.7: Transforming NFP into a convex set
concavities can appear.
We say that a given concavity is a convex concavity if the polygon defined by the vertices of the concavity is convex. In the general case, from the list of convex concavities of the $N F P$, we choose that with the largest number of vertices and close it by adding a segment from its first to its last vertex. Other convex concavities can also be closed if they are disjoint with those already closed. The list of $N F P_{i j}$ vertices is updated, eliminating the intermediate vertices, and a variable $b_{i j k}$ is associated with each closed concavity. The process is repeated until the resulting polygon $N F P_{i j}^{c}$ is convex. Figure 2.7 illustrates the process. In a first iteration several convex concavities are found: $C_{1}=\left\{v_{2}, v_{3}, v_{4}\right\}, C_{2}=\left\{v_{5}, v_{6}, v_{7}\right\}, C_{3}=\left\{v_{8}, v_{9}, v_{10}\right\}$, $C_{4}=\left\{v_{10}, v_{11}, v_{12}, v_{13}\right\}, C_{5}=\left\{v_{13}, v_{14}, v_{15}\right\}, C_{6}=\left\{v_{16}, v_{17}, v_{18}\right\}$ and $C_{7}=\left\{v_{19}, v_{20}, v_{1}\right\} . C_{4}$ with 4 vertices is chosen to be closed, as are $C_{1}, C_{2}, C_{6}$ and $C_{7}$, which are disjoint with $C_{4}$ and with each other. Binary variables $b_{i j 1}$ to $b_{i j 5}$ are associated with these closed regions. The updated NFP appears in Figure 2.7(c). As this polygon is still non-convex, the process is repeated in Figure 2.7(d) until a convex polygon is obtained.

In Figure 2.8 we can see an $N F P$ with one non-convex concavity. In this case, firstly we eliminate the only convex concavity given by $C_{1}=\left\{v_{5}, v_{6}, v_{7}\right\}$, and then we drop $v_{6}$ from the list of vertices. After that, the next convex concavity to eliminate is $C_{2}=\left\{v_{5}, v_{7}, v_{8}\right\}$, where vertex $v_{7}$ is eliminated. Finally we eliminate the resulting convex concavity given by $C_{3}=\left\{v_{4}, v_{5}, v_{8}\right\}$, where vertex $v_{5}$ is eliminated.


Figure 2.8: Example of a non-convex concavity


Figure 2.9: Horizontal slices

A closed slice is defined by a binary variable associated with a concavity of the $N F P$. The set of binary variables defined from a concavity of a $N F P$ is denoted by $B_{2}$.

### 2.2.3 Step 3: Horizontal slices

This is the core of our approach. For each edge of every $N F P^{c}$, we define a horizontal slice by drawing two horizontal lines, one from each vertex, in the opposite direction to $N F P^{c}$. If there is a horizontal edge at the bottom (top), the slice goes from the line containing that edge to the bottom (top) edge of the strip. If there is a vertex at the bottom (top), an additional slice is built by drawing a horizontal line at the bottommost (topmost) vertex, stretching the whole length of the strip. An example can be seen in Figure 2.9.

We denote by $B_{3}$ the set of binary variables which define horizontal slices. Then $V N F P_{i j}:=B_{1} \cup B_{2} \cup B_{3}$, the set of binary variables defined from $N F P_{i j}$.

The variables are defined in that way for two main reasons. First, using variables associated with slices overcomes the disadvantages of the Gomes and Oliveira definition. Each feasible position of piece $j$ with respect to piece $i$ corresponds to a unique variable (except for the unavoidable common border between slices). Second, defining the slices in a horizontal way helps us to control the relative vertical position of the pieces. We will take advantage of that when developing the branch and bound algorithm.

### 2.2.4 Non-overlapping constraints

Each slice $S_{i j}^{k}$ is a 2-dimensional polyhedron, defined by $m_{i j}^{k}$ linear inequalities. Initially, one way of writing valid inequalities would be to use big-M constants, as in the $G O$ formulation:

$$
\alpha_{i j}^{k f}\left(x_{j}-x_{i}\right)+\beta_{i j}^{k f}\left(y_{j}-y_{i}\right) \leq q_{i j}^{k f}+M\left(1-b_{i j k}\right), \forall f=1 \ldots m_{i j}^{k}
$$

The coefficients of $b_{i j k}$ can be lifted (and the $b i g-M$ avoided) in the following way. First, we substitute $M$ with a set of coefficients:

$$
\alpha_{i j}^{k f}\left(x_{j}-x_{i}\right)+\beta_{i j}^{k f}\left(y_{j}-y_{i}\right) \leq q_{i j}^{k f}+\sum_{h=1}^{m_{i j}} \theta_{i j}^{k f h} b_{i j h}
$$

Then, taking into account that $\sum_{h=1}^{m_{i j}} b_{i j h}=1$, and substituting $q_{i j}^{k f}$ with $q_{i j}^{k f} \sum_{h=1}^{m_{i j}} b_{i j h}=1$, we get:

$$
\alpha_{i j}^{k f}\left(x_{j}-x_{i}\right)+\beta_{i j}^{k f}\left(y_{j}-y_{i}\right) \leq \sum_{h=1}^{m_{i j}} \delta_{i j}^{k f h} b_{i j h}
$$

where $\delta_{i j}^{k f h}=q_{i j}^{k f}+\theta_{i j}^{k f h}$.
Finally, in order to have a valid inequality, coefficients $\delta_{i j}^{k f h}$ are obtained by computing the maximal value of the left-hand side where each variable $b_{i j h}$ takes value 1 :

$$
\delta_{i j}^{k f h}:=\max _{\left(v_{j}-v_{i}\right) \in S_{i j}^{h} \cap C} \alpha_{i j}^{k f}\left(x_{j}-x_{i}\right)+\beta_{i j}^{k f}\left(y_{j}-y_{i}\right)
$$

where $C$ is a box which is large enough to include all the possible placements of $p_{i}$ and $p_{j}$, of width $2 W$ and length $2 \bar{L}$, and where $\bar{L}$ is an upper bound on $L$. This maximization problem can be solved by evaluating the function on the vertices of the closed region $S_{i j}^{h} \cap C$.

### 2.2.5 Formulation HS1

The complete HSl formulation is the following one:
Min $L$

$$
\begin{array}{lll}
\text { s.t. } & x_{i} \leq L-l_{i} & i=1, \ldots, N \\
& y_{i} \leq W-w_{i} & i=1, \ldots, N \\
& \alpha_{i j}^{k f}\left(x_{j}-x_{i}\right)+\beta_{i j}^{k f}\left(y_{j}-y_{i}\right) \leq \sum_{h=1}^{m_{i j}} \delta_{i j}^{k f h} b_{i j h} & \\
& 1 \leq i<j \leq N, k=1, \ldots, m_{i j}, & f=1, \ldots, t_{i j}^{k} \\
& \sum_{k=1}^{m_{i j}} b_{i j k}=1 & 1 \leq i<j \leq N \\
b_{i j k} \in\{0,1\} & 1 \leq i<j \leq N \\
x_{i}, y_{i} \geq 0 & 1 \leq i \leq N
\end{array}
$$

### 2.3 Formulation HS2 (Horizontal Slices 2)

The bound constraints (2.12), (2.13), (2.17) of the HS1 formulation are the same as those of the $G O$ formulation (2.5), (2.6), (2.10). In this section we lift these constraints by using the interaction between pairs of pieces.

### 2.3.1 Relative position of pieces

Let $N F P_{i j}$ be the Non-Fit Polygon associated with pieces $p_{i}$ and $p_{j}$. We say we are working in the $N F P_{i j^{-}}$ coordinate system when we fix the reference point of $p_{i}$ at the origin and let $p_{j}$ move around in all the possible positions in the strip. We denote by $\bar{Y}^{i j}\left(\underline{Y}^{i j}\right)$ the maximum (minimum) value of the $y$-coordinate of $N F P_{i j}$. In a similar way, $\bar{X}^{i j}\left(\underline{X}^{i j}\right)$ is the maximum (minimum) value of the $X$-coordinate of $N F P_{i j}$ (see Figure 2.10).

Let us consider the slice $k \in\left\{1, \ldots, m_{i j}\right\}$. We denote by $\bar{x}_{i j k}\left(\underline{x}_{i j k}\right)$ the maximum (minimum) value $x_{j}$ can take in the $N F P_{i j}$-coordinate system when $b_{i j k}=1$. Analogously, $\bar{y}_{i j k}\left(\underline{y}_{i j k}\right)$ is the maximum (minimum) value $y_{j}$ can take in the $N F P_{i j}$-coordinate system when $b_{i j k}=1$. In the example in Figure 2.10, these values are represented for slice $k=2$, considering $W=10$ and an upper bound on $L, \bar{L}=11$. In this case, if the reference point of $p_{i}$ is placed at the origin, and as $l_{i}=4$ and $\bar{L}=11$, there is a space of 4 units to the left of $N F P_{i j}$ and 3 units to its right into which the reference point of piece $p_{j}$ can be placed. Similarly, as $w_{i}=4$ and $W=10$, the space above $N F P_{i j}$ for the reference point of $p_{i}$ has 3 units and below it also has 3 units. Looking at $N F P_{i j}, \bar{Y}^{i j}=4, \underline{Y}^{i j}=-3, \bar{X}^{i j}=4$ and $\underline{X}^{i j}=-3$. Looking at slice $k=2, \bar{x}_{i j 2}=-1, \underline{x}_{i j 2}=-7$, $\bar{y}_{i j 2}=4$ and $\underline{y}_{i j 2}=2$.

The subset of variables associated with $N F P_{i j}$ which forces the reference point of $p_{j}$ to be above (below) the reference point of $p_{i}$ is denoted as $U_{i j}\left(D_{i j}\right)$. Analogously, the subset of variables which force the reference point of $p_{j}$ to be to the right (left) of the reference point of $p_{i}$ is denoted as $R_{i j}\left(L_{i j}\right)$. If $V N F P_{i j}$ is the set of all the variables associated with $N F P_{i j}$, these sets can be described as follows:

- $U_{i j}:=\left\{b_{i j k} \in V N F P_{i j} \mid \underline{y}_{i j k} \geq 0\right\}$.
- $D_{i j}:=\left\{b_{i j k} \in V N F P_{i j} \mid \bar{y}_{i j k} \leq 0\right\}$.
- $R_{i j}:=\left\{b_{i j k} \in V N F P_{i j} \mid \underline{x}_{i j k} \geq 0\right\}$.
- $L_{i j}:=\left\{b_{i j k} \in V N F P_{i j} \mid \bar{x}_{i j k} \leq 0\right\}$.

In the example in Figure 2.10, we have: $U_{i j}:=\left\{b_{i j 1}, b_{i j 2}, b_{i j 8}\right\}, D_{i j}:=\left\{b_{i j 4}, b_{i j 5}, b_{i j 6}\right\}, R_{i j}:=\left\{b_{i j 6}, b_{i j 7}, b_{i j 8}\right\}$, $L_{i j}:=\left\{b_{i j 2}, b_{i j 3}, b_{i j 4}\right\}$.

### 2.3.2 Lifted bound constraints

For each piece $p_{j}$, the formulations GO and HS1 include four bound constraints, ensuring that the piece does not exceed the left, right, top and bottom limits of the strip. We can lift each of these constraints by considering the variables in sets $U_{i j}, D_{i j}, R_{i j}, L_{i j}$, for each piece $p_{i}, i \neq j$.

## - Left-hand side bound

In the constraint we include the variables forcing $p_{j}$ to be to the right of $p_{i}$, that is, the variables in $R_{i j}$. The coefficient of each variable, that is, the forced displacement of $p_{j}$ to the right of $p_{i}$, is given by $\underline{x}_{i j k}$. The lifted constraint will be:

$$
\begin{equation*}
x_{j} \geq \sum_{k \in R_{i j}} \underline{x}_{i j k} b_{i j k} \tag{2.18}
\end{equation*}
$$



Figure 2.10: Definitions in the $N F P_{i j}$-coordinate system

In Figure 2.10, the constraint will be: $x_{j} \geq 2 b_{i j 6}+4 b_{i j 7}+2 b_{i j 8}$.

## - Right-hand side bound

In this case, the variables to be included are those forcing $p_{j}$ to be to the left of $p_{i}$, those in $L_{i j}$. The corresponding coefficient, the minimum distance from the reference point of $p_{j}$ to $L$ forced by the variable, is $\lambda_{i j k}=l_{i}-\left(\bar{x}_{i j k}-\underline{X}^{i j}\right)$. This value can be seen as the length of piece $p_{i}, l_{i}$, which would be the extra separation if $p_{j}$ were completely to the right of $p_{i}$, minus the maximum amount of parallelism between both pieces which is allowed in slice $k$, given by $\bar{x}_{i j k}-\underline{X}^{i j}$. Then, the lifted right-hand side bound constraint is:

$$
\begin{equation*}
x_{j} \leq L-l_{j}-\sum_{k \in L S_{i j}} \boldsymbol{\lambda}_{i j k} b_{i j k} \tag{2.19}
\end{equation*}
$$

where $L S_{i j}:=\left\{k \mid \lambda_{i j k}>0\right\}$. In the example in Figure 2.10: $x_{j} \leq L-3-2 b_{i j 2}-4 b_{i j 3}-2 b_{i j 4}$. In slice $3, p_{j}$ is completely to the left of $p_{i}$ and the coefficient of $b_{i j 3}$ is 4 , corresponding to $l_{i}$. In slice 2,2 units of this initial separation can be eliminated if piece $p_{j}$ is placed at the rightmost point inside the slice. Then, the coefficient of $b_{i j 2}$ is 2 .

- Bottom-side bound

The variables forcing $p_{j}$ to be above $p_{i}$, are those in $U_{i j}$. The coefficient of each variable, that is, the forced displacement of $p_{j}$ on top of $p_{i}$, is given by $\underline{y}_{i j k}$. The lifted constraint will be:

$$
\begin{equation*}
y_{j} \geq \sum_{k \in U_{i j}} y_{i j k} b_{i j k} \tag{2.20}
\end{equation*}
$$

In the example in Figure 2.10 we have: $y_{j} \geq 4 b_{i j 1}+2 b_{i j 2}+2 b_{i j 8}$.

- Upper-side bound

The variables to be included are those forcing $p_{j}$ to be at the bottom of $p_{i}$, those of $D_{i j}$. The corresponding coefficient, the minimum distance from the reference point of $p_{j}$ to $W$ forced by the variable, is $\mu_{i j k}=w_{i}-\left(\bar{y}_{i j k}-\underline{Y}^{i j}\right)$. The constraint will be:

$$
\begin{equation*}
y_{j} \leq W-w_{j}-\sum_{k \in D S_{i j}} \mu_{i j k} b_{i j k} \tag{2.21}
\end{equation*}
$$

where $D S_{i j}:=\left\{k \mid \mu_{i j k}>0\right\}$. In the example in Figure 2.10: $y_{j} \leq W-w_{j}-2 b_{i j 4}-4 b_{i j 5}-2 b_{i j 6}$.

### 2.3.3 Formulation HS 2

The complete HS2 formulation is:

$$
\begin{equation*}
\operatorname{Min} L \tag{2.22}
\end{equation*}
$$

$$
\begin{array}{cl}
\sum_{k \in R_{i j}} \underline{x}_{i j k} b_{i j k} \leq x_{i} \leq L-l_{i}-\sum_{k \in L S_{i j}} \underline{\lambda}_{i j k} b_{i j k} & 1 \leq i<j \leq N \\
\sum_{k \in U_{i j}} \underline{y}_{i j k} b_{i j k} \leq y_{i} \leq W-w_{i}-\sum_{k \in D S_{i j}} \underline{i j k} b_{i j k} & 1 \leq i<j \leq N \\
\alpha_{i j}^{k f}\left(x_{j}-x_{i}\right)+\beta_{i j}^{k f}\left(y_{j}-y_{i}\right) \leq \sum_{h=1}^{m_{i j}} \delta_{i j}^{k f h} b_{i j h} & \\
1 \leq i<j \leq N, k=1, \ldots, m_{i j}, & f=1, \ldots, t_{i j}^{k} \\
& 1 \leq i<j \leq N \\
\sum_{k=1}^{m_{i j}} b_{i j k}=1 & 1 \leq i<j \leq N \\
b_{i j k} \in\{0,1\} & 1 \leq i \leq N \tag{2.29}
\end{array}
$$

where constraints (2.23) and (2.24) are the lifted bound constraints which substitute for the initial bound constraints (2.12) and (2.13) of the HS 1 formulation.

### 2.4 Avoiding duplicate solutions

It is quite common in nesting instances that several copies of the same piece type have to be packed or cut. In that case, if these copies are considered as different pieces, the algorithm will have to study partial and complete solutions which are really identical to other solutions already studied elsewhere in the search tree, just changing one piece for another belonging to the same type. In order to partially avoid this unnecessary effort, for each piece type $i$ consisting of $n$ copies of the same piece, we add a set of inequalities to the formulation:

$$
x_{i 1} \leq x_{i 2} \leq \ldots \ldots \leq x_{i n}
$$

imposing a left-to-right order in the positioning of these pieces.

### 2.5 Computational results

In this section we compare the different formulations by solving the instances presented in Section 1.6.2.

For solving the instances, we have used the Branch \& Bound algorithm given by CPLEX 12.2 with 64 bits, using just one processor at 3.40 GHz . The stopping criterion is the time limit, considering 1 hour of computational time.

In Table 2.1, for each formulation we can see the lower bound $(L B)$, the $G A P$ calculated as $(U B-$ $L B) / U B$, where $U B$ denotes the upper bound given by $C P L E X$, and the running time in seconds. The last two rows of the table contain the averages and the number of optimal solutions obtained before the time limit.

It can be seen that the formulation $H S 2$ clearly works better than $G O$ and $H S 1$, solving 29 instances to optimality and having an average $G A P$ of 0.14 .

Table 2.1: Comparing formulations GO, HS1 and HS2

|  |  | GO |  |  | HSI |  |  | HS2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instance | Pieces | LB | GAP | Time | LB | GAP | Time | LB | GAP | Time |
| three | 3 | 6.00 | 0.00 | 0.02 | 6.00 | 0.00 | 0.22 | 6.00 | 0.00 | 0.75 |
| shapes_4 | 4 | 24.00 | 0.00 | 0.08 | 24.00 | 0.00 | 0.03 | 24.00 | 0.00 | 0.00 |
| fu_5 | 5 | 17.89 | 0.00 | 1.40 | 17.89 | 0.00 | 0.94 | 17.89 | 0.00 | 0.14 |
| glass1 | 5 | 45.00 | 0.00 | 0.02 | 45.00 | 0.00 | 0.05 | 45.00 | 0.00 | 0.06 |
| fu_6 | 6 | 23.00 | 0.00 | 0.11 | 23.00 | 0.00 | 0.12 | 23.00 | 0.00 | 0.48 |
| threep2 | 6 | 9.33 | 0.00 | 20 | 9.33 | 0.00 | 3.2 | 9.33 | 0.00 | 3.9 |
| threep2w9 | 6 | 8.00 | 0.00 | 96. | 8.00 | 0.00 | 11.4 | 8.00 | 0.00 | 8.5 |
| fu_7 | 7 | 24.00 | 0.00 | 0.67 | 24.00 | 0.00 | 1.5 | 24.00 | 0.00 | 1.0 |
| glass2 | 7 | 45.00 | 0.00 | 0.72 | 45.00 | 0.00 | 7.0 | 45.00 | 0.00 | 2.8 |
| fu_8 | 8 | 24.00 | 0.00 | 0.76 | 24.00 | 0.00 | 2.6 | 24.00 | 0.00 | 1.3 |
| shapes_8 | 8 | 25.00 | 0.04 | 3600 | 26.00 | 0.00 | 126 | 26.00 | 0.00 | 272 |
| fu_9 | 9 | 25.00 | 0.00 | 161 | 25.00 | 0.00 | 257 | 25.00 | 0.00 | 70 |
| threep3 | 9 | 9.15 | 0.32 | 3600 | 13.53 | 0.00 | 2565 | 13.53 | 0.00 | 3394 |
| threep3w9 | 9 | 7.00 | 0.36 | 3600 | 8.67 | 0.22 | 3600 | 10.00 | 0.09 | 3600 |
| glass3 | 9 | 100.00 | 0.00 | 2909 | 100.00 | 0.00 | 175 | 100.00 | 0.00 | 324 |
| fu_10 | 10 | 28.00 | 0.02 | 3600 | 28.00 | 0.03 | 3600 | 28.68 | 0.00 | 3064 |
| dighe2 | 10 | 96.27 | 0.04 | 3600 | 100.00 | 0.00 | 359 | 100.00 | 0.00 | 177 |
| J1-10-20-0 | 10 | 16.00 | 0.11 | 3600 | 18.00 | 0.00 | 82 | 18.00 | 0.00 | 45 |
| J1-10-20-1 | 10 | 17.00 | 0.00 | 442 | 17.00 | 0.00 | 69 | 17.00 | 0.00 | 34 |
| J1-10-20-2 | 10 | 20.00 | 0.00 | 428 | 20.00 | 0.00 | 124 | 20.00 | 0.00 | 304 |
| J1-10-20-3 | 10 | 18.00 | 0.14 | 3600 | 19.00 | 0.10 | 3600 | 20.67 | 0.00 | 3600 |
| J1-10-20-4 | 10 | 11.00 | 0.15 | 3600 | 12.50 | 0.00 | 3413 | 12.50 | 0.00 | 628 |
| J2-10-35-0 | 10 | 20.00 | 0.18 | 3600 | 20.25 | 0.16 | 3600 | 23.66 | 0.00 | 2858 |
| J2-10-35-1 | 10 | 20.00 | 0.12 | 3600 | 20.00 | 0.11 | 3600 | 21.30 | 0.00 | 1443 |
| J2-10-35-2 | 10 | 18.00 | 0.10 | 3600 | 18.38 | 0.13 | 3600 | 19.95 | 0.00 | 452 |
| J2-10-35-3 | 10 | 18.00 | 0.13 | 3600 | 20.00 | 0.03 | 3600 | 18.38 | 0.15 | 3600 |
| J2-10-35-4 | 10 | 18.00 | 0.08 | 3600 | 18.00 | 0.10 | 3600 | 19.43 | 0.00 | 2721 |
| J1-12-20-0 | 12 | 10.00 | 0.17 | 3600 | 11.56 | 0.04 | 3600 | 12.00 | 0.00 | 509 |
| J1-12-20-1 | 12 | 9.00 | 0.18 | 3600 | 9.00 | 0.25 | 3600 | 10.00 | 0.00 | 2430 |
| J1-12-20-2 | 12 | 10.00 | 0.23 | 3600 | 12.00 | 0.00 | 22056 | 12.00 | 0.00 | 2332 |
| J1-12-20-3 | 12 | 7.00 | 0.22 | 3600 | 7.00 | 0.22 | 3600 | 8.00 | 0.00 | 214 |
| J1-12-20-4 | 12 | 8.00 | 0.43 | 3600 | 9.01 | 0.40 | 3600 | 12.00 | 0.14 | 3600 |
| J2-12-35-0 | 12 | 20.25 | 0.26 | 3600 | 20.00 | 0.35 | 3600 | 20.37 | 0.34 | 3600 |
| J2-12-35-1 | 12 | 17.00 | 0.35 | 3600 | 16.37 | 0.49 | 3600 | 16.91 | 0.40 | 3600 |
| J2-12-35-2 | 12 | 15.50 | 0.30 | 3600 | 14.00 | 0.43 | 3600 | 15.08 | 0.34 | 3600 |
| J2-12-35-3 | 12 | 16.00 | 0.29 | 3600 | 16.00 | 0.30 | 3600 | 14.00 | 0.39 | 3600 |
| J2-12-35-4 | 12 | 18.00 | 0.26 | 3600 | 15.20 | 0.42 | 3600 | 20.00 | 0.20 | 3600 |
| fu | 12 | 28.00 | 0.17 | 3600 | 24.00 | 0.29 | 3600 | 24.00 | 0.29 | 3600 |
| J1-14-20-0 | 14 | 7.00 | 0.46 | 3600 | 10.00 | 0.33 | 3600 | 11.00 | 0.21 | 3600 |
| J1-14-20-1 | 14 | 6.08 | 0.49 | 3600 | 8.00 | 0.43 | 3600 | 8.00 | 0.43 | 3600 |
| J1-14-20-2 | 14 | 8.00 | 0.47 | 3600 | 8.30 | 0.48 | 3600 | 10.00 | 0.36 | 3600 |
| J1-14-20-3 | 14 | 6.25 | 0.43 | 3600 | 7.00 | 0.42 | 3600 | 8.00 | 0.33 | 3600 |
| J1-14-20-4 | 14 | 8.00 | 0.47 | 3600 | 10.00 | 0.33 | 3600 | 10.00 | 0.35 | 3600 |
| J2-14-35-0 | 14 | 12.78 | 0.57 | 3600 | 16.67 | 0.52 | 3600 | 19.19 | 0.45 | 3600 |
| J2-14-35-1 | 14 | 12.00 | 0.59 | 3600 | 14.50 | 0.59 | 3600 | 16.00 | 0.54 | 3600 |
| J2-14-35-2 | 14 | 13.00 | 0.48 | 3600 | 14.18 | 0.53 | 3600 | 14.00 | 0.53 | 3600 |
| J2-14-35-3 | 14 | 12.00 | 0.54 | 3600 | 13.00 | 0.59 | 3600 | 15.87 | 0.50 | 3600 |
| J2-14-35-4 | 14 | 12.00 | 0.54 | 3600 | 14.00 | 0.50 | 3600 | 14.00 | 0.50 | 3600 |
| poly1a0 | 15 | 13.00 | 0.21 | 3600 | 13.00 | 0.28 | 3600 | 13.00 | 0.28 | 3600 |
| dighelok | 16 | 56.00 | 0.58 | 3600 | 65.62 | 0.57 | 3600 | 71.00 | 0.54 | 3600 |
| Average \#opt |  |  | $\begin{gathered} \hline \hline 0.21 \\ 14 \end{gathered}$ |  |  | $\begin{gathered} \hline \hline \mathbf{0 . 1 9} \\ 20 \end{gathered}$ | 2302 |  | $\begin{gathered} \hline \hline 0.14 \\ 29 \end{gathered}$ | $1970$ |

Table 2.2: Comparing lower bounds

|  | Longest piece | Area | 1-CBP |
| :---: | :---: | :---: | :---: |
| Average distance (\%) | 46.08 | 20.44 | 9.58 |

### 2.6 Lower bounds

There are two obvious lower bounds for the nesting problem. The first one, the length of the longest piece, is already included in the formulation. Another lower bound can be obtained by calculating the area of the pieces, adding them up and dividing this value by $W$, the strip width. This bound can be easily obtained, but it is usually very loose, except for the artificial "broken glass" instances.

A third alternative we have considered is solving a special case of a 1-Contiguous Bin Packing Problem (1-CBPP), which was shown to be very effective for the Strip Packing Problem with rectangular pieces (Martello et al. [46] ; Alvarez-Valdes et al. [2]). Each piece is divided into a set of vertical slices of width $w$. From each slice the maximum embedded rectangle is obtained (see Figure 2.11). The problem is then to pack all these rectangles into the minimum number of levels $N$, putting the rectangles corresponding to one piece into contiguous levels. The value $w N$ is a lower bound for the original problem. An integer formulation for the $1-C B P P$ appears in Alvarez-Valdes et al. [2]. We solve this formulation using CPLEX, with limited time, and obtain the corresponding lower bound.


Figure 2.11: Slicing the piece into rectangles
Table 2.2 shows the relative performance of the three lower bounds expressed as the average percentage distance from each bound to the optimal or best known solution for each instance in the test set. The 1-CBP problem associated with each instance has been solved using CPLEX 12.1, with a time limit of 900 seconds. The quality of the area bound is, obviously, much higher than the bound of the longest piece, especially for large instances. The bound based on the 1-CBP problem is much better than the area bound, but its computational cost is sometimes very high and increases with the problem size. Moreover, none of bounds evolve during the search because the integer variables in the formulation do not fix the absolute position of the pieces, but only their relative position. Therefore, we decided not to spend time at the beginning of the algorithm calculating bounds and only the longest piece bound, included in the formulation, is used.

## Chapter 3

## Branch \& Bound algorithms

The Branch \& Bound algorithm is a well known exact procedure. There are two important elements to analyze in order to build an efficient algorithm: the branching, which studies the way in which we select the binary variables to be set to $0 / 1$ and the order of nodes to be solved; and the cutting, that is, which valid inequalities could be added to the relaxed linear model in order to eliminate unfeasible solutions of the mixed integer model.

The formulations in the previous section can be used in a Branch \& Bound algorithm in which at each node of the search tree the linear relaxation provides a lower bound and, if the node is not fathomed, branching will consist in building two nodes, one with a variable $b_{i j k}=1$ and the other with $b_{i j k}=0$. The initial mixed integer model that we want to solve with a Branch \& Bound algorithm is the one given by the HS2 formulation, presented in Section 2.3. In Section 2.5 we saw that the $H S 2$ formulation provided the best results.

In this chapter we present a study of different ways of branching. We will see that Branching is very important because different strategies provide quite different results for a given instance. The study of valid inequalities to be added to the formulation and their corresponding separation procedures are left to chapters 4 and 5 respectively.

The remainder of this chapter is organized in 5 sections. In Section 3.1 different strategies of branching, based on Fischetti and Luzzi priorities [27], are presented. Furthermore, we propose a branching based on giving more priority to the binary variables which define larger slices. We also study a dynamic branching scheme in which the decisions of branching are taken depending on the fractional solutions and, finally, a strategy of branching on constraints. In Section 3.1.4 we discuss the computational results obtained by each one of the strategies presented in Section 3.1. As in the previous chapter, we run the Branch \& Bound algorithm developed by CPLEX with a time limit of one hour for each instance.

At each node of the Branch \& Bound tree there is a subset of binary variables fixed to 1 and another subset fixed to 0 . The binary variables fixed to 0 do not guarantee that the pair of pieces which define the corresponding $N F P$ do not overlap. On the other hand, if there is a binary variable fixed to 1 , we can ensure that the corresponding pair of pieces is completely separated and the relative position is the one defined by the respective slice. Then, when a binary variable is fixed to 1 , the horizontal and vertical bound constraints of the pieces can be updated because the relative position of the pieces is given by the limits of the slice defined by the activated binary variable. In Section 3.2 we propose two different ways of updating the bounds
of the reference points of the pieces.
In an advanced node of the Branch \& Bound tree there are many pairs of pieces which are separated by fixed binary variables of previous nodes of the same branch. So, it could be that there are non-fixed binary variables which are incompatible with the linear model of the current node. That is, there can be binary variables which, if fixed to 1, make the linear model unfeasible. In Section 3.3 we present two approaches for finding incompatible binary variables. The first approach uses the combination of the bounds on the pieces with the limits of the strip. The idea is to find the binary variables which cannot be activated or otherwise the corresponding slices exceed the limits of the strip. The second approach is based on the transitivity of the pieces. If piece $i$ is placed to the left of piece $j$ which, at the same time, is placed to the left of piece $k$, then all the binary variables of $N F P_{i k}$ which force piece $k$ to be placed to the left of piece $i$ are incompatible binary variables.

Finally, in Section 3.3.3 we discuss the behavior of the previous strategies on the set of test instances and draw some conclusions.

### 3.1 Branching strategies

One obvious strategy is to leave the integer linear code, in our case CPLEX, to decide the branching variable, using its internal strategy in which some priorities are assigned to the non-integer variables based on the information provided by the linear solution of each node. However, this strategy does not take into account any problem-specific information which could be useful in guiding the search process. Therefore, we study three specific strategies. The first one is based on the branching procedure proposed by Fischetti and Luzzi [27]. Then we consider a dynamic strategy and finally an alternative branching on constraints procedure.

### 3.1.1 The Fischetti and Luzzi strategy

The strategy followed by Fischetti and Luzzi [27] is first to determine the relative positions of 2 pieces (say A and B), then those of 3 pieces (A, B and, say, C), of 4 pieces (A, B, C and, say, D), and so on. To do that, a simple procedure assigns priorities to the variables in decreasing order, starting from the variables separating A and B, then the variables separating A and C and B and C, then the variables separating A and D, B and $\mathrm{D}, \mathrm{C}$ and D , and so on. By doing that, they try to avoid the visiting of subtrees that are unfeasible because of inconsistent variable fixings that could have been detected at higher levels in the tree. The procedure is described in Algorithm 1.

Fischetti and Luzzi do not specify any particular order for the pieces. Nevertheless, as their procedure builds an increasingly large clique of non-overlapping pieces (allowing the other pieces to overlap with them and among themselves), it could be interesting to separate large pieces first. If the growing clique is made of large pieces, the lower bound could increase faster than when small pieces are involved. Defining a large piece is not obvious in the case of irregular pieces. Two approximations could be the length and the area of each piece. Therefore, when studying the behavior of the Fischetti and Luzzi branching strategy computationally, we will consider three alternatives:

- FL: Fischetti and Luzzi's priorities without any initial ordering of the pieces
- $F L \operatorname{L}$ : Fischetti and Luzzi's priorities ordering pieces by non-increasing length
- FLAA: Fischetti and Luzzi's priorities ordering pieces by non-increasing area

```
Algorithm 1 Fischetti and Luzzi's priorities
Require: \(\psi=\) number of binary variables;
Require: \(S=\emptyset\);
    while \(P \neq \emptyset\) do
        Select a piece \(p_{i} \in P\);
        for all \(p_{j} \in S\) do
            for \(k=1, \ldots, m_{i j} \mathbf{d o}\)
                Assign priority \(\psi\) to \(b_{i j k}\);
                    \(\psi=\psi-1\);
            end for
        end for
        \(S=S \cup\left\{p_{i}\right\} ;\)
        \(P=P \backslash\left\{p_{i}\right\} ;\)
    end while
```

Even when we specify the order in which the pieces are considered for assigning priorities, there is still a degree of freedom concerning the order in which the variables of the corresponding $N F P$ are considered. One possibility for ordering the variables of an $N F P$ is the area of the corresponding slice, giving more priority to variables associated with larger slices. Then, a fourth strategy to be studied is $\boldsymbol{F L} \boldsymbol{A} \boldsymbol{S} \boldsymbol{A}$, in which we first order the pieces by area and then the variables by the area of the slice. A last strategy in this group could be $\boldsymbol{S A}$, ordering all the variables according to the area of their slices, but not using Fischetti and Luzzi's priorities.

### 3.1.2 Dynamic branching (DB)

Let us consider the 3-pieces example in Figure 3.1. The pieces are already ordered by some priority criterion and let us suppose that in the first branching level $b_{128}=1$. That means that $p_{1}$ and $p_{2}$ are separated and the relative position of $p_{2}$ with respect to $p_{1}$ is restricted to the corresponding slice. In a static branching strategy, the variable used at the second branching level would be given by a certain predefined criterion. But we can use a dynamic strategy, taking advantage of the information in the solution of the node. In particular, we can take into account the relative position of the pieces and choose a branching variable such that when it is fixed to one, more than two pieces are separated and feasible solutions are obtained faster. In the example, we see that if we branch on variables $b_{132}, b_{133}, b_{134}, b_{135}$ or $b_{136}$ from $N F P_{13}$, or variables $b_{231}$ y $b_{236}$ from $N F P_{23}$, the three pieces would be separated and fixing just two variables to value 1 will produce a feasible solution.

We can generalize this idea. Let us consider the pieces ordered by non-increasing value of a given priority criterion. At each node of the search tree, we read the solution and go through the ordered list of pieces until we find a piece $p_{j}$ overlapping with some of the previous pieces. Let $S=\left\{p_{i_{1}}, \ldots, p_{i_{k}}\right\}$ be the set of these pieces, $1 \leq i_{1}<\ldots .<i_{k}$. For each piece $i \in S$, we compute $u p_{i}$, down $_{i}$, left $t_{i}$, right $_{i}$, the number of pieces separated from $i$ from above, from below, from the left and from the right, respectively. We consider that a piece $p_{k}$ is separated from above piece $p_{i}$ if there is a variable $b_{i k l}=1$ for some $l$, such that $\underline{y}_{i k l}>0$. Similarly, it is separated from below if $\bar{y}_{i k l}<0$, to the right if $\underline{x}_{i k l}>0$ and to the left if $\bar{x}_{i k l}<0$.

When choosing a variable to separate piece $p_{j}$ from $S$, the lower the values of $u p_{i}$, down $_{i}$, left $t_{i}$, right $_{i}$ for some $i \in S$, the more adequate this position is for piece $p_{j}$ and hence the branching variable should separate $p_{j}$ from $p_{i}$ in this direction. For instance, if for some $i \in S, u p_{i}=0$, none of the other pieces in


Figure 3.1: NFP for the example of 3 pieces


Figure 3.2: Variables for branching on constraints
$S$ is above $p_{i}$ and then that would be a good position for $p_{j}$. Separating $p_{j}$ from $p_{i}$ in this direction could possibly separate $p_{j}$ from some other pieces in $S$.

### 3.1.3 Branching on constraints (BC)

An alternative branching strategy is to branch on constraints. In order to do that, we slightly modify the formulation $H S 2$ so that all the slices are on one side of the $y$-axis, which means that some of the slices defined in Section 3.2 are divided into two, as can be seen in Figure 3.2. Associated with the new slices, new variables are defined.

At each node of the search tree we look for a pair of pieces $p_{i}, p_{j}$ for which

$$
\begin{equation*}
0<\sum_{k \mid x_{i j k} \geq 0} b_{i j k}<1 \tag{3.1}
\end{equation*}
$$

Then, in one of the branches we set $\sum_{k \mid \underline{x_{i j k}} \geq 0} b_{i j k}=0$ and in the other $\sum_{k \mid \underline{x_{i j k}} \geq 0} b_{i j k}=1$. In the example, one branch would have $b_{i j 3}+b_{i j 4}+b_{i j 5}+b_{i j 6}+b_{i j 7}+b_{i j 8}=0$ and the other $b_{i j 3}+b_{i j 4}+b_{i j 5}+b_{i j 6}+b_{i j 7}+b_{i j 8}=1$. If no pair of pieces satisfy (3.1), we branch on variables using strategy $\boldsymbol{F L} \boldsymbol{A}$.

One advantage of this branching strategy is that the formulation can be locally enhanced. In the example, if we are in the node in which we have set $b_{i j 3}+b_{i j 4}+b_{i j 5}+b_{i j 6}+b_{i j 7}+b_{i j 8}=1$, piece $p_{i}$ must be to the left of piece $p_{j}$. Then, constraint $x_{i} \leq x_{j}$ is satisfied in all the successor nodes. This constraint can be lifted, considering variables $b_{i j k}$ for which $\underline{x}_{i j k} \geq 0$. The lifted constraint would be:

$$
\begin{equation*}
x_{i}+\sum_{k \mid \underline{x}_{i j k} \geq 0} \underline{x}_{i j k} b_{i j k} \leq x_{j} \tag{3.2}
\end{equation*}
$$

In the example, $x_{i}+6 b_{i j 5}+12 b_{i j 6}+6 b_{i j 7} \leq x_{j}$.

### 3.1.4 Computational results for the different branching strategies

In this section we compare the different ways of branching described in the previous section. We have built a Branch \& Cut algorithm using CPLEX 12.2 with 64 bits, with the default options and just one processor at 3.40 GHz . The stopping criterion is the time, considering one hour of computational time.

In Table 3.1 we can find the computational results of the $F L, F L \_$and $F L A$ strategies. For each strategy, the columns show the lower bound (LB) obtained for each instance, the GAP=(UB-LB)/UB and the running time. The last two rows show the averages and the number of optimal solutions. There are significant differences between the different methods, so the initial order for the pieces in Fischetti and Luzzi's priorities really matters. We can observe that $F L A$ obtains the best results and the best deviation of the lower bound with respect to the upper bound. The average GAP obtained by $F L \_A$ is 0.047 and it is able to solve 34 over the 50 instances to optimality.

In Table 3.2 we can observe that if in the $F L \_A$ strategy we order the slices in a non decreasing area, the results are very similar. Furthermore, if we drop Fischetti and Luzzi's priorities but we order the slices in a non-decreasing area ( $S \_A$ strategy), we can see that the results are clearly worse, obtaining a deviation average of 0.36 .

Table 3.3 presents the comparison between the best strategy at this moment, $F L A$, with dynamic branching $(D B)$ defined in 3.1.2 and the branching on constraints $(B C)$, described in 3.1.3. Note that the results of dynamic branching are slightly worse than the $F L \_A$ strategy, obtaining an average for the gap of 0.065 . On the other hand, branching on constraints obtains bad results.

Finally, Table 3.4 summarizes the comparison between all the branching strategies already described. The performance of each strategy is summarized in three values: the number of optimal solutions, the average GAP and the average CPU time. The strategies compared are:

- CPLEX: the default strategy provided by CPLEX, as shown in the final columns of Table 2.1
- FL: the Fischetti and Luzzi strategy, taking the pieces as they appear in the data file
- FLL: the Fischetti and Luzzi strategy, ordering the pieces by non-increasing length
- FL_A: the Fischetti and Luzzi strategy, ordering the pieces by non-increasing area

Table 3.1: Comparing branching strategies $\boldsymbol{F L}, \boldsymbol{F L} \boldsymbol{L}$ and $\boldsymbol{F L} \boldsymbol{A}$

| Instances | FL |  |  | FL_L |  |  | FL_A |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LB | GAP | Time | LB | GAP | Time | LB | GAP | Time |
| three | 6.00 | 0.00 | 0.75 | 6.00 | 0.00 | 0.53 | 6.00 | 0.00 | 0.73 |
| shapes4 | 24.00 | 0.00 | 0.08 | 24.00 | 0.00 | 0.05 | 24.00 | 0.00 | 0.02 |
| fu5 | 17.89 | 0.00 | 0.62 | 17.89 | 0.00 | 0.59 | 17.89 | 0.00 | 0.08 |
| glass1 | 45.00 | 0.00 | 0.06 | 45.00 | 0.00 | 0.02 | 45.00 | 0.00 | 0.02 |
| fu6 | 23.00 | 0.00 | 0.92 | 23.00 | 0.00 | 0.69 | 23.00 | 0.00 | 0.69 |
| threep2 | 9.33 | 0.00 | 1.06 | 9.33 | 0.00 | 1.75 | 9.33 | 0.00 | 1.36 |
| threep2w9 | 8.00 | 0.00 | 5.18 | 8.00 | 0.00 | 4.54 | 8.00 | 0.00 | 7.36 |
| fu7 | 24.00 | 0.00 | 0.86 | 24.00 | 0.00 | 0.66 | 24.00 | 0.00 | 0.62 |
| glass2 | 45.00 | 0.00 | 2.62 | 45.00 | 0.00 | 2.28 | 45.00 | 0.00 | 1.84 |
| fu8 | 24.00 | 0.00 | 0.94 | 24.00 | 0.00 | 0.61 | 24.00 | 0.00 | 0.72 |
| shapes8 | 26.00 | 0.00 | 4.85 | 26.00 | 0.00 | 4.57 | 26.00 | 0.00 | 4.43 |
| fu9 | 25.00 | 0.00 | 124.43 | 25.00 | 0.00 | 12.12 | 25.00 | 0.00 | 32.87 |
| threep3 | 13.53 | 0.00 | 955.26 | 13.53 | 0.00 | 2323.68 | 13.53 | 0.00 | 819.01 |
| threep3w9 | 11.00 | 0.00 | 2344.16 | 10.33 | 0.06 | 3600.00 | 11.00 | 0.00 | 2822.93 |
| glass3 | 100.00 | 0.00 | 1335.54 | 100.00 | 0.00 | 40.05 | 100.00 | 0.00 | 13.74 |
| fu10 | 28.00 | 0.02 | 3600.00 | 28.69 | 0.00 | 2186.18 | 28.69 | 0.00 | 198.59 |
| dighe2 | 77.82 | 0.35 | 3600.00 | 100.00 | 0.00 | 18.02 | 100.00 | 0.00 | 1.64 |
| J1-10-20-0 | 14.67 | 0.19 | 3600.00 | 18.00 | 0.00 | 51.00 | 18.00 | 0.00 | 6.35 |
| J1-10-20-1 | 11.65 | 0.35 | 3600.00 | 17.00 | 0.00 | 36.22 | 17.00 | 0.00 | 3.74 |
| J1-10-20-2 | 20.00 | 0.00 | 2519.21 | 20.00 | 0.00 | 40.47 | 20.00 | 0.00 | 7.71 |
| J1-10-20-3 | 14.36 | 0.32 | 3600.00 | 20.75 | 0.00 | 685.33 | 20.75 | 0.00 | 251.04 |
| J1-10-20-4 | 9.22 | 0.29 | 3600.00 | 12.50 | 0.00 | 257.29 | 12.50 | 0.00 | 89.81 |
| J2-10-35-0 | 19.80 | 0.21 | 3600.00 | 23.66 | 0.00 | 420.81 | 23.66 | 0.00 | 395.12 |
| J2-10-35-1 | 18.00 | 0.20 | 3600.00 | 21.30 | 0.00 | 196.76 | 21.30 | 0.00 | 148.17 |
| J2-10-35-2 | 19.95 | 0.00 | 993.63 | 19.95 | 0.00 | 156.30 | 19.95 | 0.00 | 95.18 |
| J2-10-35-3 | 17.88 | 0.16 | 3600.00 | 20.38 | 0.00 | 1294.96 | 20.38 | 0.00 | 823.05 |
| J2-10-35-4 | 17.38 | 0.13 | 3600.00 | 19.43 | 0.00 | 272.91 | 19.44 | 0.00 | 316.23 |
| J1-12-20-0 | 10.00 | 0.17 | 3600.00 | 12.00 | 0.00 | 115.99 | 12.00 | 0.00 | 32.81 |
| J1-12-20-1 | 7.00 | 0.42 | 3600.00 | 10.00 | 0.00 | 175.94 | 10.00 | 0.00 | 29.73 |
| J1-12-20-2 | 10.00 | 0.23 | 3600.00 | 12.00 | 0.00 | 21.26 | 12.00 | 0.00 | 19.59 |
| J1-12-20-3 | 7.00 | 0.22 | 3600.00 | 8.00 | 0.00 | 16.29 | 8.00 | 0.00 | 28.36 |
| J1-12-20-4 | 9.00 | 0.36 | 3600.00 | 13.00 | 0.00 | 308.35 | 13.00 | 0.00 | 149.06 |
| J2-12-35-0 | 20.02 | 0.29 | 3600.00 | 25.00 | 0.11 | 3600.00 | 24.50 | 0.13 | 3600.00 |
| J2-12-35-1 | 16.85 | 0.33 | 3600.00 | 22.50 | 0.08 | 3600.00 | 22.00 | 0.15 | 3600.00 |
| J2-12-35-2 | 18.00 | 0.23 | 3600.00 | 18.19 | 0.20 | 3600.00 | 20.00 | 0.09 | 3600.00 |
| J2-12-35-3 | 16.00 | 0.28 | 3600.00 | 19.40 | 0.17 | 3600.00 | 20.00 | 0.11 | 3600.00 |
| J2-12-35-4 | 15.63 | 0.35 | 3600.00 | 22.00 | 0.08 | 3600.00 | 22.00 | 0.07 | 3600.00 |
| fu | 24.00 | 0.29 | 3600.00 | 28.50 | 0.16 | 3600.00 | 32.11 | 0.03 | 3600.00 |
| J1-14-20-0 | 6.25 | 0.55 | 3600.00 | 12.00 | 0.08 | 3600.00 | 12.00 | 0.00 | 446.69 |
| J1-14-20-1 | 6.00 | 0.50 | 3600.00 | 10.00 | 0.17 | 3600.00 | 11.00 | 0.06 | 3600.00 |
| J1-14-20-2 | 9.00 | 0.44 | 3600.00 | 12.15 | 0.19 | 3600.00 | 13.00 | 0.13 | 3600.00 |
| J1-14-20-3 | 6.00 | 0.50 | 3600.00 | 10.00 | 0.00 | 277.20 | 10.00 | 0.00 | 97.81 |
| J1-14-20-4 | 8.00 | 0.47 | 3600.00 | 13.00 | 0.10 | 3600.00 | 13.50 | 0.04 | 3600.00 |
| J2-14-35-0 | 18.00 | 0.40 | 3600.00 | 24.00 | 0.21 | 3600.00 | 23.70 | 0.19 | 3600.00 |
| J2-14-35-1 | 16.00 | 0.50 | 3600.00 | 21.34 | 0.31 | 3600.00 | 21.88 | 0.30 | 3600.00 |
| J2-14-35-2 | 16.00 | 0.38 | 3600.00 | 18.63 | 0.31 | 3600.00 | 20.00 | 0.25 | 3600.00 |
| J2-14-35-3 | 16.00 | 0.41 | 3600.00 | 20.00 | 0.23 | 3600.00 | 20.12 | 0.23 | 3600.00 |
| J2-14-35-4 | 14.00 | 0.50 | 3600.00 | 19.82 | 0.24 | 3600.00 | 20.00 | 0.23 | 3600.00 |
| poly1a0 | 13.00 | 0.20 | 3600.00 | 13.00 | 0.21 | 3600.00 | 13.00 | 0.19 | 3600.00 |
| dighe1ok | 74.00 | 0.48 | 3600.00 | 100.00 | 0.22 | 3600.00 | 100.00 | 0.13 | 3600.00 |
| Average \#opt | 15 | 0.21 | 2541.80 | 32 | 0.063 | 1474.47 | 34 | 0.047 | 1288.94 |

Table 3.2: Comparing branching strategies FLA, FLA A SA y SA

| Instancias | FL_A |  |  | FL_A_SA |  |  | SA |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LB | GAP | Time | LB | GAP | Time | LB | GAP | Time |
| three | 6.00 | 0.00 | 0.73 | 6.00 | 0.00 | 0.67 | 6.00 | 0.00 | 0.41 |
| shapes4 | 24.00 | 0.00 | 0.02 | 24.00 | 0.00 | 0.05 | 24.00 | 0.00 | 0.31 |
| fu5 | 17.89 | 0.00 | 0.08 | 17.89 | 0.00 | 0.25 | 17.89 | 0.00 | 0.53 |
| glass1 | 45.00 | 0.00 | 0.02 | 45.00 | 0.00 | 0.03 | 45.00 | 0.00 | 0.02 |
| fu6 | 23.00 | 0.00 | 0.69 | 23.00 | 0.00 | 0.28 | 23.00 | 0.00 | 0.69 |
| threep2 | 9.33 | 0.00 | 1.36 | 9.33 | 0.00 | 1.37 | 9.33 | 0.00 | 3.84 |
| threep2w9 | 8.00 | 0.00 | 7.36 | 8.00 | 0.00 | 4.99 | 8.00 | 0.00 | 32.42 |
| fu7 | 24.00 | 0.00 | 0.62 | 24.00 | 0.00 | 1.14 | 24.00 | 0.00 | 2.12 |
| glass2 | 45.00 | 0.00 | 1.84 | 45.00 | 0.00 | 1.93 | 45.00 | 0.00 | 5.80 |
| fu8 | 24.00 | 0.00 | 0.72 | 24.00 | 0.00 | 0.47 | 24.00 | 0.00 | 28.24 |
| shapes8 | 26.00 | 0.00 | 4.43 | 26.00 | 0.00 | 4.87 | 18.21 | 0.30 | 3600.00 |
| fu9 | 25.00 | 0.00 | 32.87 | 25.00 | 0.00 | 33.43 | 24.00 | 0.04 | 3600.00 |
| threep3 | 13.53 | 0.00 | 819.01 | 13.53 | 0.00 | 757.34 | 9.86 | 0.34 | 3600.00 |
| threep3w9 | 11.00 | 0.00 | 2822.93 | 11.00 | 0.00 | 3130.53 | 7.67 | 0.32 | 3600.00 |
| glass3 | 100.00 | 0.00 | 13.74 | 100.00 | 0.00 | 16.36 | 100.00 | 0.17 | 2600.00 |
| fu10 | 28.69 | 0.00 | 198.59 | 28.69 | 0.00 | 209.01 | 25.45 | 0.12 | 3600.00 |
| dighe2 | 100.00 | 0.00 | 1.64 | 100.00 | 0.00 | 7.89 | 100.00 | 0.17 | 3600.00 |
| J1-10-20-0 | 18.00 | 0.00 | 6.35 | 18.00 | 0.00 | 8.88 | 15.40 | 0.23 | 3600.00 |
| J1-10-20-1 | 17.00 | 0.00 | 3.74 | 17.00 | 0.00 | 2.43 | 15.30 | 0.10 | 3600.00 |
| J1-10-20-2 | 20.00 | 0.00 | 7.71 | 20.00 | 0.00 | 7.43 | 17.20 | 0.18 | 3600.00 |
| J1-10-20-3 | 20.75 | 0.00 | 251.04 | 20.75 | 0.00 | 314.83 | 17.60 | 0.18 | 3600.00 |
| J1-10-20-4 | 12.50 | 0.00 | 89.81 | 12.50 | 0.00 | 80.34 | 10.10 | 0.28 | 3600.00 |
| J2-10-35-0 | 23.66 | 0.00 | 395.12 | 23.67 | 0.00 | 368.12 | 18.06 | 0.28 | 3600.00 |
| J2-10-35-1 | 21.30 | 0.00 | 148.17 | 21.30 | 0.00 | 174.83 | 14.76 | 0.36 | 3600.00 |
| J2-10-35-2 | 19.95 | 0.00 | 95.18 | 19.95 | 0.00 | 69.39 | 14.86 | 0.32 | 3600.00 |
| J2-10-35-3 | 20.38 | 0.00 | 823.05 | 20.38 | 0.00 | 785.50 | 15.29 | 0.31 | 3600.00 |
| J2-10-35-4 | 19.44 | 0.00 | 316.23 | 19.43 | 0.00 | 290.88 | 13.74 | 0.31 | 3600.00 |
| J1-12-20-0 | 12.00 | 0.00 | 32.81 | 12.00 | 0.00 | 22.14 | 10.00 | 0.23 | 3600.00 |
| J1-12-20-1 | 10.00 | 0.00 | 29.73 | 10.00 | 0.00 | 21.86 | 8.90 | 0.26 | 3600.00 |
| J1-12-20-2 | 12.00 | 0.00 | 19.59 | 12.00 | 0.00 | 18.89 | 10.60 | 0.24 | 3600.00 |
| J1-12-20-3 | 8.00 | 0.00 | 28.36 | 8.00 | 0.00 | 16.19 | 7.00 | 0.18 | 3600.00 |
| J1-12-20-4 | 13.00 | 0.00 | 149.06 | 13.00 | 0.00 | 169.23 | 11.10 | 0.21 | 3600.00 |
| J2-12-35-0 | 24.50 | 0.13 | 3600.00 | 24.25 | 0.13 | 3600.00 | 20.06 | 0.32 | 3600.00 |
| J2-12-35-1 | 22.00 | 0.15 | 3600.00 | 22.00 | 0.15 | 3600.00 | 17.83 | 0.34 | 3600.00 |
| J2-12-35-2 | 20.00 | 0.09 | 3600.00 | 20.00 | 0.09 | 3600.00 | 16.20 | 0.30 | 3600.00 |
| J2-12-35-3 | 20.00 | 0.11 | 3600.00 | 20.00 | 0.13 | 3600.00 | 15.91 | 0.30 | 3600.00 |
| J2-12-35-4 | 22.00 | 0.07 | 3600.00 | 22.00 | 0.07 | 3600.00 | 17.54 | 0.29 | 3600.00 |
| fu | 32.11 | 0.03 | 3600.00 | 32.25 | 0.04 | 3600.00 | 28.50 | 0.16 | 3600.00 |
| J1-14-20-0 | 12.00 | 0.00 | 446.69 | 12.00 | 0.00 | 2157.54 | 10.75 | 0.28 | 3600.00 |
| J1-14-20-1 | 11.00 | 0.06 | 3600.00 | 11.00 | 0.06 | 3600.00 | 10.00 | 0.23 | 3600.00 |
| J1-14-20-2 | 13.00 | 0.13 | 3600.00 | 13.00 | 0.13 | 3600.00 | 12.15 | 0.29 | 3600.00 |
| J1-14-20-3 | 10.00 | 0.00 | 97.81 | 10.00 | 0.00 | 420.80 | 8.80 | 0.27 | 3600.00 |
| J1-14-20-4 | 13.50 | 0.04 | 3600.00 | 13.50 | 0.07 | 3600.00 | 11.95 | 0.30 | 3600.00 |
| J2-14-35-0 | 23.70 | 0.19 | 3600.00 | 23.50 | 0.22 | 3600.00 | 21.54 | 0.38 | 3600.00 |
| J2-14-35-1 | 21.88 | 0.30 | 3600.00 | 21.79 | 0.26 | 3600.00 | 21.34 | 0.30 | 3600.00 |
| J2-14-35-2 | 20.00 | 0.25 | 3600.00 | 20.00 | 0.23 | 3600.00 | 18.63 | 0.29 | 3600.00 |
| J2-14-35-3 | 20.12 | 0.23 | 3600.00 | 20.00 | 0.24 | 3600.00 | 18.83 | 0.32 | 3600.00 |
| J2-14-35-4 | 20.00 | 0.23 | 3600.00 | 20.00 | 0.23 | 3600.00 | 18.97 | 0.32 | 3600.00 |
| poly1a0 | 13.00 | 0.19 | 3600.00 | 13.00 | 0.19 | 3600.00 | 13.00 | 0.28 | 3600.00 |
| dighelok | 100.00 | 0.13 | 3600.00 | 100.00 | 0.14 | 3600.00 | 100.00 | 0.35 | 3600.00 |
| Average \#opt | 34 | $0.047$ | 1288.942 | 34 | $0.048$ | $1333.998$ | 10 | 0.209 | 2861.487 |

Table 3.3: Comparing branching strategies $\boldsymbol{F L} \_\boldsymbol{A}, \boldsymbol{D B}$ y $\boldsymbol{B C}$

| Instancias | FL_A |  |  | DB |  |  | BC |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LB | GAP | Time | LB | GAP | Time | LB | GAP | Time |
| three | 6.00 | 0.00 | 0.73 | 6.00 | 0.00 | 1.00 | 6.00 | 0.00 | 0.42 |
| shapes 4 | 24.00 | 0.00 | 0.02 | 24.00 | 0.00 | 0.20 | 24.00 | 0.00 | 0.08 |
| fu5 | 17.89 | 0.00 | 0.08 | 17.89 | 0.00 | 0.51 | 17.89 | 0.00 | 3.62 |
| glass1 | 45.00 | 0.00 | 0.02 | 45.00 | 0.00 | 0.03 | 45.00 | 0.00 | 0.02 |
| fu6 | 23.00 | 0.00 | 0.69 | 23.00 | 0.00 | 0.45 | 23.00 | 0.00 | 1.67 |
| threep2 | 9.33 | 0.00 | 1.36 | 9.33 | 0.00 | 1.70 | 9.33 | 0.00 | 10.00 |
| threep2w9 | 8.00 | 0.00 | 7.36 | 8.00 | 0.00 | 5.44 | 8.00 | 0.00 | 22.79 |
| fu7 | 24.00 | 0.00 | 0.62 | 24.00 | 0.00 | 1.12 | 24.00 | 0.00 | 5.93 |
| glass2 | 45.00 | 0.00 | 1.84 | 45.00 | 0.00 | 3.01 | 45.00 | 0.00 | 42.76 |
| fu8 | 24.00 | 0.00 | 0.72 | 24.00 | 0.00 | 0.67 | 24.00 | 0.00 | 17.94 |
| shapes8 | 26.00 | 0.00 | 4.43 | 26.00 | 0.00 | 4.62 | 26.00 | 0.00 | 817.91 |
| fu9 | 25.00 | 0.00 | 32.87 | 25.00 | 0.00 | 46.47 | 24.00 | 0.08 | 3600.00 |
| threep3 | 13.53 | 0.00 | 819.01 | 13.53 | 0.00 | 852.70 | 10.87 | 0.21 | 3600.00 |
| threep3w9 | 11.00 | 0.00 | 2822.93 | 11.00 | 0.00 | 2834.79 | 8.00 | 0.29 | 3600.00 |
| glass3 | 100.00 | 0.00 | 13.74 | 100.00 | 0.00 | 31.11 | 100.00 | 0.26 | 3600.00 |
| fu10 | 28.69 | 0.00 | 198.59 | 28.69 | 0.00 | 345.54 | 25.45 | 0.15 | 3600.00 |
| dighe2 | 100.00 | 0.00 | 1.64 | 100.00 | 0.00 | 11.47 | 100.00 | 0.17 | 3600.00 |
| J1-10-20-0 | 18.00 | 0.00 | 6.35 | 18.00 | 0.00 | 8.41 | 15.40 | 0.19 | 3600.00 |
| J1-10-20-1 | 17.00 | 0.00 | 3.74 | 17.00 | 0.00 | 6.68 | 15.30 | 0.15 | 3600.00 |
| J1-10-20-2 | 20.00 | 0.00 | 7.71 | 20.00 | 0.00 | 6.86 | 17.20 | 0.14 | 3600.00 |
| J1-10-20-3 | 20.75 | 0.00 | 251.04 | 20.75 | 0.00 | 386.62 | 17.60 | 0.20 | 3600.00 |
| J1-10-20-4 | 12.50 | 0.00 | 89.81 | 12.50 | 0.00 | 128.45 | 10.10 | 0.28 | 3600.00 |
| J2-10-35-0 | 23.66 | 0.00 | 395.12 | 23.66 | 0.00 | 883.76 | 18.06 | 0.31 | 3600.00 |
| J2-10-35-1 | 21.30 | 0.00 | 148.17 | 21.30 | 0.00 | 210.37 | 16.00 | 0.31 | 3600.00 |
| J2-10-35-2 | 19.95 | 0.00 | 95.18 | 19.95 | 0.00 | 175.33 | 14.90 | 0.33 | 3600.00 |
| J2-10-35-3 | 20.38 | 0.00 | 823.05 | 20.37 | 0.00 | 1081.21 | 15.29 | 0.31 | 3600.00 |
| J2-10-35-4 | 19.44 | 0.00 | 316.23 | 19.43 | 0.00 | 389.47 | 13.74 | 0.35 | 3600.00 |
| J1-12-20-0 | 12.00 | 0.00 | 32.81 | 12.00 | 0.00 | 54.40 | 10.00 | 0.23 | 3600.00 |
| J1-12-20-1 | 10.00 | 0.00 | 29.73 | 10.00 | 0.00 | 63.12 | 8.90 | 0.26 | 3600.00 |
| J1-12-20-2 | 12.00 | 0.00 | 19.59 | 12.00 | 0.00 | 53.06 | 10.60 | 0.26 | 3600.00 |
| J1-12-20-3 | 8.00 | 0.00 | 28.36 | 8.00 | 0.00 | 86.63 | 7.00 | 0.22 | 3600.00 |
| J1-12-20-4 | 13.00 | 0.00 | 149.06 | 13.00 | 0.00 | 466.86 | 11.10 | 0.28 | 3600.00 |
| J2-12-35-0 | 24.50 | 0.13 | 3600.00 | 24.00 | 0.14 | 3600.00 | 20.06 | 0.35 | 3600.00 |
| J2-12-35-1 | 22.00 | 0.15 | 3600.00 | 22.00 | 0.13 | 3600.00 | 17.83 | 0.41 | 3600.00 |
| J2-12-35-2 | 20.00 | 0.09 | 3600.00 | 19.75 | 0.18 | 3600.00 | 16.20 | 0.38 | 3600.00 |
| J2-12-35-3 | 20.00 | 0.11 | 3600.00 | 19.50 | 0.19 | 3600.00 | 15.91 | 0.39 | 3600.00 |
| J2-12-35-4 | 22.00 | 0.07 | 3600.00 | 21.38 | 0.13 | 3600.00 | 17.54 | 0.36 | 3600.00 |
| fu | 32.11 | 0.03 | 3600.00 | 31.67 | 0.07 | 3600.00 | 28.50 | 0.16 | 3600.00 |
| J1-14-20-0 | 12.00 | 0.00 | 446.69 | 12.00 | 0.00 | 949.36 | 10.75 | 0.28 | 3600.00 |
| J1-14-20-1 | 11.00 | 0.06 | 3600.00 | 11.00 | 0.08 | 3600.00 | 10.00 | 0.23 | 3600.00 |
| J1-14-20-2 | 13.00 | 0.13 | 3600.00 | 12.50 | 0.18 | 3600.00 | 12.15 | 0.29 | 3600.00 |
| J1-14-20-3 | 10.00 | 0.00 | 97.81 | 10.00 | 0.00 | 381.16 | 8.80 | 0.27 | 3600.00 |
| J1-14-20-4 | 13.50 | 0.04 | 3600.00 | 12.33 | 0.23 | 3600.00 | 11.95 | 0.34 | 3600.00 |
| J2-14-35-0 | 23.70 | 0.19 | 3600.00 | 22.47 | 0.28 | 3600.00 | 21.54 | 0.38 | 3600.00 |
| J2-14-35-1 | 21.88 | 0.30 | 3600.00 | 21.34 | 0.29 | 3600.00 | 21.34 | 0.38 | 3600.00 |
| J2-14-35-2 | 20.00 | 0.25 | 3600.00 | 19.25 | 0.24 | 3600.00 | 18.63 | 0.38 | 3600.00 |
| J2-14-35-3 | 20.12 | 0.23 | 3600.00 | 20.00 | 0.23 | 3600.00 | 18.83 | 0.41 | 3600.00 |
| J2-14-35-4 | 20.00 | 0.23 | 3600.00 | 20.00 | 0.23 | 3600.00 | 18.97 | 0.32 | 3600.00 |
| poly1a0 | 13.00 | 0.19 | 3600.00 | 13.00 | 0.28 | 3600.00 | 13.00 | 0.28 | 3600.00 |
| dighe1ok | 100.00 | 0.13 | 3600.00 | 100.00 | 0.35 | 3600.00 | 100.00 | 0.35 | 3600.00 |
| Average \#opt | 34 | 0.047 | 1288.942 | 34 | 0.065 | 1341.452 | 11 | 0.219 | 2826.463 |

Table 3.4: Comparing branching strategies

| Strategy | Optimal solutions | Average GAP | Average Time |
| :--- | :---: | :---: | :---: |
| CPLEX | 28 | 0.15 | 2003 |
| FL | 15 | 0.22 | 2542 |
| FL_L | 31 | 0.07 | 1475 |
| FL_A | 34 | 0.05 | 1289 |
| FL_A_SA | 33 | 0.05 | 1334 |
| SA | 10 | 0.36 | 2861 |
| DB | 33 | 0.07 | 1341 |
| BC | 11 | 0.35 | 2826 |

- FL_A_SA: the Fischetti and Luzzi strategy, ordering the pieces by non-increasing area and the variables of each NFP by non-increasing area of the corresponding slice
- SA : ordering the variables by non-increasing area of the corresponding slice
- DB: dynamic branching
- BC: branching on constraints

In summary, we can say that the Fischetti and Luzzi strategy works very well, but only if the pieces have been previously ordered by length or, even better, by area. Doing that, the first pieces to be separated are the largest ones and the lower bounds increase sharply. The table also shows that adding the ordering of variables by slice area to the previous strategy neither harms nor improves the algorithm and it is very poor when used alone. Dynamic branching works quite well. Its slightly worse results are due to the fact that it needs to read the solution at each node, which slows down the search and many fewer nodes are explored. Nevertheless, the strategy seems promising for a more complex algorithm in which the solution at each node has to be read, for instance in a Branch and Cut procedure in which the separation algorithms run at each node require the current solution. Branching on constraints performs quite poorly. It seems clear that only fixing a variable to 1 , separating at least two pieces, has a strong effect on the current solution. When branching on constraints, this effect is missing and the results are much worse.

### 3.2 Updating the bounds on the pieces

When variables are fixed to 1 , the relative position of the pieces is constrained and the lower and upper bounds of the pieces can be updated. We have developed two methods: Method 1 uses the non-overlapping constraints and is an exact and exhaustive approach to updating the bounds on the pieces; Method 2 uses the concept of extended slices in order to make the process of updating the bounds on the pieces easier and faster, but it is not exact, that is, the bounds could be more accurate.

At the beginning, in the root node, the lower and the upper bounds on the reference point of the pieces are given by the width, $W$, and an upper bound of the length of the strip, $L_{u b}$. We denote by $U X_{i}\left(L X_{i}\right)$ to the upper (lower) bound on $x_{i}$, and $U Y_{i}\left(L Y_{i}\right)$ represents the upper (lower) bound on $y_{i}$. In Figure 3.3 we can observe the bounds of piece $i$ at the root node, which are $L X_{i}=L Y_{i}=0, U Y_{i}=4$ and $U X_{i}=5$. In the root node, the lower bounds always are 0 for all the pieces because of our definition for the reference point.


Figure 3.3: Initial bounds on piece $i$

### 3.2.1 Method I

Let us suppose that a binary variable $b_{i j k} \in N F P_{i j}$ is fixed to 1 . This binary variable has $f_{i j}^{k}$ inequalities associated to it corresponding to the non-overlapping constraints defined in the HS2 formulation used for describing the slice. These inequalities have the following structure:

$$
\begin{equation*}
\alpha_{i j}^{k f}\left(x_{j}-x_{i}\right)+\beta_{i j}^{k f}\left(y_{j}-y_{i}\right) \leq \delta_{i j}^{k f k} b_{i j k}+\sum_{h=1, h \neq k}^{m_{i j}} \delta_{i j}^{k f h} b_{i j h} \tag{3.3}
\end{equation*}
$$

where $\sum_{h=1, h \neq k}^{m_{i j}} \delta_{i j}^{k f h} b_{i j h}=0$ since $b_{i j k}=1$.
Let us consider the case in which $\alpha_{i j}^{k f}>0$ and $\beta_{i j}^{k f}>0$. The other cases are solved using similar arguments. Constraint (3.3) can be written as:

$$
\begin{equation*}
\alpha_{i j}^{k f} x_{j} \leq \beta_{i j}^{k f} y_{i}-\beta_{i j}^{k f} y_{j}+\alpha_{i j}^{k f} x_{i}+\delta_{i j}^{k f k} . \tag{3.4}
\end{equation*}
$$

The maximum value the right hand side can attain is $\beta_{i j}^{k f} U Y_{i}-\beta_{i j}^{k f} L Y_{j}+\alpha_{i j}^{k f} U X_{i}+\delta_{i j}^{k f k}$ (where $U$ stands for upper bound and $L$ for lower bound). Then

$$
x_{j} \leq \frac{\beta_{i j}^{k f} U Y_{i}-\beta_{i j}^{k f} L Y_{j}+\alpha_{i j}^{k f} U X_{i}+\delta_{i j}^{k f k}}{\alpha_{i j}^{k f}}
$$

and

$$
U X_{j}=\min \left\{U X_{j}, \frac{\beta_{i j}^{k f} U Y_{i}-\beta_{i j}^{k f} L Y_{j}+\alpha_{i j}^{k f} U X_{i}+\delta_{i j}^{k k k}}{\alpha_{i j}^{k f}}\right\}
$$

In a similar way, the upper bound on $y_{i}$ can be updated. The lower bounds on $x_{j}$ and $y_{j}$ do not need to be updated because they have positive coefficients and the minimum value is 0 in both cases.

On the other hand, it is important to update the lower bounds for the real variables which have a negative coefficient, $x_{i}$ and $y_{i}$. In what follows we explain how we update the lower bound on $y_{i}$. Note that $x_{j}$ and $y_{j}$ have positive coefficients. Therefore, we substitute these variables with their respective lower bounds, and we assign to variable $x_{i}$ the maximum value that it can attain, obtaining the following inequality:

$$
\beta_{i j}^{k f} y_{i} \geq \alpha_{i j}^{k f} L X_{j}+\beta_{i j}^{k f} L Y_{j}-\alpha_{i j}^{k f} U X_{i}-\delta_{i j}^{k f k},
$$

and $L Y_{i}$ can be updated in the following way:

$$
L Y_{i}=\max \left\{L Y_{i}, \frac{\alpha_{i j}^{k f} L X_{j}+\beta_{i j}^{k f} L Y_{j}-\alpha_{i j}^{k f} U X_{i}-\delta_{i j}^{k f k}}{\beta_{i j}^{k f}}\right\} .
$$

In Figure 3.4 we can see an example where slice defined by $b_{i j k}$ is activated. Piece $i$ is the triangle represented in Figure 3.3 and piece $j$ is a square. This slice is the one defined by variable $b_{233}$ in Figure 3.1. When this slice is used then piece $i$ has to be placed to the left of piece $j$, then the lower bounds of piece $j$, $L X_{j}$ and $L Y_{j}$, and the upper bounds of piece $i, L X_{i}$ and $L Y_{i}$, can be updated.


Figure 3.4: Feasible zone to arrange $p_{i}$ and $p_{j}$ when slice defined by $b_{i j k}$ is activated.
Both methods are used in an iterative way, going through the list of pieces until no bounds are updated. The second method is less accurate, because the extended slice may allow overlapping and the calculated bounds are looser, but it is very fast because the values $x_{\min }, x_{\max }, y_{\min }, y_{\max }$ are calculated just once, when $N F P_{i j}$ is built.

### 3.2.2 Method II

Let us consider a pair of pieces $p_{i}$ and $p_{j}$ and one slice $S_{i j k}$ associated with a binary variable $b_{i j k}$. We define the extended slice $S_{i j k}^{*}$ as the minimum rectangle enclosing $S_{i j k}$. Let us denote the minimum and maximum coordinates of $S_{i j k}^{*}$ by $x_{\min }, x_{\max }, y_{\min }, y_{\max }$. Then, if $b_{i j k}=1$, the bounds for piece $p_{j}$ can be updated as follows (see Figure 3.5):

- $L X_{j}=\max \left\{L X_{j}, L X_{i}+x_{\text {min }}\right\}$
- $U X_{j}=\min \left\{U X_{j}, U X_{i}+x_{\max }\right\}$
- $L Y_{j}=\max \left\{L Y_{j}, L Y_{i}+y_{\text {min }}\right\}$
- $U Y_{j}=\min \left\{U Y_{j}, U Y_{i}+y_{\max }\right\}$

Analogously, the bounds for piece $p_{i}$ are:

- $L X_{i}=\max \left\{L X_{i}, L X_{j}-x_{\text {max }}\right\}$
- $U X_{i}=\min \left\{U X_{i}, U X_{j}-x_{m i n}\right\}$
- $L Y_{i}=\max \left\{L Y_{i}, L Y_{j}-y_{\text {max }}\right\}$
- $U Y_{i}=\min \left\{U Y_{i}, U Y_{j}-y_{m i n}\right\}$


Figure 3.5: Feasible zones to arrange $p_{i}$ and $p_{j}$ using extended slices when slice $S_{i j k}$ is activated.

### 3.3 Finding incompatible variables

At each node of the tree we study whether some of the variables not yet fixed cannot take value 1, because that would produce an unfeasible solution. These variables are called incompatible. In this case, the variable can be fixed to 0 , reducing the size of the problems to be solved in successor nodes and focusing the search on variables which really can take value 1 .

In this section we present two approaches to checking if there are incompatible binary variables in a given node created by branching a new variable to 1 . The first approach uses the bounds on the pieces and the second approach uses the transitivity of the separated pieces.

### 3.3.1 Incompatibility using the bounds on the pieces

This way of fixing variables is based on using the extended slices defined in the previous section. For each pair of pieces $p_{i}$ and $p_{j}$ and each variable $b_{i j k}$, we suppose $b_{i j k}=1$ and update the bounds. If an upper bound is lower than the corresponding lower bound, $b_{i j k}$ can be fixed to 0 . We use the same notation as the one described in Section 3.2.

Let $S_{i j k}^{*}=\{(x$ min, ymin $),(x$ max,$y m a x)\}$ be the extended slice defined from $b_{i j k}$. If one of the following conditions holds, then $b_{i j k}$ is incompatible and can be fixed to 0 .

- $\operatorname{xmin}+L X_{i}>U X_{j}$
- xmax $+U X_{i}<L X_{j}$
- $y$ min $+L Y_{i}>U Y_{j}$
- $y \max +U Y_{i}<L Y_{j}$

Note that the left-hand side of each one of the previous inequalities matches with Method 2 for updating the bounds of piece $j$ (see Section 3.2.2). A similar argument can be applied to obtaining the conditions on piece $i$.

### 3.3.2 Incompatibility using the transitivity of the pieces

Let us consider three pieces, $p_{i}, p_{j}$ and $p_{k}$ and let $b_{i j 1}, b_{i k 1}, b_{j k 1}$ be one variable of each non-fit polygon. A sufficient condition for these three variables to be incompatible is that one of these cases is satisfied:

1. $x_{\text {min }}^{i k 1}>x_{\text {max }}^{i j 1}+x_{\text {max }}^{j k 1}$
2. $x_{\text {max }}^{i k 1}<x_{\text {min }}^{i j 1}+x_{\text {min }}^{j k 1}$
3. $y_{\text {min }}^{i k 1}>y_{\text {max }}^{i j 1}+y_{\text {max }}^{j k 1}$
4. $y_{\text {max }}^{i k 1}<y_{\text {min }}^{i j 1}+y_{\text {min }}^{j k 1}$

We consider the extended slices associated with the three variables. One the one hand, if $b_{i j 1}=1$, piece $p_{j}$ must have its reference point inside $S_{i j 1}^{*}=\left\{\left(x_{\text {min }}^{i j 1}, y_{\text {min }}^{i j 1}\right),\left(x_{\text {max }}^{i j 1}, y_{\text {max }}^{i j 1}\right)\right\}$. If also $b_{j k 1}=1$, in the same coordinate system (with respect to $p_{i}$ ), the possible positions for the reference point of $p_{k}$ are obtained by considering, for each point in $S_{i j 1}^{*}$, the points in $S_{j k 1}^{*}$, that is, all the points in the rectangle $S_{i j 1, j k 1}^{*}=\left\{\left(x_{\text {min }}^{i j 1}+x_{\text {min }}^{j k 1}, y_{\text {min }}^{i j 1}+y_{\text {min }}^{j k 1}\right),\left(x_{\text {max }}^{i j 1}+x_{\text {max }}^{j k 1}, y_{\text {max }}^{i j 1}+y_{\text {max }}^{j k 1}\right)\right\}$. On the other hand, if $b_{i k 1}=1$, the reference point of $p_{k}$ must be in $S_{i k 1}^{*}=\left\{\left(x_{m i n}^{i k 1}, y_{\text {min }}^{i k 1}\right),\left(x_{\text {max }}^{i k 1}, y_{\text {max }}^{i k 1}\right)\right\}$. Therefore, for the 3 variables taking value 1 simultaneously, $S_{i j 1, j k 1}^{*}$ and $S_{i k 1}^{*}$ must intersect and none of the above conditions may hold.

Let us consider the following example. In Figure 3.6 we can see three pieces from instance shapes8. The respective NFPs and the binary variables are represented in Figure 3.7. If we assume that $b_{122}$ is fixed to one in a given node, then the reference point of $p_{2}$ must be placed, with respect to $p_{1}$, in $S_{122}^{*}$, represented in Figure 3.8. Since $S_{122}$ is rectangular, then $S_{122}^{*}=S_{122}$. Furthermore, let us suppose that $b_{236}$ is fixed to 1. Then, the possible positions for the reference point of $p_{3}$ are obtained by considering, for each point in $S_{122}^{*}$, the points in $S_{236}^{*}$, that is, all the points in the rectangle $S_{122,236}^{*}$, the green rectangle at the bottom of Figure 3.10.

Let us now consider $N F P_{13}$. Variables of $N F P_{13}$ can take the value 1 if they allow piece $p_{3}$ to be placed in the rectangle defined by $S_{122,236}^{*}$. In Figure 3.10 we can see the case in which $b_{236}=1$. The feasible zone to place $p_{3}$ with respect to $p_{1}$ is given by $S_{138}$. In this case, $S_{138} \subseteq S_{138}^{*}$ because the slice is not rectangular. We can observe that $S_{138}^{*}$ does not intersect with $S_{122,236}^{*}$. Then, if in a given node of the Branch \& Bound tree variables, $b_{122}$ and $b_{138}$ are fixed to 1 , then $b_{236}$ can be fixed to 0 . In a similar way, we can fix variables $b_{231}, b_{232}, b_{233}, b_{234}$ and $b_{235}$ from $V N F P_{23}$ to 0 .


Figure 3.6: Three pieces from instance shapes8.


Figure 3.7: $N F P s$ from pieces represented in Figure 3.6.


Figure 3.8: If $b_{122}=1$ then the reference point of $p_{2}$ must be placed in the rectangle.


Figure 3.9: If $b_{122}=1$ and $b_{238}=1$, then the reference points of $p_{2}$ and $p_{3}$ must be placed in their corresponding rectangles.


Figure 3.10: If $b_{122}=b_{138}=b_{236}=1$, then the reference point of $p_{3}$ should be placed in the rectangles defined by variables $b_{138}$ and $b_{236}$, but it is impossible because they have no intersection.

Table 3.5: Comparing strategies for updating bounds and fixing variables: Solved instances

|  | Initial | Strategy 1 | Strategy 2 | Strategy 3 | Strategy 4 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Average Nodes (thousands) | 417 | 345 | 367 | 403 | 353 |
| Average Time (seconds) | 131 | 283 | 238 | 140 | 230 |

### 3.3.3 Computational results of the strategies for updating bounds and finding incompatible variables

Tables 3.5 and 3.6 show the effect on the performance of the algorithm of updating bounds and fixing variables as described in Sections 3.2 and 3.3. Table 3.5 focuses on the 34 instances solved to optimality and therefore the information of interest is the number of nodes and the running times. Table 3.6 contains the relevant information for the 16 instances that could not be solved to optimality within the limit of 3600 seconds, the GAP between the lower and the upper bounds and the value of the lower bound. In each table, we compare the results obtained by the Initial strategy (column 2), without updating bounds and fixing variables, with several strategies developed for implementing these procedures.

In Section 3.2 two methods for updating bounds on variables were developed. Method 1, using the nonoverlapping constraints, is exact but much slower. Method 2, based on the extended slices, is slightly inexact but faster. A preliminary computational comparison between them clearly showed that the second method performed much better for the same time limit. Therefore, Method 2 is used. The first natural strategy was to update bounds at each node in which a variable had been fixed to 1 and then to try to fix variables for all the variables not yet fixed in the problem. The results of this Strategy 1 appear in column 3. Using these procedures for all the variables in all the nodes in which a variable has been fixed to 1 has a positive effect in reducing the number of nodes to be explored, but the required computational effort slows down the algorithm. In Table 3.5 we observe a significant reduction in the number of nodes, but the running time is more than doubled. In Table 3.6, with a time limit, the results are worse than the initial ones in terms of GAP and lower bound. Therefore, it seemed necessary to modify the strategy to reduce the computational effort of these procedures. Column 4 shows the results of Strategy 2 when not all the variables but only those strictly positive in the solution are considered for fixing. The results improve on those of the previous strategy in terms of computing time, though the reduction of nodes is not so sharp, but they are still worse than the initial ones. A further way of reducing the computational burden is not using the procedures at every node in which one variable is fixed to 1 , but only in some nodes, allowing the solution to be changed more profoundly before using them again. That can be done in two ways: calling the procedures after a given number of nodes, $n^{\prime}$, for instance after every $n^{\prime}=5, n^{\prime}=10$ or $n^{\prime}=25$ nodes, or calling them when, in the branch to which the node belongs, a given number of variables has been fixed to 1 from the last call, $t^{\prime}$, for instance $t^{\prime}=3$ or $t^{\prime}=5$ variables. Both alternatives have been tested for the values mentioned. In Tables 3.7 and 3.8 we can see the general results of those alternatives, but the results obtained for 10 nodes (Strategy 3 in Table 3.5 and 3.6) and for 3 variables (Strategy 4 in Table 3.5 and 3.6) seem to be the best alternative. For the instances solved, there is a small reduction in the number of nodes and a slight increase in the running time. Therefore, its results are very similar to those of the Initial strategy. For the unsolved instances, the results are slightly better, decreasing the GAP and increasing the lower bound. In summary, updating bounds and fixing variables to 0 have a positive effect only if the computational effort involved is carefully balanced with their advantages in terms of reducing the size of the problem to be solved in successor nodes. According to our results, these procedure should be used every 10 nodes in which a variable has been fixed to 1 and only for variables which are strictly positive.

Table 3.6: Comparing strategies for updating bounds and fixing variables: Unsolved instances

|  | Initial | Strategy 1 | Strategy 2 | Strategy 3 | Strategy 4 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Average GAP (\%) | 15.9 | 19.3 | 17.5 | 15.4 | 19.0 |
| Average LB | 25.14 | 24.42 | 24.60 | 25.18 | 24.48 |

### 3.4 Results of the complete algorithm

Summarizing the results obtained in the previous subsections, the best components and strategies for the Branch and Bound algorithm are:

- Formulation: HS2 (horizontal slices, with lifted bound constraints, Section 2.3.3)
- Lower bounds on $L$ : only the trivial bound of the length of the longest piece
- Branching strategy: Fischetti and Luzzi priorities, ordering the pieces by non-decreasing area (Section 3.1.1)
- Updating bounds and fixing variables to 0 : every 10 nodes in which a variable has been fixed to 1 , and only considering variables with strictly positive values (Sections 3.2.2-3.3.2)

The complete results of the final version of the exact algorithm appear in Tables 3.9 and 3.10, separating its behavior for instances solved to optimality within the initial time limit of 3600 seconds from those not solved in that time. In Table 3.9, for each instance solved to optimality, we show the optimal solution, number of nodes in the tree and running time. In Table 3.10 we allow the algorithm to run much longer in order to study its evolution for harder problems and show the lower and upper bounds obtained at each milestone ( 1 hour, 2 hours, 5 hours, 10 hours). The last two columns show the total running time if the instance has been solved to optimality, and the optimal solution if it is known. If this not the case, the value corresponds to the best known solution and is marked with an asterisk.

The results of these two tables indicate that our branch and bound procedure is able to solve optimally all the instances with up to 10 pieces, most of those with 12 pieces and some of those with 14 pieces. Even for the solved instances, there are large differences in terms of the number of nodes in the search tree and running times. For example, instances threep 3 and threep $3 w 9$ have the same pieces and only differ in the strip width, 7 and 9 respectively, but this small increase results in a very large increase in the solution time. Comparing sets $J 1$ and $J 2$, we can observe that instances derived from $J 1$ are much easier than those derived from $J 2$. Pieces in $J 1$ are more regular and fit together more nicely, while pieces in $J 2$ are more irregular and there are always large amounts of waste between them (see Section 1.6). Table 3.10 shows that long runs for instances $J 2$ with 12 pieces can obtain if not optimal, then solutions which are at least very close to optimality, while for instances of the same set with 14 instances, even for long runs the gaps between lower and upper bounds do not close.

In summary, even for the moderate number of pieces of the instances tested, our integer formulation, based on assigning variables to regions derived from the edges of the non-fit-polygons, involves a large set of binary variables. Good branching strategies and reduction procedures, plus the power of the latest version of CPLEX, are not enough to speed up the search process and ensure an optimal solution for medium size problems. The optimal solutions for the tested instances appear in Section 1.6.2. When optimality has not been reached, the figure indicates that it corresponds to an upper bound.

Table 3.7: Comparing the effect of studying every 5, 10 and 25 nodes in which a variable is fixed to 1

| Instancias | $F L \_A I I$ with $n^{\prime}=5$ |  |  | $F L A$ II with $n^{\prime}=10$ |  |  | $F L \_A I I$ with $n^{\prime}=25$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LB | GAP | Time | LB | GAP | Time | LB | GAP | Time |
| three | 6.00 | 0.000 | 0.61 | 6.00 | 0.000 | 0.92 | 6.00 | 0.000 | 0.45 |
| shapes4 | 24.00 | 0.000 | 0.45 | 24.00 | 0.000 | 0.06 | 24.00 | 0.000 | 0.06 |
| fu5 | 17.89 | 0.000 | 0.36 | 17.89 | 0.000 | 0.47 | 17.89 | 0.000 | 0.23 |
| glass1 | 45.00 | 0.000 | 0.02 | 45.00 | 0.000 | 0.05 | 45.00 | 0.000 | 0.05 |
| fu6 | 23.00 | 0.000 | 0.59 | 23.00 | 0.000 | 0.22 | 23.00 | 0.000 | 0.69 |
| threep2 | 9.33 | 0.000 | 1.40 | 9.33 | 0.000 | 1.75 | 9.33 | 0.000 | 1.70 |
| threep2w9 | 8.00 | 0.000 | 5.58 | 8.00 | 0.000 | 6.19 | 8.00 | 0.000 | 4.41 |
| fu7 | 24.00 | 0.000 | 0.66 | 24.00 | 0.000 | 0.76 | 24.00 | 0.000 | 0.37 |
| glass2 | 45.00 | 0.000 | 2.06 | 45.00 | 0.000 | 1.83 | 45.00 | 0.000 | 2.25 |
| fu8 | 24.00 | 0.000 | 0.94 | 24.00 | 0.000 | 1.40 | 24.00 | 0.000 | 0.30 |
| shapes8 | 26.00 | 0.000 | 4.80 | 26.00 | 0.000 | 4.77 | 26.00 | 0.000 | 5.05 |
| fu9 | 25.00 | 0.000 | 40.65 | 25.00 | 0.000 | 32.28 | 25.00 | 0.000 | 35.26 |
| threep3 | 13.53 | 0.000 | 886.16 | 13.53 | 0.000 | 834.68 | 13.53 | 0.000 | 927.71 |
| threep3w9 | 11.00 | 0.000 | 3500.96 | 11.00 | 0.000 | 3223.73 | 11.00 | 0.000 | 3638.29 |
| glass3 | 100.00 | 0.000 | 15.57 | 100.00 | 0.000 | 29.81 | 100.00 | 0.000 | 28.81 |
| fu10 | 28.69 | 0.000 | 260.04 | 28.69 | 0.000 | 231.43 | 28.69 | 0.000 | 241.44 |
| dighe2 | 100.00 | 0.000 | 1.64 | 100.00 | 0.000 | 1.53 | 100.00 | 0.000 | 1.48 |
| J1-10-20-0 | 18.00 | 0.000 | 6.88 | 18.00 | 0.000 | 6.44 | 18.00 | 0.000 | 5.85 |
| J1-10-20-1 | 17.00 | 0.000 | 5.16 | 17.00 | 0.000 | 4.27 | 17.00 | 0.000 | 6.29 |
| J1-10-20-2 | 20.00 | 0.000 | 7.91 | 20.00 | 0.000 | 9.56 | 20.00 | 0.000 | 8.52 |
| J1-10-20-3 | 20.75 | 0.000 | 301.38 | 20.75 | 0.000 | 299.52 | 20.75 | 0.000 | 308.52 |
| J1-10-20-4 | 12.50 | 0.000 | 89.70 | 12.50 | 0.000 | 67.72 | 12.50 | 0.000 | 96.02 |
| J2-10-35-0 | 23.66 | 0.000 | 421.03 | 23.66 | 0.000 | 554.30 | 23.66 | 0.000 | 522.87 |
| J2-10-35-1 | 21.30 | 0.000 | 170.65 | 21.30 | 0.000 | 112.54 | 21.30 | 0.000 | 175.83 |
| J2-10-35-2 | 19.95 | 0.000 | 114.21 | 19.95 | 0.000 | 107.67 | 19.95 | 0.000 | 118.31 |
| J2-10-35-3 | 20.38 | 0.000 | 988.24 | 20.37 | 0.000 | 971.67 | 20.37 | 0.000 | 1045.52 |
| J2-10-35-4 | 19.44 | 0.000 | 383.28 | 19.44 | 0.000 | 398.21 | 19.43 | 0.000 | 437.40 |
| J1-12-20-0 | 12.00 | 0.000 | 24.30 | 12.00 | 0.000 | 18.72 | 12.00 | 0.000 | 25.88 |
| J1-12-20-1 | 10.00 | 0.000 | 51.57 | 10.00 | 0.000 | 106.31 | 10.00 | 0.000 | 81.14 |
| J1-12-20-2 | 12.00 | 0.000 | 15.91 | 12.00 | 0.000 | 19.19 | 12.00 | 0.000 | 13.32 |
| J1-12-20-3 | 8.00 | 0.000 | 24.21 | 8.00 | 0.000 | 16.41 | 8.00 | 0.000 | 20.65 |
| J1-12-20-4 | 13.00 | 0.000 | 209.91 | 13.00 | 0.000 | 202.91 | 13.00 | 0.000 | 192.18 |
| J2-12-35-0 | 24.25 | 0.134 | 3600.00 | 24.25 | 0.134 | 3600.00 | 24.00 | 0.143 | 3600.00 |
| J2-12-35-1 | 22.00 | 0.153 | 3600.00 | 22.00 | 0.112 | 3600.00 | 22.00 | 0.154 | 3600.00 |
| J2-12-35-2 | 20.00 | 0.091 | 3600.00 | 20.00 | 0.103 | 3600.00 | 20.00 | 0.121 | 3600.00 |
| J2-12-35-3 | 20.00 | 0.124 | 3600.00 | 20.00 | 0.111 | 3600.00 | 20.00 | 0.130 | 3600.00 |
| J2-12-35-4 | 22.00 | 0.083 | 3600.00 | 21.88 | 0.098 | 3600.00 | 22.00 | 0.087 | 3600.00 |
| fu | 32.16 | 0.030 | 3600.00 | 32.00 | 0.055 | 3600.00 | 31.67 | 0.069 | 3600.00 |
| J1-14-20-0 | 12.00 | 0.000 | 911.87 | 12.00 | 0.000 | 629.95 | 12.00 | 0.000 | 323.81 |
| J1-14-20-1 | 11.00 | 0.057 | 3600.00 | 11.00 | 0.057 | 3600.00 | 11.00 | 0.057 | 3600.00 |
| J1-14-20-2 | 13.00 | 0.133 | 3600.00 | 13.00 | 0.133 | 3600.00 | 13.00 | 0.133 | 3600.00 |
| J1-14-20-3 | 10.00 | 0.000 | 1018.53 | 10.00 | 0.000 | 52.48 | 10.00 | 0.000 | 233.36 |
| J1-14-20-4 | 13.00 | 0.133 | 3600.00 | 13.33 | 0.111 | 3600.00 | 13.25 | 0.117 | 3600.00 |
| J2-14-35-0 | 23.52 | 0.231 | 3600.00 | 23.50 | 0.235 | 3600.00 | 23.40 | 0.220 | 3600.00 |
| J2-14-35-1 | 21.74 | 0.313 | 3600.00 | 21.50 | 0.295 | 3600.00 | 21.70 | 0.285 | 3600.00 |
| J2-14-35-2 | 20.00 | 0.231 | 3600.00 | 20.00 | 0.259 | 3600.00 | 20.00 | 0.259 | 3600.00 |
| J2-14-35-3 | 20.00 | 0.231 | 3600.00 | 20.00 | 0.231 | 3600.00 | 20.00 | 0.231 | 3600.00 |
| J2-14-35-4 | 20.00 | 0.230 | 3600.00 | 20.00 | 0.231 | 3600.00 | 20.00 | 0.193 | 3600.00 |
| poly1a0 | 13.00 | 0.235 | 3600.00 | 13.00 | 0.218 | 3600.00 | 13.00 | 0.187 | 3600.00 |
| dighe1ok | 100.00 | 0.346 | 3600.00 | 100.00 | 0.207 | 3600.00 | 100.00 | 0.222 | 3600.00 |
| Average \#OPT | 34 | 0.055 | 1341.34 | 34 | 0.052 | 1311.00 | 34 | 0.052 | 1322.08 |

Table 3.8: Comparing the effect of studying the nodes when the number of variables fixed to 1 is a multiple of 3 and 5

| Instances | $F L \_A I I$ with $t^{\prime}=3$ |  |  | $F L \_A I I$ with $t^{\prime}=5$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LB | GAP | Tiempo | LB | GAP | Tiempo |
| three | 6.00 | 0.000 | 0.66 | 6.00 | 0.000 | 0.58 |
| shapes4 | 24.00 | 0.000 | 0.03 | 24.00 | 0.000 | 0.05 |
| fu5 | 17.89 | 0.000 | 0.53 | 17.89 | 0.000 | 0.17 |
| glass1 | 45.00 | 0.000 | 0.05 | 45.00 | 0.000 | 0.03 |
| fu6 | 23.00 | 0.000 | 1.12 | 23.00 | 0.000 | 1.00 |
| threep2 | 9.33 | 0.000 | 1.33 | 9.33 | 0.000 | 1.48 |
| threep2w9 | 8.00 | 0.000 | 4.54 | 8.00 | 0.000 | 4.74 |
| fu7 | 24.00 | 0.000 | 0.69 | 24.00 | 0.000 | 0.58 |
| glass2 | 45.00 | 0.000 | 2.28 | 45.00 | 0.000 | 2.32 |
| fu8 | 24.00 | 0.000 | 0.56 | 24.00 | 0.000 | 1.08 |
| shapes8 | 26.00 | 0.000 | 5.15 | 26.00 | 0.000 | 4.51 |
| fu9 | 25.00 | 0.000 | 34.69 | 25.00 | 0.000 | 36.30 |
| threep3 | 13.53 | 0.000 | 957.46 | 13.53 | 0.000 | 991.95 |
| threep3w9 | 10.90 | 0.009 | 3600.00 | 11.00 | 0.000 | 3393.99 |
| glass3 | 100.00 | 0.000 | 20.17 | 100.00 | 0.000 | 16.91 |
| fu10 | 28.69 | 0.000 | 256.04 | 28.69 | 0.000 | 261.10 |
| dighe2 | 100.00 | 0.000 | 1.84 | 100.00 | 0.000 | 1.87 |
| J1-10-20-0 | 18.00 | 0.000 | 6.32 | 18.00 | 0.000 | 6.44 |
| J1-10-20-1 | 17.00 | 0.000 | 5.02 | 17.00 | 0.000 | 5.44 |
| J1-10-20-2 | 20.00 | 0.000 | 7.49 | 20.00 | 0.000 | 7.69 |
| J1-10-20-3 | 20.75 | 0.000 | 293.66 | 20.75 | 0.000 | 278.35 |
| J1-10-20-4 | 12.50 | 0.000 | 98.12 | 12.50 | 0.000 | 70.64 |
| J2-10-35-0 | 23.66 | 0.000 | 612.65 | 23.66 | 0.000 | 494.84 |
| J2-10-35-1 | 21.30 | 0.000 | 202.69 | 21.30 | 0.000 | 191.77 |
| J2-10-35-2 | 19.95 | 0.000 | 120.45 | 19.95 | 0.000 | 116.24 |
| J2-10-35-3 | 20.38 | 0.000 | 1081.23 | 20.38 | 0.000 | 962.18 |
| J2-10-35-4 | 19.44 | 0.000 | 442.26 | 19.43 | 0.000 | 444.96 |
| J1-12-20-0 | 12.00 | 0.000 | 40.25 | 12.00 | 0.000 | 37.91 |
| J1-12-20-1 | 10.00 | 0.000 | 36.86 | 10.00 | 0.000 | 34.76 |
| J1-12-20-2 | 12.00 | 0.000 | 14.79 | 12.00 | 0.000 | 17.44 |
| J1-12-20-3 | 8.00 | 0.000 | 24.71 | 8.00 | 0.000 | 16.04 |
| J1-12-20-4 | 13.00 | 0.000 | 178.50 | 13.00 | 0.000 | 176.47 |
| J2-12-35-0 | 24.01 | 0.143 | 3600.00 | 24.25 | 0.134 | 3600.00 |
| J2-12-35-1 | 22.00 | 0.154 | 3600.00 | 22.00 | 0.144 | 3600.00 |
| J2-12-35-2 | 20.00 | 0.119 | 3600.00 | 20.00 | 0.130 | 3600.00 |
| J2-12-35-3 | 20.00 | 0.130 | 3600.00 | 20.00 | 0.130 | 3600.00 |
| J2-12-35-4 | 22.00 | 0.083 | 3600.00 | 22.00 | 0.083 | 3600.00 |
| fu | 31.67 | 0.063 | 3600.00 | 32.00 | 0.053 | 3600.00 |
| J1-14-20-0 | 12.00 | 0.000 | 546.47 | 12.00 | 0.000 | 1195.33 |
| J1-14-20-1 | 11.00 | 0.057 | 3600.00 | 11.00 | 0.057 | 3600.00 |
| J1-14-20-2 | 13.00 | 0.133 | 3600.00 | 13.00 | 0.133 | 3600.00 |
| J1-14-20-3 | 10.00 | 0.000 | 740.13 | 10.00 | 0.000 | 81.82 |
| J1-14-20-4 | 13.23 | 0.118 | 3600.00 | 13.31 | 0.113 | 3600.00 |
| J2-14-35-0 | 23.10 | 0.241 | 3600.00 | 23.33 | 0.219 | 3600.00 |
| J2-14-35-1 | 21.50 | 0.292 | 3600.00 | 21.57 | 0.281 | 3600.00 |
| J2-14-35-2 | 20.00 | 0.252 | 3600.00 | 20.00 | 0.231 | 3600.00 |
| J2-14-35-3 | 20.00 | 0.231 | 3600.00 | 20.00 | 0.231 | 3600.00 |
| J2-14-35-4 | 20.00 | 0.253 | 3600.00 | 20.00 | 0.238 | 3600.00 |
| poly1a0 | 13.00 | 0.223 | 3600.00 | 13.00 | 0.235 | 3600.00 |
| dighe1ok | 99.98 | 0.192 | 3600.00 | 99.98 | 0.184 | 3600.00 |
| Average \#OPT | 33 | 0.054 | 1338.77 | 34 | 0.052 | 1329.14 |

Table 3.9: Results of the Branch and Bound algorithm: Instances solved in less than 3600 seconds

| Instance | Pieces | Nodes | Time | Instance | Pieces | Nodes | Time |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| three | 3 | 0 | 0.76 | J1_10_20_0 | 10 | 8917 | 10.2 |
| shapes_4 | 4 | 10 | 0.06 | J1_10_20_1 | 10 | 10627 | 8.3 |
| fu_5 | 5 | 511 | 0.67 | J1_10_20_2 | 10 | 12361 | 8.7 |
| glass1 | 5 | 0 | 0.02 | J1_10_20_3 | 10 | 957992 | 469.4 |
| fu_6 | 6 | 153 | 0.16 | J1_10_20_4 | 10 | 117337 | 63,5 |
| threep2 | 6 | 6536 | 1.14 | J2_10_35_0 | 10 | 1691310 | 630.6 |
| three2w9 | 6 | 17772 | 3.43 | J2_10_35_1 | 10 | 552708 | 189.8 |
| fu_7 | 7 | 157 | 0.56 | J2_10_35_2 | 10 | 269290 | 101,3 |
| glass2 | 7 | 2278 | 1.95 | J2_10_35_3 | 10 | 2725640 | 736,5 |
| fu_8 | 8 | 277 | 0.84 | J2_10_35_4 | 10 | 1070385 | 281,5 |
| shapes_8 | 8 | 11969 | 4.76 | J1_12_20_0 | 12 | 67833 | 29,9 |
| fu_9 | 9 | 203094 | 37.58 | J1_12_20_1 | 12 | 106897 | 46.6 |
| threep3 | 9 | 3056101 | 1107.1 | J1_12_20_2 | 12 | 24819 | 15,1 |
| threep3w9 | 9 | 11803440 | 3365.6 | J1_12_20_3 | 12 | 21502 | 12.9 |
| glass3 | 9 | 25200 | 21.4 | J1_12_20_4 | 12 | 564821 | 282.5 |
| fu_10 | 10 | 1133842 | 272.5 | J1_14_20_0 | 12 | 1162529 | 601.8 |
| dighe2 | 10 | 3835 | 7,5 | J1_14_20_3 | 12 | 219984 | 120.6 |

Table 3.10: Results of the Branch and Bound algorithm: Instances not solved in 3600 seconds

| Instance | Pieces | 1 hour |  | 2 hours |  | 5 hours |  | 10 hours |  | Time | Optimum |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | LB | UB | LB | UB | LB | UB | LB | UB |  |  |
| J2-12-35-0 | 12 | 24.3 | 28.0 | 25.4 | 27.9 | 26.2 | 26.2 |  |  | 12803 | 26.21 |
| J2-12-35-1 | 12 | 22.0 | 22.5 | 22.5 | 25.6 | 23.1 | 24.4 | 24.0 | 24.4 |  | 24.22 |
| J2-12-35-2 | 12 | 20.0 | 23.0 | 20.0 | 23.0 | 20.0 | 23.0 | 20.4 | 22.0 |  | 21.50 |
| J2-12-35-3 | 12 | 20.0 | 22.8 | 20.0 | 22.0 | 20.0 | 22.0 | 21.0 | 21.7 |  | 21.73 |
| J2-12-35-4 | 12 | 22.0 | 24.0 | 22.2 | 24.0 | 22.7 | 23.8 | 22.9 | 23.8 |  | 23.21 |
| fu | 12 | 32.2 | 33.5 | 33.1 | 33.1 |  |  |  |  | 5844 | 33.1 |
| J1-14-20-1 | 14 | 11.0 | 11.7 | 11.3 | 11.3 |  |  |  |  | 6004 | 11.3 |
| J1-14-20-2 | 14 | 13.0 | 15.0 | 13.0 | 15.0 | 14.0 | 14.0 |  |  | 14996 | 14.0 |
| J1-14-20-4 | 14 | 13.8 | 14.0 | 14.0 | 14.0 |  |  |  |  | 3984 | 14.0 |
| J2-14-35-0 | 14 | 23.5 | 31.3 | 24.0 | 30.0 | 24.4 | 30.0 | 24.7 | 30.0 |  | 28.00 |
| J2-14-35-1 | 14 | 22.0 | 30.0 | 22.0 | 30.0 | 23.0 | 30.0 | 23.5 | 30.0 |  | 28.00* |
| J2-14-35-2 | 14 | 20.0 | 27.0 | 20.0 | 27.0 | 20.0 | 26.0 | 20.0 | 26.0 |  | 24.75* |
| J2-14-35-3 | 14 | 20.3 | 26.0 | 21.6 | 26.0 | 22.0 | 26.0 | 22.0 | 26.0 |  | 25.00* |
| J2-14-35-4 | 14 | 20.0 | 26.0 | 20.7 | 26.0 | 21.3 | 24.7 | 21.5 | 24.7 |  | 24.00* |
| poly1a0 | 15 | 13.0 | 17.0 | 13.0 | 16.2 | 13.0 | 15.9 | 13.0 | 15.9 |  | 15.07* |
| dighe1ok | 16 | 95.0 | 137.4 | 98.2 | 137.3 | 100.0 | 100.0 |  |  | 11109 | 100.0 |

## Chapter 4

## Valid Inequalities for the $\boldsymbol{H S} \boldsymbol{2}$ formulation

In this chapter we present several classes of valid inequalities for the mixed integer formulation HS2 defined in Section 2.3. We discuss the separation algorithms in the next chapter.

In a branch and cut algorithm additional inequalities are used to cut fractional solutions appearing in the nodes of the tree. Nevertheless, in many different problems there are valid inequalities such that their separation algorithms require a great computational effort and it does not make sense to use these inequalities. Therefore, if the separation algorithms are too complicated, it can be better to branch rather than cut the fractional solution. However, it is interesting to explore ways of improving the cutting process in the Branch \& Cut algorithm.

When we solve the linear relaxation of the HS2 formulation, with the binary variables relaxed to real variables and bounded between 0 and 1 , in many cases most of the pieces in the resulting solution are placed at the origin, overlapping each other. One possible reason is that the relationship between the real and the binary variables is too weak. In order to strengthen the relation between variables $x_{i}$ and $y_{i}$ and variables $b_{i j k}$, $p_{i}, p_{j} \in P, k \in\left\{1, \ldots, m_{i j}\right\}$, we use $\boldsymbol{X}$-Y inequalties defined in Section 4.1, and impenetrability inequalities defined in Section 4.2. These two types of inequalities use the bounds on the reference point of the pieces, so these inequalities are only valid for the branch created from the current node, because the bounds on the pieces change every time the set of binary variables fixed to 1 is modified (see Section 3.2).

In Sections 4.3 and 4.4 we define cover and $\mathbf{L U}$-cover inequalities. We propose a classification of the set of binary variables depending on how many pieces are separated in a vertical direction. The idea is to find a set of binary variables in such a way that the total width of the pieces which are being separated exceed the width of the strip. Thus, not all of the variables in this set can take the value $1 . L U$-cover inequalities do not take into account how pieces are sorted in the pile, whereas cover inequalities consider a specific ordering of the pieces in the pile.

Finally, in Section 4.5, we present the transitivity inequalities, which are an extension of the idea presented in Section 3.3. The aim of these inequalities, as with $L U$-cover and cover inequalities, is to find a set of binary variables which cannot take the value 1 simultaneously. In this case we use the transitivity of the pieces instead of the width of the strip.

## 4.1 $X$-Y inequalities

These inequalities improve the relation between $x_{i}$ and $y_{i}$ variables and variables $b_{i j k}, \forall p_{i} \in P, \forall p_{j} \in P \backslash p_{i}$, $\forall k \in\left\{1, \ldots, m_{i j}\right\}$. We study two types of $X-Y$ inequalities. The first type of inequalities modify the coefficients of the inequalities needed to describe the slices of the NFPs (Type I). The second type of inequalities study the relation between one of the coordinates of the reference point of one piece and the binary variables created from NFPs of the given piece and the rest of the pieces (Type II).

### 4.1. 1 Type I

Let $p_{i}, p_{j} \in P, i \neq j$ be a pair of pieces. An inequality used for describing a slice $k \in\left\{1, \ldots, m_{i j}\right\}$ of the $N F P_{i j}$ has the following structure:

$$
\begin{equation*}
\alpha\left(x_{j}-x_{i}\right)+\beta\left(y_{j}-y_{i}\right) \leq \sum_{t=1}^{m_{i j}} q_{t} b_{i j t} \tag{4.1}
\end{equation*}
$$

where $\alpha, \beta$ and $q_{t}, \forall t \in\left\{1, \ldots, m_{i j}\right\}$ are the coefficients described in Section 2.2.
Let us suppose that the corresponding slice is being used, i.e. $b_{i j k}=1$. We use the following notation:

- $\alpha^{\prime}= \begin{cases}-\alpha & \text { if } \alpha>0 \\ 0 & \text { otherwise }\end{cases}$
- $\alpha^{\prime \prime}= \begin{cases}\alpha & \text { if } \quad \alpha<0 \\ 0 & \text { otherwise }\end{cases}$
- $\beta^{\prime}= \begin{cases}-\beta & \text { if } \beta>0 \\ 0 & \text { otherwise }\end{cases}$
- $\beta^{\prime \prime}= \begin{cases}\beta & \text { if } \beta<0 \\ 0 & \text { otherwise }\end{cases}$

Now we consider the positive terms of the left-hand side of inequality (4.1). The following condition must hold:

$$
\alpha^{\prime} x_{i}+\alpha^{\prime \prime} x_{j}+\beta^{\prime} y_{i}+\beta^{\prime \prime} y_{j} \leq q_{k}
$$

because $\alpha^{\prime} x_{i}+\alpha^{\prime \prime} x_{j}+\beta^{\prime} y_{i}+\beta^{\prime \prime} y_{j} \leq \alpha\left(x_{j}-x_{i}\right)+\beta\left(y_{j}-y_{i}\right)$. Let us consider the case in which $\alpha>0$ and $\beta>0$ (the other cases are similar). That implies $\alpha^{\prime \prime}=\beta^{\prime \prime}=0, \alpha^{\prime}=-\alpha$ and $\beta^{\prime}=-\beta$, then $\alpha^{\prime} x_{i}+\alpha^{\prime \prime} x_{j}+\beta^{\prime} y_{i}+\beta^{\prime \prime} y_{j}=-\alpha x_{i}-\beta y_{i} \leq-\alpha x_{i}-\beta y_{i}+\alpha x_{j}+\beta y_{j}$.

In the case that $b_{i j k}=0$, the previous inequality may not be valid. However, if we multiply the righthand side by $b_{i j k}$, then the resulting inequality is valid because the coordinates of every piece, by definition, must be positive. Therefore, inequality

$$
\alpha^{\prime} x_{i}+\alpha^{\prime \prime} x_{j}+\beta^{\prime} y_{i}+\beta^{\prime \prime} y_{j} \leq q_{k} b_{i j k}
$$

is valid.

This inequality can be improved by adding to its right hand side the binary variables defined from the same NFP whose coefficients are negative, i.e.:

$$
\begin{equation*}
\alpha^{\prime} x_{i}+\alpha^{\prime \prime} x_{j}+\beta^{\prime} y_{i}+\beta^{\prime \prime} y_{j} \leq q_{k} b_{i j k}+\sum_{t \in H} q_{t} b_{i j t} \tag{4.2}
\end{equation*}
$$

where $H=\left\{t \in\left\{1, \ldots, m_{i j}\right\}, t \neq k \mid q_{t}<0\right\}$.
In the case of there being lower bounds on variables $x_{i}, x_{j}, y_{i}, y_{j}$ greater than 0 , inequalities (4.2) can be improved. Let $C X_{i}, C X_{j}, C Y_{i}, C Y_{j}$ be, respectively, the lower bounds. Inequality (4.2) can be lifted as follows:

$$
\begin{align*}
\alpha^{\prime} x_{i}+\alpha^{\prime \prime} x_{j}+\beta^{\prime} y_{i}+\beta^{\prime \prime} y_{j} & \leq\left(q_{k}+\alpha^{\prime \prime} C X_{i}+\alpha^{\prime} C X_{j}+\beta^{\prime \prime} C Y_{i}+\beta^{\prime} C Y_{j}\right) b_{i j k} \\
& +\sum_{t \in H}\left(q_{t}+\alpha^{\prime \prime} C X_{i}+\alpha^{\prime} C X_{j}+\beta^{\prime \prime} C Y_{i}+\beta^{\prime} C Y_{j}\right) b_{i j t} \tag{4.3}
\end{align*}
$$

We call inequalities (4.3) $X$ - $Y$ inequalities of type $I$. These inequalities are valid because in each solution exactly one slice of each $N F P$ is used (one binary variable takes the value 1). Let $b_{i j l}=1$ with $l \in H \cup\{k\}$. At most two terms of the right-hand side in inequality (4.3) take a negative value, the other two taking the value 0 . Let us suppose that $\alpha^{\prime \prime}=\beta^{\prime \prime}=0, \alpha^{\prime}=-\alpha$ and $\beta^{\prime}=-\beta(\alpha>0$ and $\beta>0$ is satisfied), then the other cases are similar. Inequality (4.3) can thus be rewritten in the following way:

$$
\alpha^{\prime} x_{i}+\beta^{\prime} y_{i} \leq q_{l}+\alpha^{\prime} C X_{j}+\beta^{\prime} C Y_{j}
$$

which is valid $\forall l \in\left\{1, \ldots, m_{i j}\right\}$ because if we consider $C X_{j}$ and $C Y_{j}$ instead of $x_{j}$ and $y_{j}$ in equation (4.1), then the resulting inequality coincides with the previous one.

### 4.1.2 Type II

Let $p_{i} \in P$. In what follows we are going to study what the binary variables of the entire problem are such that, when they take value 1 , coordinates $x_{i}$ or $y_{i}$ have to be increased.

Let $p_{j} \in P \backslash\left\{p_{i}\right\}$ and let $b_{i j k} \in V N F P_{i j}\left(V N F P_{i j}=\left\{b_{i j k} \mid \forall k=1, \ldots, m_{i j}\right\}\right)$. The minimum value that $x_{i}$ or $y_{i}$ can take when $b_{i j k}=1$ is defined by the limits of the slice in the $N F P_{i j}$-coordinate system, defined by $\bar{x}_{j i k}, \bar{y}_{j i k}, \underline{x}_{j i k}$ and $\underline{y}_{j i k}$. In Figure 4.1 we can see that $\bar{x}_{j i k}=-\bar{x}_{i j k}, \underline{x}_{j i k}=-\underline{x}_{i j k}, \bar{y}_{j i k}=-\bar{y}_{i j k}, \underline{y}_{j i k}=-\underline{y}_{i j k}$.

Figure 4.1 shows that the slice defined by variable $b_{i j k}$ is placed in the third quadrant. Then when it is used, it forces piece $i$ to be moved $\underline{x}_{j i k}$ units in a horizontal direction because piece $j$ protrudes from the left of piece $i$. Then any inequality with this form, $x_{i} \geq{\underset{x}{j i k}} b_{i j k}$, is valid. In the case that $\underline{y}_{j i k}>0$ (slices in the first and second quadrant), then inequality $y_{i} \geq \underline{y}_{j i k} b_{i j k}$ is also valid. This idea is the same as the one we used to lift the bound constraints in the HS2 formulation (see Section 2.3), but in this case we consider the lower bounds on the coordinates of the pieces and we are going to include more binary variables from other NFPs.

We denote by $C X_{t}$ and $C Y_{t}$, respectively, the lower bounds on $x_{t}$ and $y_{t}, \forall p_{t} \in P$. In Figure 4.1, if we consider $C X_{j}>0$, we can see that inequality $x_{i} \geq \underline{x}_{j i k} b_{i j k}$ can be improved in the following way:

$$
\begin{equation*}
x_{i} \geq\left(\underline{x}_{j i k}+C X_{j}\right) b_{i j k} \tag{4.4}
\end{equation*}
$$



Figure 4.1: Relation between $N F P_{i j}$ and $N F P_{j i}$.

The inequality obtained from $y_{i}$ can be obtained in a similar way. If we consider $N F P_{j i}$, we can add any subset of binary variables satisfying $\underline{x}_{j i k}>0$ for each binary variable to equation (4.4). We define $H_{i j}:=\left\{b_{i j k} \mid \underline{x}_{j i k}>0\right\}$ and $H_{i j}^{\prime} \subseteq H_{i j}$. Inequality (4.4) can be lifted in the following way:

$$
\begin{equation*}
x_{i} \geq \sum_{b_{i j v} \in H_{i j}^{\prime}}\left(\underline{x}_{j i v}+C X_{j}\right) b_{i j v} \tag{4.5}
\end{equation*}
$$

Let $p_{t} \in P \backslash\{i, j\}$ be another piece and let us consider the slices whose associated variables $b_{i t k^{\prime}}$, $k^{\prime} \in\left\{1, \ldots, m_{i t}\right\}$ satisfy $\underline{x}_{t k^{\prime}}>0$. These variables cannot be added to (4.5). It may not be valid because pieces $j$ and $t$ could both be placed to the left of piece $i$, and one on top of the other, in such a way that $x_{i} \geq\left(\underline{x}_{j i k}+C X_{j}\right) b_{i j k}$ and $x_{i} \geq\left(\underline{x}_{t i k}+C X_{t}\right) b_{i t k}$, but $x_{i} \geq\left(\underline{x}_{j i k}+C X_{j}\right) b_{i j k}+\left(\underline{x}_{t i k}+C X_{t}\right) b_{i t k}$ is not satisfied.

However, if we build an inequality such that

$$
\begin{equation*}
x_{i} \geq \theta_{i j k} b_{i j k}+\theta_{i t k} b_{i t k} \tag{4.6}
\end{equation*}
$$

and the following conditions hold:

1. $\theta_{i j k} \leq \underline{x}_{j i k}+C X_{j}$ and $\theta_{i t k} \leq \underline{x}_{t i k}+C X_{t}$
2. $\theta_{i j k}+\theta_{i t k} \leq \max \left\{\underline{x}_{j i k}+C X_{j}, \underline{x}_{t i k}+C X_{t}\right\}$
then inequality (4.6) is valid. If both variables take the value 0 , then the inequality is valid. In the case that exactly one of them takes the value 1 , then by Condition 1 inequality (4.6) it is also valid. Finally, if both binary variables take the value 1 , inequality (4.6) is also valid because of Condition 2.

In what follows we generalize inequality (4.6) by considering any number of pieces. We study the coordinate $x_{i}$ (the inequality for $y_{i}$ can be obtained in a similar way).

Let $b^{*}$ be a subset of binary variables of $\bigcup_{p_{j} \in P \backslash\left\{p_{i}\right\}} H_{i j}$ in such a way that when every variable of $b^{*}$ takes the value 1 it is possible to build a feasible solution for the problem. The set of all possible subsets of binary variables $b^{*}$ is denoted by $B^{*}$. Note that it is impossible for two binary variables of the same $N F P$ to appear in any subset $b^{*}$ because they cannot take the value 1 simultaneously. Let us consider the following constraints:

$$
\begin{equation*}
x_{i} \geq \sum_{p_{j} \in P \backslash\left\{p_{i}\right\}} \sum_{b_{i j v} \in H_{i j}} \theta_{i j v} b_{i j v} \tag{4.7}
\end{equation*}
$$

such that the following conditions hold:

1. $\theta_{i j k} \leq \underline{x}_{j i k}+C X_{j}, \forall p_{j} \in P \backslash\left\{p_{i}\right\}, \forall b_{i j k} \in H_{i j}$
2. $\forall b^{*} \in B^{*}, \sum_{b_{i j k} \in b^{*}} \theta_{i j k} \leq \max _{b_{i j k} \in b^{*}} \underline{x}_{j i k}+C X_{j}$.
then, we say that inequalities (4.7) are $X-Y$ inequalities of type II.

## Relation between inequalities $\boldsymbol{X}-\boldsymbol{Y}$ of type I and type II

In the case that one coefficient $\alpha$ or $\beta$ in inequalities $X-Y$ of type $I$ takes the value 0 , then it would be dominated by inequalities $X-Y$ of type II.

Let us suppose that $\beta=0$ (case $\alpha=0$ is similar). The corresponding inequality $X-Y$ of type $I$ has the following structure:

$$
\alpha^{\prime} x_{i}+\alpha^{\prime \prime} x_{j} \leq\left(q_{k}+\alpha^{\prime \prime} C X_{i}+\alpha^{\prime} C X_{j}\right) b_{i j k}+\sum_{t \in H}\left(q_{t}+\alpha^{\prime \prime} C X_{i}+\alpha^{\prime} C X_{j}\right) b_{i j t}
$$

where just one of the coefficients $\alpha^{\prime}$ or $\alpha^{\prime \prime}$ takes a value different from 0 and, furthermore, it is negative by definition. Let us suppose that $\alpha^{\prime}<0$ and $\alpha^{\prime \prime}=0$. If we divide the previous inequality by $\alpha^{\prime}$, we obtain the following inequality:

$$
\begin{equation*}
x_{i} \geq \mu_{k} b_{i j k}+\sum_{t \in H} \mu_{t} b_{i j t} \tag{4.8}
\end{equation*}
$$

where $\mu_{t}=\left(q_{t}+\alpha^{\prime} C X_{j}\right) / \alpha^{\prime}$. Inequality (4.8) has the same structure of an $X$ - $Y$ inequality of type II for $x_{i}$.
In the case that $\alpha \neq 0$ and $\beta \neq 0$, an $X$ - $Y$ inequality of type $I$ is not dominated by $X$ - $Y$ inequalities of type II. If we look at the NFP represented in Figure 4.2, we can see that the slice defined by $b_{i j 8}$ is not rectangular, so the extended slice does not match the original slice. The $N F P$-constraint obtained from the segment of the $N F P_{i j}$, which is necessary to define the limits of the slice associated with $b_{i j 8}$, has the following form:

$$
x_{i}-x_{j}+y_{i}-y_{j} \leq 3 b_{i j 1}+5 b_{i j 2}+8 b_{i j 3}+10 b_{i j 4}+13 b_{i j 5}+b_{i j 6}-3 b_{i j 7}-6 b_{i j 8}
$$

If we build the corresponding $X-Y$ inequality of type $I$ without taking into account the lower bounds greater than 0 , we get the following inequality:

$$
x_{j}+y_{j} \geq 3 b_{i j 7}+6 b_{i j 8}
$$

The coefficient of variable $b_{i j 8}$ in the inequality is 6 . The only way to obtain this inequality using inequalities of type II is by considering the sum of two $X$-Y inequalities of type II, one for variable $x_{j}$ and another one for variable $y_{j}$. In both cases, the maximum coefficient of $b_{i j 8}$ is 2 because $\underline{x}_{i j 8}=\underline{y}_{i j 8}=2$, so the resulting coefficient of $b_{i j 8}$ in the sum of these inequalities is at most 4 , and it is impossible to obtain the value 6 for the coefficient in the corresponding inequality $X-Y$ of type $I$.

However, if for each binary variable the associated slice has the same shape as its extended slice, then $X-Y$ inequalities of type $I$ would be a particular case of $X$ - $Y$ inequalities of type II.

### 4.2 Impenetrability constraints

In the non-overlapping constraints (see Section 2.2), we can see the four variables which represent the coordinates of the reference points for the given pair of pieces. These inequalities have the following structure:

$$
\alpha\left(x_{j}-x_{i}\right)+\beta\left(y_{j}-y_{i}\right) \leq \sum_{t=1}^{m_{i j}} q_{t} b_{i j t}
$$

where $i$ and $j$ are the two pieces which are being separated, $k \in\left\{1, \ldots, m_{i j}\right\}$ is the slice of the $N F P_{i j}$ and the inequality defines one of its edges.


Figure 4.2: $N F P_{i j}$

Coefficients $x_{i}$ and $x_{j}$ have different signs, $-\alpha$ and $\alpha$, in all the inequalities of the NFPs which have $\alpha \neq 0$ and $\beta \neq 0$. The same situation applies to coefficients $y_{i}$ and $y_{j}$, whose signs are, respectively, $-\beta$ and $\beta$.

Let $i$ and $j$ be two pieces and let $N F P_{i j}$ be the associated Non-Fit Polygon. We are going to study the minimum value of $s:=x_{i}+x_{j}+y_{i}+y_{j}$ in each one of the slices of the $N F P_{i j}$. The core of the impenetrability constraints is the separation of one piece from the origin because all the fractional solutions obtained when the initial linear problem is solved place many pieces at the origin or very close to it, with a lot of overlapping.

In Section 4.1 we presented the $X-Y$ inequalities. In these inequalities we studied one or the sum of two variables defined from the reference point of one or two pieces. Inequalities $X-Y$ of type $I$ study the sum of two of these variables, where each one of the variables could be defined from different pieces. In inequalities $X$ - $Y$ of type II, each variable associated with a coordinate of the reference point of any piece is studied separately.

If we calculate the sum of four of the $X$ - $Y$ inequalities of type II, we can obtain a lower bound for $s$. In the Impenetrability constraints this lower bound is improved and the resulting inequalities will have better coefficients.

The Impenetrability constraints have the following structure:

$$
\begin{equation*}
s \geq \sum_{l=1}^{m_{i j}} q_{l} b_{i j l} \tag{4.9}
\end{equation*}
$$

where $s=x_{i}+x_{j}+y_{i}+y_{j}$ and coefficients $q_{l}$ are obtained by solving:

$$
\begin{equation*}
q_{l}:=\min _{b_{i j l}=1} s \tag{4.10}
\end{equation*}
$$

In the case that there are lower bounds on $x_{i}, y_{i}, x_{j}$ or $y_{j}$ greater than 0 , these coefficients would have a greater value. These inequalities are then valid just in the corresponding branch defined from the current
node on the branch and cut tree (local constraints).

The difficulty of obtaining an impenetrability constraint is given by problem (4.10). We need to solve this problem in order to calculate coefficients $q_{l}, \forall l \in\left\{1, \ldots, m_{i j}\right\}$. Note that $q_{l} \geq 0 \quad \forall l \in\left\{1, \ldots, m_{i j}\right\}$ because, by definition, none of the coordinates of the pieces can take a negative value.

In what follows we present two approaches to dealing with problem (4.10). The first approach, an exact method, calculates the minimum value of $s$ in such a way that there is a feasible placement for pieces $i$ and $j$ that reaches this value. The second approach, an approximate method, uses a simplification of the slices in order to alleviate the computational effort. If we use the second approach, the resulting inequality could be slightly weaker because coefficients $q_{l}$ could be lower than those in the exact method.

## Exact method for calculating coefficients $q_{l}$

Let $i$ and $j$ be two pieces and let $k \in\left\{1, \ldots, m_{i j}\right\}$ be a slice of $N F P_{i j}$. We are going to calculate the minimum value of $s=x_{i}+x_{j}+y_{i}+y_{j}$ when $b_{i j k}=1$.

We use the notation described in Subsection 3.2.2. Let $S_{i j k}=\left\{\left(x_{1}, y_{1}\right), \ldots,\left(x_{r}, y_{r}\right)\right\}$ be the set of $r$ vertices sorted in an anticlockwise order in the $N F P_{i j}$-coordinate system. We denote the four quadrants by $Q_{t}, t=1, \ldots, 4$. The geometric space defined by slice $k$ in the $N F P_{i j}$-coordinate system is given by the convex hull of $S_{i j k}, \operatorname{conv}\left(S_{i j k}\right)$.

First we calculate the coefficient $q_{k}$ in the case that there are no lower bounds greater than 0 . After that we study how the lower bounds can be used to improve the coefficients.

Let us suppose that $C X_{i}=C Y_{i}=C X_{j}=C Y_{j}=0$. A partition of $\mathbb{R}^{2}$ is defined by quadrants $Q_{t}, t=$ $1, \ldots, 4$. It is obvious that

$$
q_{k}=\min _{t \in\{1, \ldots, 4\}}\left\{\min _{(x, y) \in \operatorname{conv}\left(S_{i j k}\right) \cap Q_{t}}|x|+|y|\right\} .
$$

We have to minimize $|x|+|y|$ because any coordinate of piece $j$ with a negative value in the $N F P_{i j}$ coordinate system has the following behavior in the stock sheet coordinate system (the bottom-left corner of the stock sheet is located at the origin):

- If $x<0$, then piece $i$ has to be moved in a horizontal direction from the origin to the right in order to place piece $j$ in that position, in such a way that $x_{j}=0$ and $x_{i}=|x|$.
- If $y<0$, then piece $i$ has to be moved in a vertical direction in order to place piece $j$ such that $y_{j}=0$ (and $\left.y_{i}=|y|\right)$.

In the case that the coordinates of piece $j$ are positive in the $N F P_{i j}$-coordinate system, the behavior in the stock sheet coordinate system will satisfy:

- If $x>0$, then piece $i$ satisfies $x_{i}=0$ and piece $j$ satisfies $x_{j}=x$.
- If $y>0$, then piece $i$ satisfies $y_{i}=0$ and piece $j$ satisfies $y_{j}=y$.


Stock sheet CS

Figure 4.3: Relative position of both pieces defined by point $R=(-3,3)$ such that $s$ is minimized.

For each point in the $N F P_{i j}$-coordinate system there is an associated placement for pieces $i$ and $j$ in the stock sheet coordinate system in such a way that $s$ is minimized. The relative position of both pieces is fixed and any other values of the coordinates of the pieces placed in the same slice (respecting the relative position) would have a greater value of $s$.

An example is shown in Figure 4.3. The pair of pieces is drawn in Figure 4.1 and the corresponding $N F P_{i j}$ is drawn in Figure 4.2. Let us suppose that we use the point $R=(-3,3)$ in order to separate pieces $i$ and $j$. The reference point of pieces $i$ and $j$ is represented, respectively, in blue and green. In the stock sheet coordinate system we have to place piece $i$ and $j$ as Figure 4.3 shows in order to minimize $s$, and the relative position described by point $R$ is satisfied. Then, $x_{i}=3$ and $x_{j}=0$, and coordinates $Y$ remain with the same value as in the $N F P_{i j}$-coordinate system ( $N F P_{i j}$-CS).

In the case that there is a $t$ such that $\operatorname{conv}\left(S_{i j k}\right) \cap Q_{t}=\emptyset$, then we consider $\min _{(x, y) \in \operatorname{conv}\left(S_{i j k}\right) Q_{t}}|x|+|y|=0$. If variable $b_{i j k}$ is incompatible, i.e. $b_{i j k}$ cannot take the value 1 because the pieces would exceed the limit of the strip, then we consider that $q_{k}=0$. That is, we do not include it in the inequality because it can be dropped from the problem.

Using the intersections of slice $k$ with the quadrants, we define, for all $t=1, \ldots, 4$, the following subsets:

$$
S_{i j k}^{t}:=\left\{\left(x_{1}^{t}, y_{1}^{t}\right), \ldots,\left(x_{r_{t}}^{t}, y_{r_{t}}^{t}\right)\right\}
$$

in such a way that the convex hull of points of $S_{i j k}^{t}$ matches with $\operatorname{conv}\left(S_{i j k}\right) \cap Q_{t}$, i.e. $\operatorname{conv}\left(S_{i j k}^{t}\right)=$ $\operatorname{conv}\left(S_{i j k}\right) \cap Q_{t}$. The intersection of two convex polygons will be a convex polygon, so $\operatorname{conv}\left(S_{i j k}^{t}\right)$ is the convex polygon which contains the part of the slice defined by $b_{i j k}$ placed in $Q_{t}$. Figure 4.4 shows a partition of slice $k$ into two rectangles, the part corresponding to $Q_{2}$ is drawn in green, $\operatorname{conv}\left(S_{i j k}^{2}\right)$, and the part placed in $Q_{3}, \operatorname{conv}\left(S_{i j k}^{3}\right)$ is represented in blue. The sets of points are the following ones:

$$
\begin{aligned}
& S_{i j k}^{2}:=\{(-3,2),(-7,2),(-7,0),(-3,0)\} \\
& S_{i j k}^{3}:=\{(-3,0),(-7,0),(-7,-1),(-3,-1)\}
\end{aligned}
$$



Figure 4.4: Sets $S_{i j k}^{2}$ and $S_{i j k}^{3}$ built from slice $k$.

In this case there are no lower bounds on the coordinate of pieces. In order to obtain the coefficient $q_{k}$ of an impenetrability constraint, we have to calculate the sum of the minimum value of each coordinate of $i$ and $j$ in the $N F P_{i j}$-coordinate system in all the relative positions given by the vertices of $S_{i j k}^{t}, \forall t \in\{1, \ldots, 4\}$. In the example shown in Figure 4.4 we can see that there are six points which we have to study. These points are defined by $S_{i j k}^{2}$ and $S_{i j k}^{3}$. The minimum value of the sum of the coordinates considering absolute values is given by the point $(-3,0)$, and then $q_{k}=3$.

If the coordinates of both pieces have positive lower bounds, denoted as $C X_{i}, C Y_{i}, C X_{j}$ and $C Y_{j}$, then coefficients $q_{k}$ of an impenetrability constraint can be improved. In order to modify the coefficients we have to take into account the unfeasible configurations.

The minimum value of $q_{k}$ is:

$$
q_{k} \geq C X_{i}+C Y_{i}+C X_{j}+C Y_{j}
$$

In the case that $R=\left(C X_{j}-C X_{i}, C Y_{j}-C Y_{i}\right)$ belongs to slice $k$, i.e. if $R \in \operatorname{conv}\left(S_{i j k}\right)$, then $q_{k}=$ $C X_{i}+C Y_{i}+C X_{j}+C Y_{j}$.

Using the same idea presented above, quadrants $Q_{t}, t=1, \ldots, 4$ define a partition of $\mathbb{R}^{2}$ such that

$$
q_{k}=\min _{t \in\{1, \ldots, 4\}}\left\{\min _{(x, y) \in \operatorname{conv}\left(T_{i j k}\right) \cap Q_{t}} \omega\right\} .
$$

In this case, instead of $|x|+|y|$, we use $\omega$. The value of $\omega$ will be greater than $|x|+|y|$. Let us define $\omega=\omega_{1}+\omega_{2}$ where $\omega_{1}$ denotes the sum of the $X$-coordinate of both pieces, which can be calculated in the following way:

- If $x<C X_{j}-C X_{i}$ then we have to move piece $i$ in a horizontal direction in order to place piece $j$ in such a way that $x_{j}=C X_{j}$ and $x_{i}=C X_{j}-x$. In this case, $\omega_{1}=2 C X_{j}-x$.
- If $C X_{j} \geq x \geq C X_{j}-C X_{i}$, then pieces $i$ and $j$ satisfy $x_{i}=C X_{i}$ and $x_{j}=C X_{j}$. In this case, $\omega_{1}=$ $C X_{i}+C X_{j}$.
- If $x>C X_{j}$, the pieces $i$ and $j$ satisfy $x_{i}=C X_{i}$ and $x_{j}=x$. In this case, $\omega_{1}=C X_{i}+x$.

Similarly, $\omega_{2}$ denotes the sum of the $Y$-coordinates of both pieces, which can be calculated in the following way:

- If $y<C Y_{j}-C Y_{i}$, then piece $i$ has to be moved in a vertical direction in order to place piece $j$ in such a way that $y_{j}=C Y_{j}$ and $y_{i}=C Y_{j}-y$. In this case, $\omega_{2}=2 C Y_{j}-y$.
- If $C Y_{j} \geq y \geq C Y_{j}-C Y_{i}$, then pieces $i$ and $j$ satisfy $y_{i}=C Y_{i}$ and $y_{j}=C Y_{j}$. In this case, $\omega_{2}=C Y_{i}+C Y_{j}$.
- If $y>C Y_{j}$, then pieces $i$ and $j$ satisfy $y_{i}=C Y_{i}$ and $y_{j}=y$. In this case, $\omega_{1}=C Y_{i}+y$.

Then, for each point in slice $k$ in the $N F P_{i j}$-coordinate system, we can obtain the coordinates of both pieces in the stock sheet coordinate system $\left(x_{i}, y_{i}, x_{j}, y_{j}\right)$, for which $\omega=s$. By definition, lower bounds of pieces are always satisfied and, furthermore, any other placement of both pieces satisfying the relative position given by the point of the slice will produce a greater value of $s$.

The transformation of the relative position of both pieces in order to build a feasible placement for two different points of the slice could produce the same value of $s$. Furthermore, when we represent the point which minimizes $s$ in the $N F P_{i j}$-coordinate system, it is not necessary to be at any vertex of $S_{i j k}^{t}$ for a $t=1, \ldots, 4$. In this case, there is a vertex from $S_{i j k}^{t}$ such that the transformation will place both pieces in such a way that the value of $s$ is minimum.

To obtain $q_{k}$, we calculate $|s|$ in the $N F P_{i j}$-coordinate system and $\omega$ for all the relative positions given by the vertices of $S_{i j k}^{t}, \forall t \in\{1, \ldots, 4\}$. The minimum value would be $q_{k}$. In Figure 4.4 we can see an example. Lower bounds are $C X_{i}=2, C Y_{i}=1, C X_{j}=1$ and $C Y_{j}=3$. When we consider these lower bounds, then configuration $x_{i}=3, y_{i}=0, x_{j}=0$ and $y_{j}=0$ is not valid because the lower bound would not be satisfied. The minimum coefficient is given by vertex $(-3,2)$ of $S_{i j k}^{2}$, where:

- $x<C X_{j}-C X_{i}$, so $\omega_{1}=2 C X_{j}-x=5$.
- $y=C X_{j}-C X_{i}$, so $\omega_{2}=C Y_{i}+C Y_{j}=4$.

As $\omega=\omega_{1}+\omega_{2}=9$, then $q_{k}=9$. The transformation of point $(-3,0)$ produces $x_{i}=4, y_{i}=3, x_{j}=1$ and $y_{j}=3$, so at that point $s=11$. In Figure 4.5, pieces $i$ and $j$ are drawn in the stock sheet coordinate system in such a way that slice $k$ is used and $s$ is minimized. The dashed lines in blue represent the lower bounds of piece $i$ and the dashed lines in green represent the lower bounds of piece $j$.

If we consider $C X_{i}=5$, then $q_{k}=10$, which is obtained at vertex $(-3,2)$. Pieces are placed satisfying $x_{i}=C X_{i}, y_{i}=C Y_{i}, x_{j}=C X_{j}$ and $y_{j}=C Y_{j}$. If we represent the relative position in the $N F P_{i j}$-coordinate system, we can observe that the point is $(-4,2)$, which is not a vertex of $S_{i j k}^{2}$.

## Approximated method to calculate $q_{l}$

Let $i, j \in P$. When a slice from $N F P_{i j}$ has more than 4 vertices, then it is generated from a concavity of the $N F P_{i j}$. This kind of slices has more complex shapes and we need more effort to calculate the coefficients of an impenetrability constraint. Note that there are more vertices to be considered, so we have to study more points in order to calculate the coefficient.

In this case, the idea is to consider the transformation of these complex slices (slices with more than 4 vertices) into extended slices, see Section 3.3.2. If the slice is approximated, then we have not guaranteed that the coefficient obtained is the best one, i.e. the coefficient could be lower but the calculation is easier


Figure 4.5: Position of pieces $i$ and $j$ such that $s$ is minimized when slice $k$ is used (see Figure 4.4).
and faster.

Every slice is modified to have at most 4 vertices. We therefore have to study at most $4+h$ points, where $h=2$ if the slice crosses one of the axes in the $N F P_{i j}$-coordinate system or $h=4$ if it crosses both axes.

In the following example we can see an $N F P_{i j}$ in which the impenetrability inequality obtained by the approximate method, is dominated by the inequality obtained by the exact method.

Let us consider the $N F P_{i j}$ drawn in Figure 4.6. If there are no lower bounds on the pieces, the corresponding impenetrability constraint obtained by the exact method is:

$$
x_{i}+y_{i}+x_{j}+y_{j} \geq 4 b_{121}+5 b_{122}+3 b_{123}+4 b_{124}+3 b_{125}+5 b_{126}+4 b_{127}+6 b_{128}+1.5 b_{i j 9}
$$

On the other hand, if we calculate the coefficients using the approximated method, the extended slice obtained from slice 9 is:

$$
S_{i j 9}^{*}:=\{(-2.5,-1.5),(-0.5,-0.5)\},
$$

where these vertices represent, respectively, the bottom-left corner and the top-right corner of the enclosing rectangle, so $q_{9}=0.5+0.5=1$. All the other coefficients remain equal, and we obtain an impenetrability inequality which is dominated by the previous one.

### 4.3 Cliques and Covers

The width $(W)$ of the strip is given and fixed. There are therefore sets of pieces such that their total width is greater than $W$, so the pieces of each of these sets cannot stacked up one on top of the other. That is, no solution can use all the slices, which forces pieces to be placed forming a pile. In order to build a clique or cover inequality, in a first step we identify one of these sets of pieces and, in a second step, we try to find a


Figure 4.6: $N F P_{i j}$ with a hole which defines a slice with 5 vertices, associated with variable $b_{i j 9}$.
set of binary variables (slices) of each NFP between these pieces in such a way that if all the selected binary variables take the value 1 , the configuration of the pieces exceeds the width of the strip. Clique inequalities are obtained by sets of 3 pieces and cover inequalities consider more than 3 pieces.

The inequalities studied in this section consider a specific order for the pieces. That is, it is important to know which piece is placed at the bottom of the pile and in which order the rest of the pieces are placed. If we place all the pieces one completely on top of the other (there is no parallelism between any pair of pieces), then any order of the pieces in the set produces the same width of the pile. In the next section we develop this idea.

If the binary variables that we consider in the inequality allow the pieces to match in a vertical way, that is, when the segments obtained by the projection on the $Y$-axis of the pieces overlap, then the given order of pieces could affect the total width of the pile, depending on the quantity of overlap in the $Y$-axis which is allowed for each pair of pieces in the pile.

Let us take a pair of pieces $i, j \in P$ and let $b_{i j k}$ for some $k \in\left\{1, \ldots, m_{i j}\right\}$ be a binary variable which takes the value 1 . In order to identify if the separation of these two pieces forces one piece to protrude from the other piece in a vertical direction, we are going to use the limits of the slice in the $Y$-axis. If we want the total width of the two pieces to increase, the minimum width of arranging both pieces must be greater than the width of both pieces separately.

Let $\{1, \ldots, l\}$ be a set of $l$ pieces. We call a stack a set of ordered pieces $1-2-\cdots-l$, such that piece $p_{1}$ (or 1 ) is placed at the bottom of the pile, piece 2 protrudes from the top of piece 1 in a vertical direction, and so on, with piece $l$ placed on the top of the pile. Let $C(1, \ldots, l)$ be the set of $l$ piles of pieces in such a way that the order $1-2-\cdots-l$ is satisfied but the starting piece can be changed. That is, the pile built by $2-3-\cdots-l-1$ also belongs to $C(1, \ldots, l)$. We say that $C\left(p_{1}, \ldots, p_{l}\right)$ is a chain.

Let us suppose that $b_{i j k}=1$ and $\underline{y}_{i j k}$ is strictly positive. That is, piece $j$ is placed satisfying $y_{j} \geq y_{i}+\underline{y}_{i j k}$. On the other hand, if $\bar{y}_{i j k}<0$ and $b_{i j k}=1$, then piece $j$ is placed satisfying $y_{j} \leq y_{i}+\underline{y}_{i j k}$ (see Figure 2.10).

Now we are going to use some notation used in Section 2.3 with some changes. Let $i$ and $j$ be a pair of pieces. $\mathbf{U}_{\mathrm{ij}}$ is the set of variables whose associated slices separate piece $j$ upwards from piece $i$ and piece $i$ protrudes from below piece $j$ (note that this definition is somewhat different from that used in Section 2.3). In a similar way, $\mathbf{D}_{\mathbf{i j}}$ is the set of variables whose associated slices separate piece $i$ upwards from piece $j$ and piece $j$ protrudes from below piece $i$.

$$
\begin{aligned}
& \mathbf{U}_{\mathbf{i j}}:=\left\{\begin{array}{llll}
k & \mid & \underline{y}_{i j k}>0, & \bar{Y}_{i j}-\underline{y}_{i j k}<w_{j}
\end{array}\right\} \\
& \mathbf{D}_{\mathbf{i j}}:=\left\{\begin{array}{llll}
k & \mid & \bar{y}_{i j k}<0, & \left|\underline{Y}_{i j}-\bar{y}_{i j k}\right|<w_{j}
\end{array}\right\}
\end{aligned}
$$

Note that $U_{i j}=D_{j i}$. In Figure 4.7 we can see an example.


Figure 4.7: $U_{12}=\{1,2,8\}, D_{12}=\{4,5,6\}$.

In what follows, we define a partition of $\mathbf{U}_{\mathbf{i j}}\left(\mathbf{D}_{\mathbf{i j}}\right)$ for classifying the binary variables, taking into account the amount of overlap allowed in a vertical direction for both pieces.

We denote by $U_{i j}^{0}\left(D_{i j}^{0}\right)$ the subsets of binary variables which separate piece $j$ entirely on top of $i$ (piece $i$ is separated entirely from on top of piece $j$ ).

$$
\left.\begin{array}{llll}
\mathbf{U}_{\mathbf{i j}}^{\mathbf{0}} & :=\left\{k \in U_{i j}\right. & \mid & \bar{Y}_{i j}-\underline{y}_{i j k}=0
\end{array}\right\} \begin{array}{lll}
\mathbf{D}_{\mathbf{i j}}^{\mathbf{0}} & :=\left\{k \in D_{i j}\right. & \mid \\
\left|\underline{Y}_{i j}-\bar{y}_{i j k}\right|=0
\end{array}
$$

In the example appearing in Figure 4.7, $U_{12}^{0}=\{1\}$ and $D_{12}^{0}=\{5\}$.
Let $v_{i j}^{1}:=\min _{k \in U_{i j} \backslash U_{i j}^{0}} \bar{Y}_{i j}-\underline{y}_{i j k}\left(\delta_{i j}^{1}:=\min _{k \in D_{i j} \backslash D_{i j}^{0}} \mid \underline{Y}_{i j}-\bar{y}_{i j k}\right)$. We define the following subsets of
variables:

$$
\left.\begin{array}{lll}
\mathbf{U}_{\mathbf{i j}}^{1}:=\left\{k \in U_{i j}\right. & \mid & \bar{Y}_{i j}-y_{i j k}=v_{i j}^{1}
\end{array}\right\}
$$

In the example represented in Figure 4.7, we can see that $U_{12}^{1}=\{2,8\}, D_{12}^{1}=\{4,6\}, v_{12}^{1}=2$ and $\delta_{12}^{1}=2$
Iteratively, if we have already defined $U_{i j}^{t-1}, D_{i j}^{t-1}$ and $v_{i j}^{t}:=\min _{k \in U_{i j} \backslash \bigcup_{s=0}^{t-1} U_{i j}^{s}} \bar{Y}_{i j}-\underline{y}_{i j k}\left(\delta_{i j}^{t}:=\min _{k \in D_{i j} \backslash \bigcup_{s=0}^{t-1} D_{i j}^{s}} \mid \underline{Y}_{i j}-\right.$ $\bar{y}_{i j k} \mid$, then we define:

$$
\left.\begin{array}{lll}
\mathbf{U}_{\mathbf{i j}}^{\mathbf{t}} & :=\left\{k \in U_{i j}\right. & \mid \\
\mathbf{D}_{i j}^{\mathbf{t}} \quad:=\left\{\begin{array}{ll}
i k \in D_{i j} & \\
:=v_{i j}
\end{array}\right\} \\
\left|\underline{Y}_{i j}-\bar{y}_{i j k}\right|=\delta_{i j}^{t}
\end{array}\right\}
$$

Let $v_{i j} \in \mathbb{N}\left(\delta_{i j} \in \mathbb{N}\right)$ be the integer such that the following condition holds:

- $U_{i j}^{v_{i j}} \neq \emptyset \quad\left(D_{i j}^{\delta_{i j}} \neq \emptyset\right)$
- $U_{i j}^{v_{i j}+1}=\emptyset \quad\left(D_{i j}^{\delta_{i j}+1}=\emptyset\right)$

Then we have built a partition for $U_{i j}$ (similarly for $D_{i j}$ ),

$$
U_{i j}=\bigcup_{s=0}^{v_{i j}} U_{i j}^{s} \quad\left(D_{i j}=\bigcup_{s=0}^{\delta_{i j}} D_{i j}^{s}\right)
$$

in such a way that variables in $U_{i j}^{t}\left(D_{i j}^{t}\right)$ allow pieces $i$ and $j$ to match in a vertical direction less than variables from $U_{i j}^{s}\left(D_{i j}^{s}\right)$, where $t<s \leq v_{i j}\left(t<s \leq \delta_{i j}\right)$.

We say that $U_{i j}\left(D_{i j}\right)$ has $v_{i j}+1\left(\delta_{i j}+1\right)$ classes. Variables from $U_{i j}^{v_{i j}^{t}}\left(D_{i j}^{\delta_{i j}^{t}}\right)$ belong to class $v_{i j}^{t}\left(\delta_{i j}^{t}\right)$.
Now we present a preliminary result. The idea is fix a binary variable to 0 such that, if it was fixed to 1 , the relative position of the pieces associated with the corresponding $N F P$ would exceed the width of the strip.

## Theorem 1

Let $i, j \in P$. If there is a variable $b_{i j k}$ for any $k$ such that $\bar{y}_{i j k}>W-w_{j}$ or $\bar{y}_{j i k}>W-w_{i}$, then all feasible solutions $s$ of the problem satisfy $b_{i j k}=0$.

## Proof:

If $b_{i j k}=1$, then $W-w_{j} \geq y_{j} \geq \bar{y}_{i j k}>W-w_{j}$ or $W-w_{i} \geq y_{i} \geq \bar{y}_{j i k}>W-w_{i}$.

## Theorem 2

Let $i, j, k \in P$. If there are three subsets $U_{i j}^{\prime} \subseteq U_{i j}, U_{j k}^{\prime} \subseteq U_{j k}$ and $U_{k i}^{\prime} \subseteq U_{k i}$ in such a way that the following conditions are satisfied:

1. $U_{i j}^{\prime} \neq \emptyset, U_{j k}^{\prime} \neq \emptyset$ and $U_{k i}^{\prime} \neq \emptyset$.
2. For each subset:

- If $k \in U_{i j}^{\prime}$, such that $k$ belongs to class $v\left(k \in U_{i j}^{v}\right)$, then $\bigcup_{l \leq v} U_{i j}^{l} \subseteq U_{t}^{\prime}$.
- If $k \in U_{j k}^{\prime}$, such that $k$ belongs to class $v\left(k \in U_{j k}^{v}\right)$, then $\bigcup_{l \leq v} U_{j k}^{l} \subseteq U_{t}^{\prime}$.
- If $k \in U_{k i}^{\prime}$, such that $k$ belongs to class $v\left(k \in U_{k i}^{v}\right)$, then $\bigcup_{I \leq v} U_{k i}^{l} \subseteq U_{t}^{\prime}$.

We denote by $\tau_{i j}^{*}$ the highest class given by variables from $U_{i j}^{\prime}$. Similarly, we define $\tau_{j k}^{*}$ and $\tau_{k i}^{*}$, respectively, as the highest classes given by variables from $U_{j k}^{\prime}$ and $U_{k i}^{\prime}$.
3. Let $\varpi_{1} \in \mathbb{R}$ and $\varpi_{2} \in \mathbb{R}$ be, respectively, the largest and the second largest value of the following real numbers: $\left\{\left\{_{i j}^{\tau_{i j}^{*}}, \tau_{j k}^{\tau_{j k}^{*}}, v_{k i}^{\tau_{k i}^{*}}\right\}\right.$. Then,

$$
w_{i}+w_{j}+w_{k}-\varpi_{1}-\varpi_{2}>W
$$

If 1,2 and 3 are satisfied, then inequality (4.11) is valid.

$$
\begin{equation*}
\sum_{s \in U_{i j}^{\prime}} b_{i j s}+\sum_{s \in U_{j k}^{\prime}} b_{j k s}+\sum_{s \in U_{k i}^{\prime}} b_{k i s} \leq 1 . \tag{4.11}
\end{equation*}
$$

We say that the previous inequality is a vertical clique (or just a clique) inequality associated with chain $C(i, j, k)$.

## Proof:

The different feasible orderings for stacking three pieces with chain $C(i, j, k)$ are:
(a) $i-j-k$ : That implies that piece $i$ is placed below piece $j$ and, simultaneously, piece $j$ is placed below piece $k$.
(b) $j-k-i$ : That implies that piece $j$ is placed below piece $k$ and, at the same time, piece $k$ is placed below piece $i$.
(c) $k-i-j$ : That implies that piece $k$ is placed below piece $i$ and, at the same time, piece $i$ is placed below piece $j$.

The combination which produces the minimum total width is the one that allows more overlap in a vertical direction between the adjacent pieces. Let us suppose that $\varpi_{1}=v_{i j}^{\tau_{i j}^{*}}$ and $\varpi_{2}=v_{j k}^{\tau_{j k}^{*}}$, i.e, $v_{i j}^{\tau_{i j}^{*}} \geq v_{j k}^{\tau_{j k}^{*}} \geq v_{k i}^{\tau_{k i i}^{*}}$. The other cases can be proved in a similar way.

As $v_{i j}^{\tau_{i j}^{*}} \geq v_{i j}^{\tau_{k i}^{*}}$ and $v_{j k}^{\tau_{\tau_{k j}^{*}}^{*}} \geq v_{k i}^{\tau_{k i}^{*}}$, the combination with less width is given by chain (a). The amount of width used is $w_{i}+w_{j}+w_{k}-\varpi_{1}-\varpi_{2}$, which by hypothesis 3 exceeds the width of the strip. So if any variable of $b_{i j s} \in U_{i j}^{\prime}$ takes the value 1 , then it is impossible to build a feasible solution. Thus it is satisfied that:

$$
\sum_{s \in U_{i j}^{\prime}} b_{i j s}+\sum_{s \in U_{j k}^{\prime}} b_{j k s} \leq 1
$$

In order to add the term $\sum_{s \in U_{k i}^{\prime}} b_{k i s}$ to the left hand side of the inequality, we have to prove that none of the variables in set $U_{k i}^{\prime}$ can take the value 1 simultaneously with any variable of sets $U_{i j}^{\prime}$ or $U_{j k}^{\prime}$.

- If both $b_{k i s} \in U_{k i}^{\prime}, b_{i j t} \in U_{i j}^{\prime}$ take the value 1 , then we get the combination $k-i-j$ which produces a stack wider than $i-j-k$, so the width of the strip is exceeded.
- If $b_{k i s} \in U_{k i}^{\prime}$ and $b_{j k t} \in U_{i j}^{\prime}$ take the value 1 , then we get combination $j-k-i$ which produces a stack wider than $i-j-k$, so the width of the strip is exceeded.

In conclusion, inequality 4.11 is valid when $\varpi_{1}=v_{i j}^{\tau_{i j}^{*}}$ and $\varpi_{2}=v_{j k}^{\tau_{j k}^{*}}$. By applying this argument to the remaining cases, we obtain that inequality 4.11 is valid in all cases.

## Theorem 3

Let $i_{1}, \ldots, i_{r} \in P$ be $r$ pieces and let $U_{s(s+1)}^{\prime} \subseteq U_{s(s+1)}, 1 \leq s \leq r$, where $i_{r+1}=i_{1}$, in such a way that the following conditions hold:

- $U_{s(s+1)}^{\prime} \neq \emptyset, 1 \leq s \leq r$
- If $k \in U_{s(s+1)}^{\prime}$ such that $k \in U_{s(s+1)}^{v}$, then $\bigcup_{l \leq v} U_{s(s+1)}^{l} \subseteq U_{s(s+1)}^{\prime}$.
- We denote by $t_{s(s+1)}^{*}$ the highest class given by variables of $U_{s(s+1)}^{\prime}$. Then,

$$
\begin{equation*}
\sum_{l=1}^{r} w_{l}-\left(\sum_{l=1}^{r} v_{l(l+1)}^{t_{l(l+1)}^{*}}-v_{\tau(\tau+1)}^{t_{\tau(\tau+1)}^{*}}\right)>W, \tag{4.12}
\end{equation*}
$$

where $\tau \in\{1, \ldots, r\}$ satisfy: $v_{\tau(\tau+1)}^{t_{\tau(\tau+1)}^{*}} \leq v_{l(l+1)}^{t_{l(l+1)}^{*}}, \forall l \in\{1, \ldots, r\}$.
Therefore, inequality 4.13 is valid.

$$
\begin{equation*}
\sum_{l=1}^{r} \sum_{b_{l(l+1) k} \in U_{l(l+1)}^{\prime}} b_{l(l+1) k} \leq r-1 . \tag{4.13}
\end{equation*}
$$

We say that inequalities 4.13 are vertical covers, or just covers, associated with chain $C(1,2, \ldots, r-1)$.

## Proof:

If $r=3$, we really have a clique inequality because the third condition is the same in both cases. Let us suppose that the combination with the minimum total width is given by:

$$
1-2-\cdots-r
$$

that is, this is the combination which allows more overlap between adjacent pieces in a vertical direction.
If a binary variable from $U_{s(s+1)}^{\prime}, 1 \leq s<r$ takes value 1 then, by the third condition, the stack exceeds the width of the strip and any solution satisfies:

$$
\sum_{l=1}^{r-1} \sum_{b_{l(l+1) k} \in U_{l(l+1)}^{\prime}} b_{l(l+1) k} \leq r-1
$$

because for the left-hand side to take its maximum value $r$, it would be necessary to fix one binary variable of each subset $U_{l(l+1)}^{\prime}$ to 1 , which is unfeasible.

To get inequality (4.13) we need to add the sum $\sum_{b_{1 r k} \in U_{r 1}^{\prime}} b_{1 r k}$ to the left-hand side. Note that any combination obtained is such that $\sum_{l=1}^{r} \sum_{b_{l(l+1) k} \in U_{l(l+1)}^{\prime}} b_{l(l+1) k}=r$ exceeds the width of the strip, because any way of stacking the pieces produces a pile wider than the combination defined by $1-2-\cdots-r$. Then inequality (4.13) is valid.

All the results presented above can be modified in order to build cliques and covers in a horizontal direction. In order to build these inequalities we need an upper bound of the length of the strip, $L_{u b}$. The following definitions are similar to the vertical case.

Let $i, j \in P$ be two pieces. We denote by $\mathbf{R}_{\mathbf{i j}}$ the set of variables whose associated slices separate piece $j$ to the right of piece $i$ and, furthermore, piece $i$ protrudes from the left of piece $j$. Similarly, we define by $\mathbf{L}_{\mathbf{i j}}$ the set of variables whose associated slices separate piece $i$ towards the right of piece $j$ and, furthermore, piece $j$ protrudes from the left of piece $i$.

$$
\begin{aligned}
& \mathbf{R}_{\mathbf{i j}}:=\left\{\begin{array}{lll}
k & \mid & \underline{y}_{i j k} \geq 0,
\end{array} \quad \bar{X}_{i j}-\underline{x}_{i j k}<l_{j}\right\} \\
& \mathbf{L}_{\mathbf{i j}}:=\left\{\begin{array}{lll}
k & \mid & \bar{y}_{i j k} \leq 0,
\end{array}\left|\underline{X}_{i j}-\bar{x}_{i j k}\right|<l_{j}\right\}
\end{aligned}
$$

Note that $R_{i j}=L_{j i}$. In what follows we define a partition of $\mathbf{R}_{\mathbf{i j}}\left(\mathbf{L}_{\mathbf{i j}}\right)$ in order to classify binary variables, taking into account the quantity of overlap allowed between the given pair of pieces in horizontal direction.

Let $i, j \in P$ and let $k \in\{1, \ldots, m i j\}$. We define $R_{i j}^{0}\left(L_{i j}^{0}\right)$ as the subset of variables whose associated slices separate piece $j$ towards the right of piece $i$ (piece $i$ towards the left of piece $j$ ), described in the following way:

$$
\begin{array}{llll}
\mathbf{R}_{\mathbf{i j}}^{0} & :=\left\{k \in R_{i j}\right. & \mid & \left.\bar{X}_{i j}-\underline{x}_{i j k}=0\right\} \\
\mathbf{L}_{\mathbf{i j}}^{0} & :=\left\{k \in L_{i j}\right. & \mid & \left.\left|\underline{X}_{i j}-\bar{x}_{i j k}\right|=0\right\}
\end{array}
$$

Let $\rho_{i j}^{1}:=\min _{k \in R_{i j} \backslash R_{i j}^{0}} \bar{X}_{i j}-\underline{x}_{i j k}\left(\lambda_{i j}^{1}:=\min _{k \in L_{i j} \backslash L_{i j}^{0}}\left|\underline{X}_{i j}-\bar{x}_{i j k}\right|\right)$. We define:

$$
\begin{array}{lll}
\mathbf{R}_{\mathbf{i j}}^{\mathbf{1}}:=\left\{\begin{array}{lll}
k \in R_{i j} & \mid & \bar{X}_{i j}-\underline{x}_{i j k}=\rho_{i j}^{1}
\end{array}\right\} \\
\mathbf{L}_{\mathbf{i j}}^{1}:=\left\{\begin{array}{lll}
k \in L_{i j} & \mid & \left|\underline{X}_{i j}-\bar{x}_{i j k}\right|=\lambda_{i j}^{1}
\end{array}\right\}
\end{array}
$$

Iteratively, let $\rho_{i j}^{t}:=\min _{k \in R_{i j} \backslash \bigcup_{s=0}^{t-1} R_{i j}^{s}} \bar{X}_{i j}-\underline{x}_{i j k}\left(\lambda_{i j}^{t}:=\min _{k \in D_{i j} \backslash \bigcup_{s=0}^{t-1} L_{i j}^{s}}\left|\underline{X}_{i j}-\bar{x}_{i j k}\right|\right)$. We define:

$$
\left.\begin{array}{llll}
\mathbf{R}_{\mathrm{ij}}^{\mathbf{t}} & :=\left\{k \in R_{i j}\right. & \mid & \bar{X}_{i j}-\underline{x}_{i j k}=\rho_{i j}^{t}
\end{array}\right\},
$$

Let $\rho_{i j} \in \mathbb{N}\left(\lambda_{i j} \in \mathbb{N}\right)$ be the integer which satisfies:

- $R_{i j}^{\rho_{i j}} \neq \emptyset \quad\left(L_{i j}^{\lambda_{i j}} \neq \emptyset\right)$
- $R_{i j}^{\rho_{i j}+1}=\emptyset \quad\left(L_{i j}^{\lambda_{i j}+1}=\emptyset\right)$

Then, we have built a partition of $R_{i j}\left(L_{i j}\right)$,

$$
R_{i j}=\bigcup_{s=0}^{\rho_{i j}} R_{i j}^{s} \quad\left(L_{i j}=\bigcup_{s=0}^{\lambda_{i j}} L_{i j}^{s}\right)
$$

in such a way that variables from $R_{i j}^{t}\left(L_{i j}^{t}\right)$ allow pieces $i$ and $j$ to match in the horizontal direction less than variables from $R_{i j}^{s}\left(L_{i j}^{s}\right)$ with $t<s \leq \rho_{i j}\left(t<s \leq \lambda_{i j}\right)$.

We say that $R_{i j}\left(L_{i j}\right)$ has $\rho_{i j}+1\left(\lambda_{i j}+1\right)$ classes. Variables of $R_{i j}^{\rho_{i j}^{t}}\left(L_{i j}^{\lambda_{i j}^{t}}\right)$ belong to class $\rho_{i j}^{t}\left(\lambda_{i j}^{t}\right)$.

## Theorem 4

Let $i, j, k \in P$. If there are three subsets $R_{i j}^{\prime} \subseteq R_{i j}, R_{j k}^{\prime} \subseteq R_{j k}$ and $R_{k i}^{\prime} \subseteq R_{k i}$ such that the following conditions hold:

1. $R_{i j}^{\prime} \neq \emptyset, R_{j k}^{\prime} \neq \emptyset$ and $R_{k i}^{\prime} \neq \emptyset$.
2. For each subset of variables:

- If $k \in R_{i j}^{\prime}$ such that $k$ belongs to class $v\left(k \in R_{i j}^{v}\right)$, then $\bigcup_{I \leq v} R_{i j}^{l} \subseteq R_{t}^{\prime}$.
- If $k \in R_{j k}^{\prime}$ such that $k$ belongs to class $v\left(k \in R_{j k}^{v}\right)$, then $\bigcup_{l \leq v} R_{j k}^{l} \subseteq R_{t}^{\prime}$.
- If $k \in R_{k i}^{\prime}$ such that $k$ belongs to class $v\left(k \in R_{k i}^{v}\right)$, then $\bigcup_{l \leq v} R_{k i}^{l} \subseteq R_{t}^{\prime}$.

We denote by $\tau_{i j}^{*}$ the higher class given by variables from $U_{i j}^{\prime}$. Similarly, $\tau_{j k}^{*}$ and $\tau_{k i}^{*}$ denote the higher class given by $R_{j k}^{\prime}$ and $R_{k i}^{\prime}$ respectively.
3.

$$
l_{i}+l_{j}+l_{k}-\varpi_{1}-\varpi_{2}>L_{s u p}
$$

where $\varpi_{1} \in \mathbb{R}$ and $\varpi_{2} \in \mathbb{R}$ are, respectively, the largest and the second largest value of the following real numbers: $\left\{\rho_{i j}^{\tau_{i j}^{*}}, \rho_{j k}^{\tau_{\tau k}^{*}}, \rho_{k i}^{\tau_{k i}^{*}}\right\}$.

Then inequality (4.14) is valid.

$$
\begin{equation*}
\sum_{s \in R_{i j}^{\prime}} b_{i j s}+\sum_{s \in R_{j k}^{\prime}} b_{j k s}+\sum_{s \in R_{k i}^{\prime}} b_{k i s} \leq 1 . \tag{4.14}
\end{equation*}
$$

We say that this inequality is a horizontal clique associated with chain $C(i, j, k, i)$.

## Proof:

Similar to Theorem 2.

## Theorem 5

Let $i_{1}, \ldots, i_{r} \in P$ be $r$ pieces and let $R_{s(s+1)}^{\prime} \subseteq R_{s(s+1)}, 1 \leq s \leq r$, where $i_{r+1}=i_{1}$, such that the following conditions hold:

- $R_{s(s+1)}^{\prime} \neq \emptyset, 1 \leq s \leq r$
- If $k \in R_{s(s+1)}^{\prime}$ such that $k \in U_{s(s+1)}^{v}$, then $\bigcup_{l \leq v} U_{s(s+1)}^{l} \subseteq R_{s(s+1)}^{\prime}$.
- We denote by $t_{s(s+1)}^{*}$ the highest class given by variables from $R_{s(s+1)}^{\prime}$. Then:

$$
\sum_{h=1}^{r} l_{h}-\left(\sum_{h=1}^{r} u_{h(h+1)}^{t_{k h(h+1)}^{*}}-\rho_{\tau(\tau+1)}^{t_{\tau(\tau+1)}^{*}}\right)>L_{s u p},
$$

where $\tau \in\{1, \ldots, r\}$ satisfies: $\rho_{\tau(\tau+1)}^{t_{\tau(\tau+1)}^{*}} \leq \rho_{h(h+1)}^{t_{k(h+1)}^{*}}, \forall h \in\{1, \ldots, r\}$.
Then inequality (4.15) is valid. We say that this inequality is a horizontal cover associated with chain $1-2-\cdots-r-1$.

$$
\begin{equation*}
\sum_{h=1}^{r} \sum_{b_{h(h+1) k} \in U_{h(h+1)}^{\prime}} b_{h(h+1) k} \leq r-1 . \tag{4.15}
\end{equation*}
$$

## Proof:

Similar to Theorem 3.
Let us consider the example with three pieces shown in Figure 3.1 and $W=7$. We build a clique inequality as follows:
First, we identify the following sets of variables:

* $U_{12}^{0}=\left\{b_{121}\right\}$ y $U_{12}^{1}=\left\{b_{122}, b_{128}\right\}$. Furthermore, $v_{12}=1$ y $v_{12}^{1}=2$.
* $U_{23}^{0}=\left\{b_{231}\right\}$. Furthermore, $v_{23}=0$.
* $U_{31}^{0}=\left\{b_{135}\right\}$ y $U_{31}^{1}=\left\{b_{134}, b_{136}\right\}$. Furthermore, $v_{31}=1$ y $v_{31}^{1}=2$.

Then, if we consider the following subsets:

- $U_{12}^{\prime}=\left\{b_{121}, b_{122}, b_{128}\right\}$.
- $U_{23}^{\prime}=\left\{b_{231}\right\}$.
- $U_{31}^{\prime}=\left\{b_{135}\right\}$.
we can see that $w_{1}+w_{2}+w_{3}-\varpi_{1}-\varpi_{2}=4+3+3-2-0=8>W$, so the corresponding clique is:

$$
b_{121}+b_{122}+b_{128}+b_{231}+b_{135} \leq 1
$$

## 4.4 $L U$-cover inequalities

$L U$ cover inequalities have a similar idea to cover inequalities. The main difference is that in $L U$ cover we do not take into account the order of the pieces when building a pile. That is, in the inequality we consider variables of NFPs from each pair of pieces of the set of pieces chosen to build the pile.

We denote by $\bar{Y}_{i j}\left(\underline{Y}_{i j}\right)$ the maximum (minimum) value of coordinate $Y$ of the $N F P_{i j}$ in the $N F P_{i j^{-}}$ coordinate system.

In order to know the extent that piece $j$ protrudes from piece $i$ in the vertical direction when a given slice is used, $b_{i j k}=1$, we need to calculate $\bar{Y}_{i j}-\underline{y}_{i j k}$ if $\underline{y}_{i j k}>0$, or $(-1) \underline{Y}_{i j}-(-1) \bar{y}_{i j k}$ if $\bar{y}_{i j k}<0$. This is a measure of the overlap allowed for pieces $i$ and $j$ in the vertical direction, and we have to compare it with the minimum width of pieces $i$ and $j$. If the difference is less than the minimum width of pieces $i$ and $j$, then piece $j$ must protrude from piece $i$. In the case that $\underline{y}_{i j k}<0$ and $\bar{y}_{i j k}>0$, the slice would allow piece $j$ to be placed such that $y_{j}=y_{i}$ and piece $j$ would not protrude from piece $i$.

Let $i, j \in P$. We define by $\mathbf{U}_{\mathbf{i j}}^{*}\left(\mathbf{D}_{\mathbf{i j}}^{*}\right)$ the set of binary variables whose associated slices separate piece $j$ from on top of piece $i$ (piece $i$ on top of piece $j$ ):

$$
\begin{aligned}
& \mathbf{D}_{\mathbf{i j}}^{*}:=\left\{B_{i j k} \mid(-1) \underline{Y}_{i j}-(-1) \bar{y}_{i j k}<w_{i j}\right\} \\
& \mathbf{U}_{\mathbf{i j}}^{*}:=\left\{B_{i j k} \mid \bar{Y}_{i j}-\underline{y}_{i j k}<w_{i j}\right\}
\end{aligned}
$$

where $w_{i j}:=\min \left\{w_{i}, w_{j}\right\}$.
In Figure 4.8 we present an example in which $w_{i}=5$ and $w_{j}=6$. Slices defined from variables $\left\{b_{0}, b_{1}, b_{7}, b_{8}\right\}$ separate piece $j$ from on top of piece $i$. Variable $b_{0}$ forces piece $j$ to be placed entirely on top of piece $i$, i.e. if $b_{0}=1$, then pieces $i$ and $j$ cannot overlap in the vertical direction. If we look at the slice defined by $b_{1}$, pieces can be placed in such a way that an overlap of 4 units in a vertical direction is allowed, then piece $j$ would protrude just 2 units from piece $i$ because $w_{j}=6$ and piece $i$ would protrude 1 unit below piece $j$. Note that $U_{j i}^{*}=\left\{b_{0}, b_{1}, b_{7}, b_{8}\right\}$ and $D_{j i}^{*}=\left\{b_{3}, b_{4}, b_{5}\right\}$.


Figure 4.8: $U_{j i}^{*}=\left\{b_{0}, b_{1}, b_{7}, b_{8}\right\}$ and $D_{j i}^{*}=\left\{b_{3}, b_{4}, b_{5}\right\}$.
Let $C=\left\{i_{1}, \ldots, i_{r}\right\}, 1<r \leq N r$, be a set of $r$ pieces, and let $U_{i_{s} i_{t}}^{\prime} \subseteq U_{i_{s} i_{t}}^{*}, U_{i_{s} i_{t}}^{\prime} \neq \emptyset$ and $D_{i_{s} i_{t}}^{\prime} \subseteq$ $D_{i_{s} i_{t}}^{*}, D_{i_{s i t}}^{\prime} \neq \emptyset, \forall 1 \leq s<t \leq r$. We denote by $h$ the index of a variable $b_{i_{s} j_{t} h}$ which satisfies $\underline{y}_{i j}^{h}=\bar{Y}_{i j}$ and $h^{\prime}$ the index of a variable $b_{i_{s} j_{t} h^{\prime}}$ which satisfies $\bar{y}_{i j}^{h^{\prime}}=\underline{Y_{i j}}$. We always consider that $b_{i_{s} i_{i} h} \in U_{i_{s} i_{t}}^{\prime}$ and $b_{i_{s} i_{l} h^{\prime}} \in D_{i_{s} i_{t}}^{\prime}$. We denote by $U D_{i_{s} i_{t}}^{\prime}:=U_{i_{s} i_{t}}^{\prime} \cup D_{i_{s} i_{t}}^{\prime}$. Note that $U_{i_{s} i_{l}}^{\prime}=D_{i_{i l_{s}}}^{\prime} \forall i_{s}, i_{t} \in C$.

## Theorem 6

If inequality (4.16) is satisfied, then inequality (4.17) is valid. We say that this inequality is an $L U$-cover inequality.

$$
\begin{align*}
\sum_{s=1}^{r} w_{i_{s}}-\delta & >W  \tag{4.16}\\
\sum_{s=1}^{r-1} \sum_{l=s+1}^{r} \sum_{k \in U D_{i s l_{l}}^{\prime}} B_{i_{s} i l k} & \leq \sum_{s=1}^{r-1}(r-s)-1 . \tag{4.17}
\end{align*}
$$

where

$$
\delta:=\max _{\tau \in \pi\{C\}}\left\{\sum_{t=1}^{r-1} \sum_{l \in U_{\tau(t) \tau(t+1)}^{\prime}} q_{\tau(t) \tau(t+1) l} B_{\tau(t) \tau(t+1) l}\right\}
$$

$q_{\tau(t) \tau(t+1) l}$ being the amount of overlap over the $Y$ axis of pieces $\tau(t+1)$ and $\tau(t)$ when $b_{\tau(t) \tau(t+1) l}=1$. $\pi\{C\}$ is the set of all the permutations of the pieces in $C$. An element $\tau \in \pi\{C\}$ is defined by $\tau=\{\tau(1), \ldots, \tau(r)\}$ where $\forall t, \tau(t)=i_{l}$ for some $l \in\{1, \ldots, r\}$.

## Proof:

From equations $\sum_{k=1}^{m_{i j}} B_{i j k}=1$ for each $N F P_{i j}, 1 \leq i<j \leq N$ used in $H S 2$ formulation, we get:

$$
\sum_{s=1}^{r-1} \sum_{l=s+1}^{r} \sum_{k \in U D_{i s i_{l}}^{\prime}} B_{i s i l k} \leq \sum_{s=1}^{r-1}(r-s) .
$$

Let us suppose that there is a solution satisfying the previous inequality as an equality. Note that all pieces $i_{1}, \ldots i_{r}$ have to be separated using slices whose associated binary variables belong to $U D_{i j}^{\prime}$.

In order to calculate the minimum width given by any pile built with pieces $i_{1}, \ldots i_{r}$, we add up the width of the pieces as if they were placed one on top of the adjacent piece and then for each pair of adjacent pieces we have to subtract the maximum overlap allowed along the $Y$ axis.

The minimum width of the $r$ pieces is given by the left hand side of inequality (4.16), which is greater than $W$. Then, it is not possible that $\sum_{s=1}^{r-1} \sum_{l=s+1}^{r} \sum_{k \in U D_{i s_{l}}^{\prime}} B_{i_{s}, k}=\sum_{s=1}^{r-1}(r-s)$, so inequality (4.17) holds. §

In the example appearing in Figure 4.8, the coefficients are:

$$
\begin{aligned}
q_{i j 0} & =0 \\
q_{i j 1} & =4 \\
q_{i j 7}=q_{i j 8} & =2 \\
q_{j i 3}=q_{j i 4} & =3 \\
q_{j i 5} & =0
\end{aligned}
$$

Note that variables $b_{3}, b_{4}$ and $b_{5}$ belong to $U_{j i}^{*}=D_{i j}^{*}$ and we have to calculate how much piece $j$ protrudes from piece $i$.

### 4.5 Transitivity inequalities

The idea of these inequalities is to identify subsets of variables which cannot take the value 1 simultaneously by studying the relative position between more than two pieces. If a given slice is used to separate pieces $i_{1}$ and $i_{2}$, and at the same time another slice which separates pieces $i_{1}$ from $i_{3}$ is used, then there could be some binary variables from $V N F P_{i_{2} i_{3}}$ (the set of variables defined from $N F P_{i_{2} i_{3}}$ ) that cannot take the value 1 because the problem would become unfeasible. We will use the classification of the binary variables into sets $U, D, R$ and $L$. defined in Section 4.3.

These inequalities could be more accurate without using the classification of the binary variables but the computational effort would increase considerably. In order to reduce the effort needed to know which slices are incompatible, we will use the extended slices defined in Section 3.2.2.

In Section 3.3.2 we present an example of incompatibility involving three pieces of instance shapes8. In Figure 3.10 we can see that if variables $b_{122}=1$ and $b_{138}=1$, the variable $b_{236}$ cannot take the value 1 , so inequality $b_{122}+b_{138}+b_{236} \leq 2$ is valid in all the nodes of the branch \& cut tree.

Note that we can consider more variables in order to lift the previous inequality. If we look at $N F P_{23}$, variables $b_{232}, b_{233}, b_{234}, b_{235}, b_{236}, b_{238}$ are also incompatible with $b_{122}=1$ and $b_{138}=1$, so the inequality $b_{122}+b_{138}+b_{232}+b_{233}+b_{234}+b_{235}+b_{236}+b_{238} \leq 2$ is also valid.

In the previous inequality we consider more than one binary variable from $V N F P_{23}$. It is possible to add other binary variables from $V N F P_{12}$ and $V N F P_{13}$ instead of these variables from $V N F P_{23}$, but we would have to check that there is no combination of three binary variables taking the value 1 producing a feasible solution. In Section 3.3.1 we presented several conditions to determine whether three binary variables are incompatible.

## Chapter 5

## Separation algorithms

In this Chapter we present separation algorithms for some of the inequalities presented in Chapter 4 and some computational results.

In Section 5.1 we present the separation algorithms for both types of $X-Y$ inequalities. For $X$ - $Y$ inequalities of type $I$ we use an exact procedure which is based on studying each one of the inequalities (9.7) used in the $H S 2$ formulation (non-overlapping inequalities). For $X-Y$ inequalities of type $I I$ we propose an iterative procedure which builds either the most violated inequality or the inequality which is closest to being violated by the current fractional solution.

Separation for the Impenetrability constraints is discussed in Section 5.2. Finally, in Section 5.3 we present an algorithm to add all the cliques at the root node and two separation algorithms for the cover inequalities. The computational experiments in all the cases show that the separation algorithms require a great computational effort and, despite the fact that we need to explore fewer nodes on the solved instances, the computational time increases and it makes no sense to add the separation algorithms of these inequalities to the Branch \& Bound algorithm described in Chapter 3.

We do not present any separation algorithm for the $L U$-cover inequalities described in Section 4.4 or the Transitivity inequalities defined in Section 4.5 because our computational experience shows that the separation algorithms that we have tried work in a similar way to the cover inequalities and it is not appropriate to add these inequalities to the Branch \& Bound algorithm.

## 5.1 $X-Y$ inequalities

In Section 4.1 we presented two types of $X-Y$ inequalities. $X$ - $Y$ inequalties of type $I$ are based on the nonoverlapping constraints used in HS1 and HS2 formulations. These inequalities have an easy separation, obtaining at most one $X-Y$ inequality for each inequality used to describe a slice in the $H S 2$ formulation. On the other hand, $X-Y$ inequalties of type II have a more complex separation. We study both coordinates of each piece and binary variables with a greater value are included in the inequality. Note that in this case we study the interaction of one piece with all the other pieces.

In order to separate $X$ - $Y$ inequalties of type $I$, we study each one of the inequalities (9.7) in the HS2 formulation defined from each $N F P$. These inequalities have the following structure:

$$
\begin{equation*}
\alpha_{i j}^{k f}\left(x_{j}-x_{i}\right)+\beta_{i j}^{k f}\left(y_{j}-y_{i}\right) \leq \sum_{h=1}^{m_{i j}} \delta_{i j}^{k f h} b_{i j h} \tag{5.1}
\end{equation*}
$$

where $1 \leq i \leq j \leq N, k \in\left\{1, \ldots, m_{i j}\right\}$. In the case that $\alpha_{i j}^{k f} \neq 0$ and $\beta_{i j}^{k f} \neq 0$, i.e. the corresponding $X-Y$ inequality has on the left-hand side two variables, then we build the $X$ - $Y$ inequalty of type $I$ (see Section 4.1). Otherwise, we do not build the inequality because it would be dominated by an $X$ - $Y$ inequality of type II.

In order to separate $X-Y$ inequalties of type $I I$, we consider each one of the coordinates of each piece and, in each case, we build the most violated (or closest to being violated) by the current solution $X-Y$ inequality of type $I I$. Let $s^{\prime}$ be the solution given by the linear problem of the current node. We denote by $B^{+}:=\left\{b_{i j k} \mid b_{i j k}^{\prime}>0, \forall 1 \leq i<j \leq N, \forall 1 \leq k \leq m_{i j}\right\}$, where $b_{i j k}^{\prime}$ denotes the value of variable $b_{i j k}$ in the solution $s^{\prime}$. The set of variables $B^{+}$contains the binary variables of the $H S 2$ formulation whose values in the current solution are positive.

Let $i \in P$. In what follows we build two inequalities, one for each coordinate of piece $i$. We define the following sets of binary variables:

- $B_{x_{i}}^{+}:=\left\{b_{i j k} \in B^{+} \mid p_{j} \in P \backslash\left\{p_{i}\right\}, \underline{x}_{j i k}>0\right\}$
- $B_{y_{i}}^{+}:=\left\{b_{i j k} \in B^{+} \mid p_{j} \in P \backslash\left\{p_{i}\right\}, \underline{y}_{j i k}>0\right\}$

The order of the variables in vectors $B_{x_{i}}^{+}$and $B_{y_{i}}^{+}$is given by the value of the given variables in the current solution in non-increasing order, i.e. the first positions are taken by the variables with large values in the current solution $\left(s^{\prime}\right)$.

Let $t_{x}=\left|B_{x_{i}}^{+}\right|$y $t_{y}=\left|B_{y_{i}}^{+}\right|$. We build the $X$ - $Y$ inequality of type II for coordinate $x_{i}$ in $t_{x}$ steps. In a similar way, we build the $X$ - $Y$ inequality of type $I I$ for coordinate $y_{i}$ in $t_{y}$ steps.

Let $\lambda_{j}$ be the maximum value that the coefficient of any binary variable $b_{i j k} \in B_{x_{i}}^{+}, j \in\{1, \ldots, N\}, j \neq i$, can take. At the beginning we consider that $\lambda_{j}=0, \forall p_{j} \in P \backslash\left\{p_{i}\right\}$.

In a first step we include the first variable of vector $B_{x_{i}}^{+}, b_{i j_{1} k_{1}}^{x}$, in the inequality. The corresponding coefficient is $\theta_{1}^{x}:=\underline{x}_{i j_{1} k_{1}}^{x}+C X_{j_{1}}$, where $\underline{x}_{j_{1} k_{1}}^{x}$ denotes the minimum value defined by $b_{i j_{1} k_{1}}^{x}$ on the $X$-axis in the $N F P_{j_{1} i}$ coordinate system.

The inequality has the following structure:

$$
x_{i} \geq \theta_{1}^{x} b_{i j_{1} k_{1}}^{x}
$$

When $\theta_{1}^{x} b_{i j_{1} k_{1}}^{x}$ is added to the inequality, we update the value of $\lambda_{j_{1}}=\theta_{1}^{x}$. The previous inequality is going to be updated by adding more terms to the right-hand side until all the variables of $B_{x_{i}}^{+}$have been studied. Let $b_{i j_{2} k_{2}}^{x} \in B_{x_{i}}^{+}\left(b_{i j_{2} k_{2}}^{x} \in V N F P_{i j_{2}}\right)$ be the next variable of $B_{x_{i}}^{+}$. The coefficient, $\theta_{2}^{x}$, is calculated in the following way:

- If $j_{1}=j_{2} \Rightarrow \theta_{2}^{x}=\underline{x}_{j_{2} i k_{2}}+C X_{j_{2}}$.
- If $j_{1} \neq j_{2} \Rightarrow \theta_{2}^{x}=\underline{x}_{j_{2} i k_{2}}+C X_{j_{2}}-\sum_{r=1, r \neq i, j_{2}}^{N} \lambda_{r}$.

If $j_{1}=j_{2}$, then variables $b_{i j_{1} k_{1}}^{x}$ and $b_{i j_{2} k_{2}}^{x}$ belong to the same NFP and as it is not possible for both to take the value 1 at once, their coefficients do not interfere. However, if $j_{1} \neq j_{2}$, then it is possible for these two variables to take the value 1 simultaneously, so the sum of both coefficients must be lower than or equal to the maximum value that each coefficient could take individually. Note that $\sum_{r=1, r \neq i, j_{2}}^{N} \lambda_{r}=\theta_{1}^{x}$. In the case that $\theta_{2}^{x}<0$, the variable is not included in the inequality. If $\theta_{2}^{x}>\lambda_{j_{2}}$, we update the value $\lambda_{j_{2}}=\theta_{2}^{x}$.

The inequality is modified in the following way:

$$
x_{i} \geq \theta_{1}^{x} b_{i j_{1} k_{1}}^{x}+\theta_{2}^{x} b_{i j_{2} k_{2}}^{x}
$$

Let us suppose that we have already done $t$ iterations, $t<t_{x}$, there are new variables in the inequality and $\lambda_{j}, j \neq i$, has been updated in such a way that the following inequality holds:

$$
\begin{equation*}
x_{i} \geq \sum_{r=1}^{t} \theta_{r}^{x} b_{i j_{r} k_{r}}^{x} \tag{5.2}
\end{equation*}
$$

where several coefficients $\theta_{r}^{x}, r=1, \ldots, t$ may have taken the value 0 . Let $b_{i j_{t+1} k_{t+1}}^{x}$ be the next variable of $B_{x_{i}}^{+}$to be studied. The maximum coefficient of $b_{i j_{t+1} k_{t+1}}^{x}$ to add this variable in constraint (5.2) is given by:

$$
\theta_{t+1}^{x}=\underline{x}_{j_{t+1} i k_{t+1}}+C X_{j_{t+1}}-\sum_{r=1, r \neq i, j_{t+1}}^{N} \lambda_{r}
$$

In the case that $\theta_{t+1}^{x}<0$, we consider $\theta_{t+1}^{x}=0$ and we do not add variable $b_{i j_{t+1} k_{t+1}}^{x}$ to the constraint. If $\theta_{t+1}^{x}>0$, we add a new term to the inequality, and in the case that $\theta_{t+1}^{x}>\lambda_{j_{t+1}}$ then the value of $\lambda_{j_{t+1}}$ is updated by $\lambda_{j_{t+1}}=\theta_{t+1}^{x}$.

Once all the variables of $B_{x_{i}}^{+}$have been studied, a new $X$ - $Y$ inequality of type $I I$ is built:

$$
x_{i} \geq \sum_{r=1}^{t_{x}} \theta_{r}^{x} b_{i j_{r} k_{r}}^{x}
$$

The inequality $X-Y$ of type $I I$ corresponding to coordinates $Y$ can be obtained similarly:

$$
y_{i} \geq \sum_{r=1}^{t_{y}} \theta_{r}^{y} b_{i j_{r} k_{r}}^{y}
$$

$\theta_{r}^{y}$ being the coefficients calculated in a similar way to $\theta_{r}^{x}$, and $b_{i j_{r} k_{r}}^{y}$ the variables belonging to $B_{y_{i}}^{+}$.
Any $X-Y$ inequality is added to the linear problem of the current node and every node created in the same branch when it is violated by more than $\epsilon_{1}$. Initially we consider $\epsilon_{1}=0.1$. The inequalities which are violated by less than $\epsilon_{1}$ produce a slight modification of the current solution, so we do not add them to the linear problem.
Table 5.1: Branch \& Cut with XY inequalities


### 5.1.1 Computational results

In order to study the effect of the $X Y$ inequalities, we have considered three different versions of the Branch \& Cut algorithm. The first one separates both types of inequalities (XY1 + XY2), the second version separates just the second type of $X Y$ inequalities and the third version only tries to find $X Y$ inequalities of type I . In Table 5.1 we can see the computational results obtained by these three versions on instances described in Table 1.2. The time limit on all the algorithms is one hour.

We can see that, in general, the computational effort needed to separate $X Y$ inequalities of both types is not justified. The first column in each algorithm is the lower bound that the algorithm reaches in one hour. The second column represents the relative GAP $\left(\frac{U B-L B}{U B}\right)$. A value of -1 represents that the given algorithm is not able to find any feasible solution. Note that in instances fu and dighe 1, no algorithm is able to find a feasible solution, so the gap does not make sense. The first algorithm also fails to find a feasible solution for instance polyla0. If we look at instances for which the gap is positive (unsolved instances), we can see that the best results are obtained with $X Y 1$, probably because it is faster and the algorithm studies a larger number of nodes.

The third and fourth columns represent, respectively, the computational time used by CPLEX and the computational time required by the separation algorithm. We can see that the last algorithm has a lower separation time than the first two, that is, the separation of the XY inequalities of type 2 is very slow.

Finally, in the two last columns we include the number of binary variables fixed to 0 (incompatible variables, see Section 3.3), and the number of XY inequalities added in the whole branch and cut tree.

### 5.2 Impenetrability constraints

In Section 4.2 we defined the impenetrability constraints. These inequalities study the sum of the coordinates of two pieces and the relation of this sum and the binary variables belonging to the NFP.

We build the impenetrability constraint for each pair of pieces $i, j \in P$ only in the following cases:

- There is a variable $b_{i j k} \in V N F P i j$ such that the value in the current solution is fractional, between 0 and 1. Note that if there are no variables of $V N F P_{i j}$ with a fractional value in the current solution, then there is a variable with a value of 1 , which means that pieces $i$ and $j$ are separated and no impenetrability constraint is violated.
- The enclosing rectangles of both pieces have a non-empty intersection. In the case that the intersection is built, then the pieces are separated and no impenetrability constraint would be violated.

Once we have decided to build the inequality, its coefficients can be calculated by using either the exact or the approximate methods described in Section 4.2. The exact method requires a very high computational effort and the separation would be very slow.

Every time an inequality is built, it is added to the linear problem in the case of it being violated by more
than $\epsilon_{2}$, i.e. if:

$$
\begin{equation*}
s^{*}-\sum_{l=1}^{m_{i j}} q_{l} b_{i j l}^{*} \leq-\epsilon_{2} \tag{5.3}
\end{equation*}
$$

where $s^{*}=x_{i}^{*}+y_{i}^{*}+x_{j}^{*}+y_{j}^{*} ; x_{i}^{*}, y_{i}^{*}, x_{j}^{*}, y_{j}^{*}$ y $b_{i j k}^{*}, \forall k \in\left\{1, \ldots, m_{i j}\right\}$ being the values in the solution of the corresponding variables. Initially we consider that $\epsilon_{2}=0.1$.

### 5.2.1 Computational results

In Table 5.2 we can see the computational results of the branch and cut algorithm when XY of type 1 and impenetrability inequalities are identified and added. We have used instances described in Table 1.2.
The second column shows the lower bound that the algorithm reaches after one hour. The gap is represented in the third column. The fourth column shows the number of nodes of the branch and cut tree. The total time and the separation time are represented, respectively, in the fifth and sixth columns. The number of fixed binary variables (FV) throughout the tree is represented in the seventh column. The next column, NRest, shows the number of inequalities added in all the nodes and the last two columns represent, respectively, the number of inequalities added in the root node and the lower bound obtained after the root node is studied.

We can see that the computational effort needed to separate the impenetrability constraints is not justified. Branching is a better strategy than trying to find these types of inequalities.

### 5.3 Cliques y Covers

In Section 4.3 we defined the clique and cover inequalities. The idea of separating these inequalities is based on finding a set of pieces and a set of binary variables in such a way that the sum of the values of the binary variables is as high as possible and they force the pieces to pile up.

Let $C^{\prime}=C(1,2, \ldots, r), 3 \leq r \leq N$ be a chain of pieces and let $U_{s(s+1)}^{\prime} \subseteq U_{s(s+1)}, 1 \leq s<r$, and $U_{r 1}^{\prime} \subseteq U_{r 1}$ be the subsets of the chosen binary variables. Let $B^{*}:=\bigcup_{s=1}^{r-1} U_{s(s+1)}^{\prime} \cup U_{r 1}^{\prime}$. In order to identify violated inequalities, the next two conditions must be satisfied:
(AP) Pieces must be stacked, i.e. the sum of the given binary variables must satisfy:

$$
\sum_{b_{i j k} \in B^{*}} b_{i j k}^{\prime} \geq r-2
$$

where $b_{i j k}^{\prime}$ denotes the value of the variable in the current solution.
(EX) The total width of the given pieces subtracting the maximum overlap of the pieces in a vertical direction must exceed the width of the strip. That is, condition (4.12) must be satisfied.

In the next subsection we present an exact method for the separation of the clique inequalities. In Subsections 5.3.2 and 5.3.3 we propose two different heuristic algorithms, a first algorithm with a more exhaustive search and the second algorithm which is simpler and faster.

Table 5.2: Branch \& Cut + IMPENETRABILITY $+X Y 1$

| Problem | IMPENETRABILITY + XY1 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | LB | GAP | Nnodes | Time | Separation time | FV | NRest | NR0 | LB0 |
| three | 6.00 | 0.00 | 24 | 0.09 | 0.00 | 0 | 10 | 0 | 4.00 |
| shapes 4 | 24.00 | 0.00 | 9 | 0.08 | 0.00 | 0 | 7 | 7 | 21.27 |
| fu5 | 17.89 | 0.00 | 459 | 0.20 | 0.00 | 15 | 158 | 4 | 14.00 |
| glass1 | 45.00 | 0.00 | 0 | 0.12 | 0.00 | 0 | 5 | 5 | 45.00 |
| fu6 | 23.00 | 0.00 | 169 | 0.16 | 0.00 | 3 | 65 | 4 | 14.00 |
| tresp2 | 9.33 | 0.00 | 6854 | 2.85 | 0.48 | 11 | 962 | 8 | 5.00 |
| tresp2w9 | 8.00 | 0.00 | 15792 | 7.38 | 1.01 | 986 | 7486 | 8 | 4.00 |
| fu7 | 24.00 | 0.00 | 171 | 0.20 | 0.02 | 9 | 72 | 19 | 14.00 |
| glass2 | 45.00 | 0.00 | 2060 | 3.98 | 0.53 | 141 | 2016 | 22 | 34.00 |
| fu8 | 24.00 | 0.00 | 700 | 0.72 | 0.05 | 46 | 559 | 4 | 14.00 |
| shapes8 | 26.00 | 0.00 | 10845 | 8.77 | 0.87 | 690 | 6029 | 15 | 16.00 |
| fu9 | 25.00 | 0.00 | 178004 | 110.37 | 10.34 | 13011 | 105137 | 31 | 14.00 |
| tresp3 | 13.53 | 0.00 | 2776978 | 1860.98 | 187.83 | 17520 | 714015 | 6 | 5.00 |
| tresp3w9 | 10.00 | 0.09 | 4448536 | 3524.59 | 361.50 | 251912 | 2979949 | 12 | 4.00 |
| fu10 | 28.69 | 0.00 | 813207 | 651.57 | 57.21 | 63194 | 531849 | 24 | 14.00 |
| dighe2 | 100.00 | 0.00 | 3765 | 15.80 | 0.98 | 401 | 3834 | 66 | 67.00 |
| fu | 30.00 | 0.12 | 2224684 | 3405.10 | 394.93 | 206344 | 2296365 | 25 | 14.00 |
| polyla0 | 13.00 | 0.22 | 1228164 | 3528.90 | 312.13 | 237736 | 4281461 | 112 | 13.00 |
| dighelok | 89.10 | 0.33 | 311068 | 3594.03 | 209.18 | 31542 | 378513 | 143 | 56.00 |
| J2-10-35-9 | 18.62 | 0.00 | 789616 | 794.95 | 63.32 | 94169 | 905585 | 22 | 12.00 |
| J2-10-35-8 | 22.00 | 0.00 | 123512 | 103.02 | 10.26 | 9803 | 86340 | 11 | 12.00 |
| J2-10-35-7 | 18.67 | 0.00 | 254364 | 239.31 | 20.40 | 35617 | 353998 | 18 | 12.00 |
| J2-10-35-6 | 18.00 | 0.00 | 1932739 | 1838.85 | 131.51 | 230074 | 1940402 | 12 | 12.00 |
| J2-10-35-5 | 20.00 | 0.00 | 432430 | 396.26 | 31.90 | 50271 | 405917 | 10 | 12.00 |
| J2-10-35-4 | 19.44 | 0.00 | 1030523 | 932.39 | 64.18 | 178838 | 1532060 | 14 | 12.00 |
| J2-10-35-3 | 20.37 | 0.00 | 2149237 | 1839.77 | 138.22 | 182364 | 1984297 | 5 | 12.00 |
| J2-10-35-2 | 19.95 | 0.00 | 195338 | 223.44 | 24.55 | 26882 | 240879 | 19 | 12.00 |
| J2-10-35-1 | 21.30 | 0.00 | 287296 | 263.94 | 23.62 | 27610 | 236471 | 19 | 12.00 |
| J2-10-35-0 | 23.66 | 0.00 | 1093007 | 1251.19 | 134.47 | 155785 | 1202051 | 11 | 12.00 |
| J1-12-15-9 | 12.00 | 0.00 | 13678 | 23.74 | 2.40 | 1794 | 14828 | 28 | 6.00 |
| J1-12-15-8 | 17.00 | 0.00 | 143581 | 326.67 | 24.38 | 9895 | 89891 | 21 | 8.00 |
| J1-12-15-7 | 13.00 | 0.00 | 135682 | 206.37 | 19.31 | 13612 | 136873 | 20 | 6.00 |
| J1-12-15-6 | 14.71 | 0.00 | 1133536 | 1829.47 | 136.06 | 157573 | 1648729 | 23 | 8.00 |
| J1-12-15-5 | 13.55 | 0.00 | 1368169 | 2039.49 | 208.98 | 149769 | 1323670 | 26 | 7.00 |
| J1-12-15-4 | 17.50 | 0.00 | 646391 | 1155.98 | 97.42 | 65418 | 488509 | 27 | 8.00 |
| J1-12-15-3 | 10.93 | 0.00 | 602760 | 889.94 | 78.52 | 74640 | 675109 | 34 | 7.00 |
| J1-12-15-2 | 16.00 | 0.00 | 159673 | 264.39 | 21.53 | 15253 | 121729 | 24 | 8.00 |
| J1-12-15-1 | 14.00 | 0.00 | 978985 | 1557.73 | 157.98 | 109504 | 1132158 | 39 | 6.00 |
| J1-12-15-0 | 15.00 | 0.00 | 64039 | 123.72 | 11.19 | 6111 | 54182 | 10 | 6.00 |

### 5.3.1 Finding all the Cliques

Clique inequalities consider combinations of 3 pieces. What is needed is a subset of binary variables such that if two variables take the value 1 , then the three pieces are stacked and the pile exceeds the width of the stock sheet.

Let us consider the directed graph $G=(V, E)$. The set of vertices $V$ represents all the variables in the problem, i.e. each vertex is associated with a binary variable $b_{i j k}$, for any $i, j \in P, k \in V N F P_{i j}$. We add an arc for each pair of vertices $\left(b_{i j_{1} k_{1}}, b_{i j_{2} k_{2}}\right), i, j_{1}, j_{2} \in P$.

Then, by construction, any maximal clique of $G=(V, E)$ involves at most three pieces. Note that it is possible for a clique to involve only two pieces. We do not take into account these cliques. In order to build a clique inequality we consider the maximal cliques in graph $G=(V, E)$ which involve exactly three pieces.

Then, all the sets of three pieces and the respective subsets of binary variables needed to build a clique inequality (see theorem 2) are given by all the maximal cliques in graph $G=(V, E)$. We use the Patric and Östergård ([52]) algorithm to obtain all the maximal cliques in the graph.

### 5.3.2 SC1 algorithm

SCl is a heuristic algorithm for separating clique and cover inequalities. In a first step we choose a promising chain of pieces, i.e. the relative position of the pieces form a pile. In order to obtain the chain of pieces we solve a shortest path problem in a graph. In a second step we select the binary variables that we will consider in the inequality of each $N F P$ formed by two pieces of the chain.

We denote by $N_{\text {min }}$ the minimum number of pieces needed to exceed the width of the strip. Let $P_{\text {min }}$ be an ordered list of pieces in a non-decreasing order of width. Then, we need the first $N_{\text {min }}$ pieces of $P_{\text {min }}$ to exceed the width of the strip.

Let $w_{\text {min }}$ be the minimum width such that, when we add up the width of the $N_{\text {min }}-1$ first pieces of $P_{\text {min }}$ and $w_{\min }$, then the width of the strip is exceeded. We denote by $p_{\text {min }}$ the piece which satisfies:

- $w_{p_{\text {min }}}>w_{\text {min }}$
- There is no piece whose width is less than $w_{\min }$ and greater than $w_{p_{\text {min }}}$.

Let $N^{*}$ be the number of pieces whose width is greater than $w_{\text {min }}$.
In order to obtain a chain of pieces we build the next graph. Let $G=(V, A)$ be a directed graph represented in Figure (5.1). We denote the set of vertices by $V$ and the set of arcs by $A$.

The set of vertices is formed by $r+1$ copies of each of the $N^{*}$ widest pieces $(r \geq 3)$ in such a way that $|V|=(r+1) N^{*}$. We represent the different copies of piece $i$ by $i, i+N^{*}, i+2 N^{*}, \ldots, i+(r+1) N^{*}$. Initially we consider that $r=N_{\text {min }}$ because it makes no sense to consider fewer pieces (condition (EX) would not be satisfied). Then, we study the case $r=N_{\text {min }}+1$.

Set $A$ is formed by arcs $(i, j)$ such that $i \in\left\{t N^{*}+1, \ldots, t N^{*}+N^{*}\right\}, j \in\left\{(t+1) N^{*}+1, \ldots,(t+1) N^{*}+N^{*}\right\}$ and $p_{j-(t+1) N^{*}} \neq p_{i-t N^{*}} \forall t \in\{0, \ldots, r\}$. That is, $i$ and $j$ make reference, respectively, to the $t$ and $t+1$ copy of pieces $p_{i-t N^{*}}$ and $p_{j-(t+1) N^{*}}$, which are represented in columns $t$ and $t+1$ of the graph. Note that $i$ and $j$ have to make reference to different pieces. The cost of arc $(i, j)$ is given by:

$$
1-\sum_{k \in U_{i-t N^{*}, j-(t+1) N^{*}}} b_{i-t N^{*}, j-(t+1) N^{*}, k}^{\prime}
$$

Once the graph $G$ is generated, we calculate the $N^{*}$ shortest paths between each one of the vertices in the first column and the vertices in the last column (last copy), in such a way that the initial and the final vertices of the path represent the same piece. If there is a path whose length is lower that 2 , then the chain of pieces given by the path satisfies condition (AP) and i would be interesting to study it.

Let $\gamma=\left(i_{1}, \ldots, i_{r}, i_{1}\right)$ be the shortest path. In order to reduce the notation, we consider now that $i_{1}, \ldots, i_{r}$ make reference to the pieces and not to the copies. One of the following conditions hold:
(a) The chain given by path $\gamma$ does not repeat any pieces with the exception of piece $i_{1}$.
(b) There is a piece $i_{k}, k \neq 1$ such that it appears more than once in path $\gamma$, i.e. $\gamma=\left(i_{1}, \ldots, i_{k}, \ldots, i_{k}, \ldots, i_{r}, i_{1}\right)$.


Figure 5.1: Directed graph used to obtain the set of pieces

We do not study case (b) because the value of the binary variables is strongly reduced and the given path is not promising to find a violated inequality. We will continue studying the shortest path with other endpoints.

If case (a) holds, then we consider the chain given by the path in order to build a clique or a cover inequality (condition (AP) holds). Then, we have to check if condition (EX) is satisfied.

Path $\gamma$ provides the chain $C_{\gamma}=C\left(i_{1}, \ldots, i_{r}\right)$. We know that the following condition holds:

1. $\sum_{s=1}^{s=r} w_{i_{s}}>W$
2. $\sum_{b_{i j k} \in B^{T}} b_{i j k}>r-2$, where $B^{T}:=\bigcup_{s=1}^{s<r} U_{s(s+1)} \cup U_{r 1}$

Condition 1 shows that pieces exceed the width of the strip if they cannot overlap in the vertical direction. On the other hand, condition 2 shows that pieces form a pile because the sum of variables that we consider is greater than or equal to $r-2$. Note that we consider all possible matchings of pieces in the vertical direction because we consider all the binary variables whose slices separate both pieces in the NFP in a vertical direction.

We define $h_{e x}:=\sum_{s=1}^{s=r} w_{i_{s}}-W$ and $h_{a p}:=\sum_{b_{i j k} \in B^{T}} b_{i j k}-(r-2)$. These two numbers make reference to the slack that conditions 1 and 2 have.

Let $S:=\left(v_{12}^{t_{12}}, \ldots, v_{(r-1) r}^{t_{r-1)}}, v_{r 1}^{t_{r 1}}\right)$ be the vector of allowed overlap. Initially, as we consider all variables of subsets $U_{s(s+1)}, s=1, \ldots, r-1$ and $U_{r 1}$, then $v_{s(s+1)}^{t_{s(s+1)}}=v_{s(s+1)}^{v_{s(s+1)}}$ and $v_{r 1}^{t_{r 1}}=v_{r 1}^{v_{r 1}}$.

The chain $C_{\gamma}$ defines $r$ feasible orderings of the pieces. Each one of them can be obtained by changing the piece which is situated at the bottom of the pile, and the subsequent pieces are given by the next pieces of $C_{\gamma}$ until all the pieces are stacked. In order to obtain the ordering with more overlap in the $Y$ axis, i.e. the ordering of the $r$ pieces in such a way that the width of the pile is minimum, we have to add up all the elements of vector $S$ with the exception of the minimum value, which makes reference to the pair of pieces with less overlap allowed.

Let $s^{\prime}=\min \left\{\min _{1 \leq s<r} v_{s(s+1)}^{t_{s(s+1)}}, v_{r 1}^{t_{r 1}}\right\}$. The width of the ordering with maximum overlap, $a_{m}$, is given by:

$$
a_{m}=\sum_{s=1}^{s=r} w_{i_{s}}-\left(\sum_{s=1}^{s<r} v_{s(s+1)}^{t_{s(s+1)}}+v_{r 1}^{t_{r 1}}-s^{\prime}\right)
$$

We consider these two cases:

- If $a_{m}>W\left(\sum_{s=1}^{s<r}{\underset{s}{s(s+1)}}_{t_{s(s+1)}}+v_{r 1}^{t_{1}}-s^{\prime}<h_{e x}\right)$, then we have found a violated inequality by adding all the variables of $B^{T}$ to the inequality.
- In the case that $a_{m}<W$, then the ordering with the minimum width fits on the strip. We then try to eliminate some variables of $B^{T}$ in order to forbid certain overlaps of pieces in the vertical direction.

When we are in the second, we select one of the subsets $U^{*} \in U_{s(s+1)} \cup U_{r 1}$ and eliminate variables in the following way:
(P1) We select a set $U_{*} \in U_{s(s+1)} \cup U_{r 1}$ which has not been studied yet.
(P2) We calculate the overlap of the class of variables that we are going to eliminate as $s c^{*}=\max \left\{s^{\prime}, W-\right.$ $\left.a_{m}+\epsilon\right\}$, where $\epsilon>0$. We denote by $c^{*}$ the class which allows more overlap in such a way that the overlap is lower than or equal to $s c^{*}$. Note that we eliminate the variables which allow placements with an overlap greater than $s c^{*}$ in order to attain one of the following goals:

- The width of the minimum ordering exceeds $W$.
- The ordering with minimum width is changed.
(P3) Let $U_{1}^{*}=U_{*}^{c^{*}}$. If it is satisfied that $\sum_{b \in U_{1}^{*}} b<h_{a p}$, i.e. when variables which allow more overlap are eliminated and pieces are still stacked, then we update the sets $B^{T} \leftarrow\left(B^{T} \backslash U_{*}\right) \cup U_{1}^{*}$ y $U_{*} \leftarrow U_{1}^{*}$. In the case that condition $\sum_{b \in U_{1}^{*}} b<h_{a p}$ holds, we label all the sets as not studied. If the previous condition is not satisfied, then set $U_{*}$ is labeled as studied.
(P4) If the new chain with minimum width exceeds the width of the strip, we have found a violated inequality. Otherwise, we go back to step (P1).


### 5.3.3 SC2 algorithm

For each piece $p_{i}, i=1, \ldots, N$ we calculate:

$$
U_{i}^{*}=\left\{j \mid j \neq i, u_{i j}^{*}>\epsilon\right\}
$$

where $u_{i j}^{*}=\sum_{b_{i j k} \in U_{i j}} b_{i j k}^{*}$. Note that if $\epsilon>0.5$, then $j \in U_{i} \Rightarrow i \notin U_{j}$.
This algorithm consists in building a tree for each piece. Let $i \in P$. The nodes of the tree represent the pieces. The root node is given by piece $i$. The successors of a given node $k$ are the pieces of $U_{k}^{*}$ such that the chain given by the nodes form the root node to $k$ can generate a violated clique or cover inequality. Let $C$ be the chain of pieces from the root node ( $i$ ) to the node defined by piece $k^{\prime} \in U_{k}^{*}$. Let $\alpha_{k^{\prime}}=\sum_{p_{t} \in C} w_{t}$ and let $\delta_{k^{\prime}}$ be the maximum overlap allowed by chain $C$. Let $\beta_{k^{\prime}}=\sum_{t=1}^{|C|-1}\left(1-u_{C(t), C(t+1)}^{*}\right)$. In order to add a successor, the following conditions must be satisfied:

1. $\beta_{k^{\prime}}<\epsilon_{2}$
2. $\alpha_{k^{\prime}}-\delta_{k^{\prime}}<W$

We consider that $\epsilon=0.4$ and $\epsilon_{2}=1.7$. In a future study it could be interesting to change these parameters.

In the case that Condition 1 is satisfied and Condition 2 is not, adding the root node to $C$ we obtain a chain that produces a violated clique or cover inequality. In the case that Condition 1 is not satisfied, we reject chain $C$ and close node $k^{\prime}$.

### 5.3.4 Computational results

In Table 5.3 we can see the effect of adding the clique and cover inequalities to the Branch \& Cut algorithm. We have used instances presented in Table 1.2. We present the computational results of three algorithms. The first one, (A), adds all the clique inequalities at the beginning and then there are no separation algorithms for any type of inequality. The second algorithm, (B), separates the clique and cover inequalities using the $S C 1$ algorithm. Finally, (C) uses the $S C 2$ separation algorithm.

The first column in each algorithm shows the lower bound that the algorithm reaches after one hour. The gap is represented in the second column. The third column shows the number of nodes of the branch and cut tree. The total time is represented in the fourth column. The fifth and sixth columns show, respectively, the number of inequalities added at all the nodes and at the root node.

As happened with the previous inequalities, these separation procedures require an excessive computational effort and it does not make sense to use them in the Branch \& Cut algorithm.
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## Chapter 6

## Constructive algorithms

## Introduccion

In Chapter 3 we presented an exact algorithm for solving Nesting problems. The instances used in the tests were described in Table 1.2. Due to the great difficulty of proving optimality, the number of pieces in these instances was not larger than 16. Furthermore, we did not consider the rotations of the pieces, so the problem was easier than the general case in which some rotations can be allowed.

The Nesting instances that can be found in the literature usually have more (up to 99) pieces. With respect to rotation, there are instances for which specific angles of rotation are allowed. These angles are usually $0^{\circ}-180^{\circ}$ or $0^{\circ}-90^{\circ}-180^{\circ}-270^{\circ}$. The difficulty of solving a nesting instance increases when rotation is allowed. There are very few cases in which free rotation is permitted.

In this chapter we study different constructive algorithms based on the insertion of the pieces one at a time. In order to add a piece, a mixed integer problem is solved. We try to find the optimal insertion of a given piece, keeping the relative position fixed between the pieces already placed.

In Section 6.1 we present the core of the constructive algorithm and we make a comparison between the formulations $G O$ and $H S 2$ described in Chapter 2. In Section 6.2 we do a computational experiment considering the initial insertion of more than one piece.

An interesting approach for the insertion of one piece is the trunk insertion, described in Section 6.3. The idea is to allow certain movements on the pieces already placed while a new piece is being inserted.

Finally, we propose two different objective functions for breaking ties when for the current piece there is more than one placement which minimizes $L$. We add the coordinates of the pieces in the objective function with small coefficients. The computational tests show that the results obtained are slightly better. However, computational time increases when the objective function is more complex.

### 6.1 Initial models

In Chapter 2 we presented the mixed integer models $G O$, HS1 and HS2. The $G O$ formulation does not use Fischetti and Luzzy's slices, so when a binary variable takes the value 1 the relative position between the given pair of pieces is less restrictive. That gives more flexibility to the $G O$ model compared with $H S 2$ (or HSI). On the other hand, the $G O$ model is harder to solve to optimality, and when the set of binary variables is very large the corresponding MIP can become impossible to solve.

The core of the constructive algorithms is the optimal insertion of the pieces, one at a time, and the fixing of the relative position between all the pieces already placed. Let us suppose that there are $k$ pieces already placed into the strip and we want to place the next piece from a given list. The relative position of the $k$ pieces is fixed, so the corresponding binary variables are fixed and the number of binary variables in the model is reduced. The only binary variables that we are going to consider in order to add piece $k+1$ to the current solution belong to the $N F P$ s defined by piece $k+1$ and all the pieces already placed.

If the Nesting problem that we want to solve has a large number of pieces, then insertion of the $k^{\text {th }}$ piece requires more computational effort than insertion of the $j^{\text {th }}$ piece if $k>j$. In particular, the MIPs used for the insertion of the last pieces are much harder to solve because the piece to be inserted must be separated from all the pieces already placed, so we have to consider many $N F P \mathrm{~s}$ and the number of binary variables increases considerably.

The two models that we compare in the constructive algorithm are $G O$ and $H S 2$, because $H S 2$ works better than HS1 and uses the same slices. In both models we eliminate the inequalities defined to avoid symmetrical solutions (see Section 2.4). The objective is to insert the new piece in the optimal position, and if these inequalities are used and a piece with the same shape has already been placed, then the feasible region for the piece may be reduced considerably.

The constructive algorithmic scheme is presented in Algorithm 2, independently of the chosen model. Let $\pi=\left(i_{1}, \ldots, i_{N}\right)$ be a permutation of the pieces which defines an order for inserting them into the strip. The angle of rotation used for each piece is denoted by $o_{i}, i \in\{1, \ldots, N\}$. The vector $\theta=\left(o_{1}, \ldots, o_{N}\right)$ denotes the rotations considered for all the pieces. The set of all allowed rotations is denoted by $O=\left\{o^{1}, \ldots, o^{n_{o}}\right\}$, where $n_{o}$ represents the number of allowed rotation angles.

The initial MIP takes into account the first $n_{i n i}$ pieces and it is solved to optimality. The value of $n_{i n i}$ when we use the $H S$ model could be greater than in the $G O$ model because of the behavior of the models (see 2.5). At the first step we include the pieces $i_{1}, \ldots, i_{n_{i n i}}$.

Then, when we have a solution with the first $n_{\text {ini }}$ pieces, we fix the relative position of these pieces by fixing the binary variables of the previous MIP and then we add the next piece from $\pi$. The set of binary variables considered in the new MIP are the ones in relation to the newly added piece. In order to include the new piece in the model we have to modify the bound inequalities (see constraints (2.5), (2.6), (2.23) and (2.24)) and the non-overlapping constraints (see constraints (2.7), (2.8), (9.7) and (2.27)). Iteratively, we add the pieces one by one until piece $i_{N}$ is placed.

The MIPs are becoming harder to solve as they consider more pieces, and the difficulty of finding the optimal solution increases considerably when the instance has a large number of pieces. If at the beginning

```
Algorithm 2 Constructive algorithm
Require: \(\pi=\left(i_{1}, \ldots, i_{N}\right), \theta=\left(o_{1}, \ldots, o_{N}\right)\);
    Solve MIP with the first \(n_{i n i}\) pieces of \(\pi\);
    \(B^{n_{i n i}}=\left\{b_{i j k} \mid b_{i j k}=1\right.\) in the current solution, \(\left.i, j \leq n_{i n i}, k=1, . ., m_{i j}\right\}\)
    \(\mathrm{np}=n_{\text {ini }}\);
    while \(n p<N\) do
        Fix the binary variables \(B^{n p}\).
        \(n p++;\)
        Select \(i_{n p}\) and add it to the model;
        Solve MIP.
        \(B^{n p}=\left\{b_{i j k} \mid b_{i j k}=1\right.\) in the current solution, \(\left.i, j \leq n p, k=1, . ., m_{i j}\right\}\)
    end while
```

we consider $n_{i n i}=12$, then the model has 66 active $N F P$ s, which means that it has to deal with the binary variables defined in 66 NFPs. On the other hand, if we have already placed 66 pieces in a large instance, then the next MIP that we have to consider for inserting piece 67 also will have 66 active $N F P$ s.

To solve the MIPs we use CPLEX with a time limit of 100 seconds. If CPLEX does not prove optimality within this time, it returns the best feasible solution that it has found, but if no feasible solution is found, then the constructive algorithm fails.

Let $t_{1}, \ldots, t_{v}$ be the types of pieces, where $v$ denotes the number of different types of pieces. Each type $t_{j}$ has a number of copies in order to represent pieces with the same shape. Let $n_{j}, j=1, \ldots, v$ be the number of pieces of type $t_{j}$. The probability of selecting a given piece is

$$
P\left(t_{j}\right)=\frac{A\left(t_{j}\right)}{A(T)}
$$

where $A\left(t_{j}\right)$ denotes the area of $t_{j}$ and $A(T)$ denotes the total area of the different types of pieces. The vector $\pi$ is built iteratively, piece by piece, choosing the pieces by using the previous probability. When all the pieces of a given type are included in $\pi$, then the type is eliminated and the probabilities are recalculated.

The first computational test we have done compares the constructive algorithms with both models ( $G O$ and $H S 2$ ) and the bottom-left corner ( $B L C$ ) on the set of instances presented in Table 6.1. These instances have been obtained from Table 1.1, but we eliminate instance glass1, glass 2 and glass 3 because they are easy to solve and we also eliminate instances poly $3 b$, poly $4 b$ and poly $5 b$ in these preliminary tests. On the other hand, we add other instances by considering a different rotations of the pieces. Shapes2-0, swim0, trousers0, shirts0 correspond to shapes 2 , swim, trousers and shirts with fixed orientation. With a similar notation we have used instances poly $2 a$, poly $2 b$, poly $3 a$ and poly $4 a$ and poly $5 a$ without rotation. Instances have been grouped into three sets depending on the rotation of the pieces. The instances of each group appear ordered by a non-decreasing number of pieces.

Instances swimm0 and swimm1 have been created by reducing the number of vertices of several pieces of instance swim in such a way that a feasible solution for instances swimm0 and swimm1 are also feasible for instance swim. The average number of vertices is reduced from 21.9 to 12.8 . Instance swimm0 has the same pieces as swimm1, but rotation is not allowed.

Table 6.1: Nesting instances used in the constructive algorithms

| Instances | Types of Pieces | Number of pieces | Average of vertices | Plate width | Problem type |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Rotation: 0 |  |  |  |  |  |
| dighe2 | 10 | 10 | 4.7 | 100 | Jigsaw puzzle |
| poly1a0 | 15 | 15 | 4.6 | 40 | Artificial |
| dighe1 | 16 | 16 | 3.87 | 100 | Jigsaw puzzle |
| shapes2-0 | 4 | 20 | 7.5 | 15 | obtained from blaz1 |
| poly2a0 | 15 | 30 | 4.6 | 40 | Artificial |
| poly2b0 | 30 | 30 | 4.53 | 40 | Artificial |
| shapes0 | 4 | 43 | 8.75 | 40 | Artificial |
| poly3a0 | 15 | 45 | 4.6 | 40 | Artificial |
| swimm0 | 10 | 48 | 12.8 | 5752 | obtained from swim |
| poly4a0 | 15 | 60 | 4.6 | 40 | Artificial |
| trousers0 | 17 | 64 | 5.06 | 79 | obtained from trousers |
| poly5a0 | 15 | 75 | 4.6 | 40 | Artificial |
| shirts0 | 8 | 99 | 6.63 | 5752 | obtained from shirts |
| Rotation: 0-180 |  |  |  |  |  |
| albano | 8 | 24 | 7.25 | 4900 | Garment |
| shapes2 | 4 | 20 | 7.5 | 15 | Artificial |
| dagli | 10 | 30 | 6.3 | 60 | Garment |
| shapes1 | 4 | 43 | 8.75 | 40 | Artificial |
| swimm1 | 10 | 48 | 12.8 | 5752 | obtained from swim |
| trousers | 17 | 64 | 5.06 | 79 | Garment |
| shirts | 8 | 99 | 6.63 | 5752 | Garment |
| Rotation: 0-90-180-270 |  |  |  |  |  |
| fu | 12 | 12 | 3.58 | 38 | Artificial, convex |
| mao | 9 | 20 | 9.22 | 2550 | Garment |
| marques | 8 | 24 | 7.37 | 104 | Garment |
| jakobs1 | 25 | 25 | 5.6 | 40 | Artificial |
| jakobs2 | 25 | 25 | 5.36 | 70 | Artificial |

In Table 6.2 we have run each algorithm 20 times, building different orders of pieces $(\pi)$ and choosing the rotation of each piece $(\theta)$ randomly. For each order we call three different constructive algorithms: the first one uses the $H S 2$ formulation, called $C H S 2$, the second one uses the $G O$ formulation ( $C G O$ ) and the third one is the bottom-left corner (BLC) implemented by A.M. Gomes and J.F. Oliveira (and kindly provided by the authors).

In the constructive algorithms $C G O$ and $C H S 2$ we have considered $n_{i n i}=1$. In Section 6.2 we study the effect of changing this parameter. The objective function considered in both cases is $L$. In Section 6.4 we propose other objective functions.

We can see that the best results, in general, are obtained with the $C G O$ (GO formulation), but the computational time increases considerably when the instances have more than 30 pieces. In 18 out of 28 instances the constructive algorithm $C G O$ obtains the best average length and in 13 instances obtains the best solution. On the other hand, CHS 2 is faster than $C G O$ and in instances with a large number of pieces such as swim it is clearly better than $C G O$. In $C G O$ what happens is that $C P L E X$ cannot prove optimality in 100 seconds, so it gives an upper bound which can either be very bad or it cannot find a feasible solution at all and then the constructive algorithm fails. For instances swimm0 and swimm1, the constructive algorithm CGO only provides a feasible solution in 5 of the 20 runs and the quality is very low.

If we look at constructive algorithm $C H S 2$, we can see that the results, on average and for the best solutions, are better than the $B L C$ and its computational time is lower than $C G O$. The computational time of the
$B L C$ is not comparable because in many instances the time of one iteration is less than one second. The next computational test that we present consists in increasing the number of $B L C$ iterations in order to produce a computational effort similar to CHS2. In Table 6.3 we can see the results for the BLC in 1000 runs, while the other two constructive algorithms remain equal (20 runs, the same as Table 6.2). The third column in each algorithm represents the total time.

Table 6.2: Comparing CHS2, CGO and BLC in 20 runs

| $\begin{gathered} \text { Set of } \\ \text { Instances } \end{gathered}$ | CHS2 |  |  | CGO |  |  | BLC |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Av. L | Best L | Av. Time | Av. L | Best L | Av. Time | Av. L | Best L | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |
| dighe2 | 143.8 | 130.9 | 1.0 | 142.5 | 130.0 | 0.9 | 166.4 | 135.5 | 0.1 |
| poly1a0 | 18.2 | 16.2 | 2.7 | 17.8 | 16.8 | 3.8 | 20.0 | 17.2 | 0.1 |
| dighe1 | 143.6 | 131.7 | 2.3 | 138.0 | 122.0 | 4.2 | 170.6 | 145.7 | 0.1 |
| shapes2-0 | 30.4 | 28.9 | 19.2 | 30.0 | 28.7 | 61.1 | 31.9 | 29.9 | 0.1 |
| poly2a0 | 33.7 | 30.3 | 31.5 | 33.2 | 31.8 | 563.2 | 35.3 | 33.7 | 0.2 |
| poly2b0 | 36.4 | 34.6 | 31.0 | 35.9 | 33.0 | 495.8 | 38.2 | 36.1 | 0.6 |
| shapes0 | 70.6 | 65.0 | 36.7 | 70.4 | 64.0 | 37.4 | 69.8 | 66.0 | 0.2 |
| poly3a0 | 49.1 | 46.6 | 156.7 | 49.1 | 46.6 | 1852.9 | 51.0 | 48.4 | 0.3 |
| swimm0 | 8281.6 | 7102.0 | 1414.2 | 12365.3 | 9734.7 | 1894.1 | 7560.8 | 7253.9 | 1.1 |
| poly4a0 | 63.5 | 61.4 | 783.2 | 66.5 | 63.0 | 3058.2 | 66.1 | 63.4 | 0.4 |
| trousers0 | 296.8 | 279.4 | 223.5 | 283.9 | 266.6 | 386.9 | 286.9 | 279.8 | 0.4 |
| poly5a0 | 79.8 | 77.0 | 1643.6 | 82.0 | 77.9 | 4280.5 | 81.8 | 78.2 | 0.5 |
| shirts0 | 67.4 | 65.2 | 830.6 | 68.9 | 65.4 | 2737.5 | 68.5 | 65.1 | 0.3 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |
| albano | 11189.1 | 10721.1 | 9.7 | 11078.6 | 10337.5 | 28.6 | 11785.1 | 10661.7 | 0.4 |
| shapes2 | 30.7 | 29.4 | 18.3 | 30.4 | 28.7 | 67.8 | 32.0 | 30.0 | 0.3 |
| dagli | 66.9 | 62.7 | 11.1 | 65.4 | 63.0 | 63.5 | 72.2 | 66.9 | 0.5 |
| shapes1 | 65.7 | 61.0 | 47.3 | 68.9 | 62.0 | 42.6 | 67.2 | 63.0 | 0.4 |
| swimm1 | 8033.0 | 7249.4 | 1343.7 | 14370.9 | 7917.6 | 1835.1 | 7453.4 | 7165.8 | 2.9 |
| trousers | 283.7 | 267.9 | 199.9 | 271.6 | 261.7 | 494.0 | 277.2 | 254.7 | 1.2 |
| shirts | 67.3 | 65.0 | 807.0 | 69.1 | 66.4 | 2549.2 | 807.0 | 65.3 | 0.8 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |
| fu | 39.1 | 35.4 | 1.0 | 37.8 | 34.4 | 0.9 | 43.0 | 36.0 | 0.8 |
| mao | 2229.9 | 2048.7 | 7.6 | 2219.1 | 2061.2 | 15.5 | 2352.2 | 2148.4 | 0.9 |
| marques | 90.8 | 85.2 | 8.7 | 89.0 | 83.8 | 29.8 | 93.4 | 85.5 | 1.5 |
| jakobs1 | 14.3 | 13.0 | 4.0 | 14.2 | 13.0 | 3.0 | 14.6 | 13.0 | 0.7 |
| jakobs2 | 29.7 | 28.0 | 4.9 | 29.5 | 28.0 | 6.2 | 31.2 | 29.8 | 0.5 |

The average length of the 1000 iterations in the $B L C$ remains similar, but we can see an improvement in the best results. In Table 6.2 the BLC algorithm finds the best solution in 4 instances: shirtsO, swimml and trousers. However, if we look at Table 6.3 we can see that $B L C$ provides the best result in 16 instances and the total computational time remains lower than CHS2.

Note that CHS2 algorithm takes more than 100 seconds to build a feasible solution in the following instances:

- No rotation: poly3a0, swimm0, poly4a0, trousers0, poly5a0 and shirts0.
- Rotation (0-180): swimm1, trousers and shirts.

We call hard instances those instances for which CHS2 needs more than 100 seconds to build a feasible solution. In general, these instances have a large number of pieces. As the size of the corresponding MIP

Table 6.3: Comparing CHS2, CGO with 1000 runs of BLC

| Set of Instances | CHS2 |  |  | CGO |  |  | BLC |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Av. L | Best L | Total Time | Av. L | Best L | Total Time | Av. L | Best L | Total Time |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |
| dighe2 | 143.8 | 130.9 | 20.1 | 142.5 | 130.0 | 18.5 | 164.7 | 138.2 | 39.7 |
| poly 1a0 | 18.2 | 16.2 | 53.3 | 17.8 | 16.8 | 76.4 | 20.4 | 16.8 | 72.1 |
| dighe1 | 143.6 | 131.7 | 46.9 | 138.0 | 122.0 | 83.6 | 171.3 | 140.2 | 64.7 |
| shapes2-0 | 30.4 | 28.9 | 384.3 | 30.0 | 28.7 | 1222.2 | 31.6 | 29.0 | 57.0 |
| poly2a0 | 33.7 | 30.3 | 631.0 | 33.2 | 31.8 | 11263.2 | 35.3 | 32.2 | 102.3 |
| poly2b0 | 36.4 | 34.6 | 619.5 | 35.9 | 33.0 | 9916.5 | 38.4 | 33.6 | 310.8 |
| shapes0 | 70.6 | 65.0 | 733.4 | 70.4 | 64.0 | 748.5 | 70.5 | 65.5 | 75.6 |
| poly3a0 | 49.1 | 46.6 | 3133.8 | 49.1 | 46.6 | 37057.3 | 50.5 | 46.5 | 140.8 |
| swimm0 | 8281.6 | 7102.0 | 28284.3 | 12365.3 | 9734.7 | 37882.2 | 7540.8 | 6790.4 | 530.3 |
| poly4a0 | 63.5 | 61.4 | 15664.6 | 66.5 | 63.0 | 61164.7 | 66.0 | 61.3 | 198.2 |
| trousers0 | 296.8 | 279.4 | 4470.9 | 283.9 | 266.6 | 7738.3 | 295.5 | 272.0 | 222.4 |
| poly5a0 | 79.8 | 77.0 | 32872.7 | 82.0 | 77.9 | 85609.9 | 81.3 | 76.4 | 262.2 |
| shirts0 | 67.4 | 65.2 | 16612.2 | 68.9 | 65.4 | 54751.0 | 68.4 | 65.0 | 173.1 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |
| albano | 11189.1 | 10721.1 | 193.8 | 11078.6 | 10337.5 | 571.9 | 11628.7 | 10545.3 | 223.9 |
| shapes2 | 30.7 | 29.4 | 365.5 | 30.4 | 28.7 | 1356.0 | 31.2 | 28.4 | 161.9 |
| dagli | 66.9 | 62.7 | 222.4 | 65.4 | 63.0 | 1270.0 | 72.2 | 63.2 | 239.5 |
| shapes1 | 65.7 | 61.0 | 945.8 | 68.9 | 62.0 | 851.9 | 65.0 | 57.0 | 184.4 |
| swimm1 | 8033.0 | 7249.4 | 26874.3 | 14370.9 | 7917.6 | 36702.7 | 7311.0 | 6720.0 | 1440.7 |
| trousers | 283.7 | 267.9 | 3997.4 | 271.6 | 261.7 | 9881.0 | 281.7 | 253.5 | 609.9 |
| shirts | 67.3 | 65.0 | 16140.7 | 69.1 | 66.4 | 50983.2 | 67.1 | 63.3 | 385.8 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |
| fu | 39.1 | 35.4 | 19.5 | 37.8 | 34.4 | 19.0 | 39.8 | 33.3 | 422.7 |
| mao | 2229.9 | 2048.7 | 152.6 | 2219.1 | 2061.2 | 309.1 | 2330.4 | 1921.2 | 451.2 |
| marques | 90.8 | 85.2 | 173.2 | 89.0 | 83.8 | 595.5 | 94.7 | 83.0 | 770.6 |
| jakobs1 | 14.3 | 13.0 | 79.8 | 14.2 | 13.0 | 59.6 | 14.9 | 13.0 | 369.7 |
| jakobs2 | 29.7 | 28.0 | 97.6 | 29.5 | 28.0 | 124.8 | 30.9 | 27.8 | 262.1 |

formulation increases, then CPLEX needs more time to solve each one of the corresponding MIPs.
In what follows we are going to explore the behavior and possibilities of the HS2 model. The next sections study different options for the constructive algorithm CHS2.

### 6.2 Studying the initial number of pieces considered ( $n_{i n i}$ )

The next computational test is focused on the $n_{\text {ini }}$ parameter. We consider several instances from Table 6.1 and we build 20 solutions for each instance and for each $n_{i n i}=1, \ldots, 12$. We present three tables, one for the average lengths, another one for the length of the best solutions and finally a table for the average computational times.

In Table 6.4 we can see the average length obtained. We can see that if $n_{i n i}$ increases, then the average length is reduced, so the quality of the solutions is better.

In Table 6.5 we can see the best solution obtained in each case. In 10 of the 20 instances the best solution is found when $n_{i n i}=12$ and in 7 instances the best solution is found when $n_{i n i}=11$.

Table 6.4: Average lengths in 20 runs

|  | $n_{\text {ini }}=1$ | $n_{\text {ini }}=2$ | $n_{\text {ini }}=3$ | $n_{\text {ini }}=4$ | $n_{\text {ini }}=5$ | $n_{\text {ini }}=6$ | $n_{\text {ini }}=7$ | $n_{\text {ini }}=8$ | $n_{\text {ini }}=9$ | $n_{\text {ini }}=10$ | $n_{\text {ini }}=11$ | $n_{\text {ini }}=12$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| poly1a0 | 17.9 | 17.9 | 18.1 | 18.1 | 18.1 | 18.1 | 18 | 18.1 | 18.1 | 17.5 | 17.5 | 17.6 |
| dighe 1 | 142.9 | 142.9 | 142.9 | 141.1 | 141.7 | 140.3 | 140.4 | 137.7 | 135.7 | 132.6 | 128.9 | 129.1 |
| shapes2-0 | 30.5 | 30.5 | 30.5 | 30.4 | 30.4 | 30.3 | 30.2 | 30 | 30 | 30 | 29.8 | 29.8 |
| poly2a0 | 33.4 | 33.5 | 33.5 | 33.5 | 33.5 | 33.5 | 33.8 | 33.4 | 33.7 | 33.6 | 33.6 | 32.9 |
| poly2b0 | 36.7 | 36.7 | 36.7 | 36.7 | 36.8 | 36.8 | 36.6 | 36 | 36.2 | 35.6 | 35.9 | 35.6 |
| shapes0 | 69.5 | 69.5 | 69.5 | 69.4 | 69.3 | 69.5 | 69.3 | 69.2 | 69.1 | 69.2 | 70.6 | 69.4 |
| poly3a0 | 48.8 | 48.8 | 48.8 | 48.9 | 48.9 | 48.9 | 48.6 | 48.7 | 48.6 | 48.9 | 48.7 | 48.2 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |  |  |  |
| albano | 11189.1 | 11189.1 | 11125.7 | 11296.2 | 11255.9 | 11195.5 | 11172.6 | 11123.3 | 10984.5 | 11132 | 10978.2 | 11031.2 |
| shapes2 | 30.7 | 30.7 | 30.5 | 30.7 | 30.7 | 30.6 | 30.9 | 30.1 | 30.2 | 29.9 | 30 | 30.2 |
| dagli | 67.5 | 67.6 | 67.6 | 67.5 | 67.8 | 67.3 | 66.5 | 66.5 | 66.7 | 66.2 | 66.3 | 66 |
| shapes 1 | 67.9 | 67.9 | 67.5 | 67.3 | 67.4 | 66.4 | 66.1 | 66.3 | 66.4 | 66.8 | 65.9 | 65.7 |
| trousers | 283.4 | 282.8 | 280.8 | 282.7 | 281.2 | 285.5 | 283.4 | 281.9 | 278.4 | 278.7 | 279.7 | 275.3 |
| shirts | 66 | 66.9 | 65.8 | 66.1 | 66 | 66.5 | 66.1 | 66.2 | 66.2 | 66.1 | 65.9 | 65.5 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |  |  |  |
| fu | 39.1 | 39.1 | 39.1 | 39.1 | 38.3 | 38.1 | 37.5 | 37.6 | 36.8 | 37.1 | 36.6 | 36.6 |
| mao | 2229.9 | 2229.9 | 2229.9 | 2229.9 | 2229.9 | 2229.8 | 2244.3 | 2327.9 | 2271.8 | 2260.1 | 2264.8 | 2244.7 |
| marques | 90.7 | 90.7 | 90.8 | 91.2 | 90 | 89 | 89.5 | 88.5 | 88.9 | 87.4 | 88.8 | 89.6 |
| jakobs1 | 14.3 | 14.3 | 14.3 | 14.3 | 14.3 | 14.3 | 14.3 | 14.3 | 14.3 | 14.3 | 14.3 | 13.9 |
| jakobs2 | 29.7 | 29.7 | 29.7 | 29.7 | 29.7 | 29.7 | 29.8 | 29.7 | 29.6 | 29.8 | 29.1 | 29.3 |

Table 6.5: Best solution obtained in 20 runs

|  | $n_{\text {ini }}=1$ | $n_{\text {ini }}=2$ | $n_{\text {ini }}=3$ | $n_{\text {ini }}=4$ | $n_{\text {ini }}=5$ | $n_{\text {ini }}=6$ | $n_{\text {ini }}=7$ | $n_{\text {ini }}=8$ | $n_{\text {ini }}=9$ | $n_{\text {ini }}=10$ | $n_{\text {ini }}=11$ | $n_{\text {ini }}=12$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| poly1a0 | 16.1 | 16.1 | 16.1 | 16.1 | 16.1 | 16.1 | 16.1 | 16.1 | 16.7 | 16.4 | 16.2 | 15.8 |
| dighe 1 | 131.7 | 131.7 | 130.1 | 128.5 | 128.5 | 128.5 | 127 | 127.5 | 117.1 | 115.1 | 115 | 116.7 |
| shapes2-0 | 28.7 | 28.7 | 28.7 | 28.2 | 28.2 | 28.7 | 28.5 | 27.9 | 28.4 | 28 | 28.2 | 28 |
| poly2a0 | 31.7 | 31.7 | 31.7 | 31.7 | 31.7 | 31.7 | 31.7 | 31.2 | 31.1 | 31.2 | 31.4 | 30.4 |
| poly2b0 | 34.6 | 34.6 | 34.6 | 34.6 | 34.6 | 34.6 | 34.6 | 33 | 33.5 | 33.4 | 33.2 | 32.6 |
| shapes0 | 64.5 | 64.5 | 64.5 | 64.5 | 64.5 | 65 | 65 | 65 | 64 | 64 | 66 | 63 |
| poly3a0 | 47.6 | 47.6 | 47.6 | 47.6 | 47.6 | 47.6 | 46.1 | 46.9 | 45.9 | 46.2 | 46.9 | 46.4 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |  |  |  |
| albano | 10721.1 | 10721.1 | 10592.5 | 10721.1 | 10426.1 | 10792.8 | 10772.5 | 10461.7 | 10586.8 | 10641 | 10205.8 | 10508.1 |
| shapes2 | 28.8 | 28.8 | 28.8 | 29.3 | 29.5 | 28.8 | 28.3 | 29.2 | 27.8 | 28.6 | 28.2 | 28.1 |
| dagli | 63.5 | 63.5 | 63.5 | 63.5 | 64.2 | 63.3 | 62.5 | 62.9 | 62.5 | 63.1 | 63.3 | 62.4 |
| shapes 1 | 60 | 60 | 60 | 60 | 60 | 60 | 60 | 60 | 61 | 62 | 61 | 61 |
| trousers | 263.5 | 262 | 264.5 | 261.5 | 258.6 | 259 | 270.3 | 262.1 | 261.9 | 262 | 257 | 256.2 |
| shirts | 64 | 65.1 | 63.2 | 64.4 | 64 | 64.2 | 64 | 63.9 | 64 | 63.7 | 64.5 | 64 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |  |  |  |
| fu | 35.4 | 35.4 | 35.4 | 35 | 35.7 | 34.9 | 34.9 | 35.2 | 34.1 | 34.7 | 33 | 33 |
| mao | 2048.7 | 2048.7 | 2048.7 | 2048.7 | 2048.7 | 2066.4 | 1940.6 | 2134.8 | 2018.5 | 1976 | 1877 | 1877 |
| marques | 85.2 | 85.2 | 85.2 | 85.2 | 85 | 84.4 | 83.1 | 82.8 | 84.8 | 82 | 83.3 | 83.3 |
| jakobs1 | 13 | 13 | 13 | 13 | 13 | 13 | 13 | 13 | 13 | 13 | 13 | 13 |
| jakobs2 | 28 | 28 | 28 | 28 | 28 | 28 | 28 | 28 | 27.5 | 27.6 | 26.8 | 27.2 |

In Table 6.6 we can see the average computational time needed in each case. The time limit for the first MIP is 100 seconds.

In Figure 6.1 we show the relation between quality and computational time. Let us denote by $A v L 1$ the average length of the 20 runs with $n_{i n i}=1$. For each instance and for each $n_{\text {ini }}$, we calculate $A v L / A v L 1$. The $X$ - axis represents $n_{\text {ini }}$, the left-hand side of the $Y$ - axis represents the average of all the instances of $A v L / A v L 1$ and its right-hand side the average time.

We can observe that when $n_{i n i}$ increases, the time increases in an exponential way and the quality of the solutions improves slowly. For $n_{i n i}=1, \ldots, 6$ the quality of the solution remains practically at the same level, and when it begins to improve with $n_{i n i}=7, \ldots, 12$, then the computational time increases very sharply.

Table 6.6: Average time in 20 runs

|  | $n_{\text {ini }}=1$ | $n_{\text {ini }}=2$ | $n_{\text {ini }}=3$ | $n_{\text {ini }}=4$ | $n_{\text {ini }}=5$ | $n_{\text {ini }}=6$ | $n_{\text {ini }}=7$ | $n_{\text {ini }}=8$ | $n_{\text {ini }}=9$ | $n_{\text {ini }}=10$ | $n_{\text {ini }}=11$ | $n_{\text {ini }}=12$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| poly 1a0 | 2.4 | 2.5 | 2.3 | 2.2 | 2.4 | 2.2 | 2 | 2 | 1.9 | 3 | 22.1 | 70.7 |
| dighe1 | 2.4 | 2.4 | 2.5 | 2.2 | 2.2 | 2.4 | 3.1 | 6.7 | 18 | 47.2 | 75.9 | 90.2 |
| shapes2-0 | 18.6 | 18.6 | 18.5 | 17.2 | 17.7 | 17.8 | 38.5 | 92.7 | 112.8 | 115.7 | 116.4 | 115.2 |
| poly2a0 | 31.9 | 31.9 | 31.8 | 31.6 | 31.9 | 32 | 30 | 33.8 | 51.3 | 59.6 | 103.9 | 124.2 |
| poly2b0 | 37.5 | 37.4 | 37.2 | 38.4 | 37.6 | 36 | 36.2 | 38.8 | 49.6 | 100.4 | 121.2 | 132.3 |
| shapes0 | 37.8 | 37.6 | 37.5 | 37 | 36.8 | 36.9 | 37 | 49 | 71 | 121 | 131.6 | 139.7 |
| poly3a0 | 159.1 | 159 | 159.2 | 157.4 | 156.9 | 155.9 | 162.6 | 168.7 | 192.7 | 227.6 | 273.4 | 274.1 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |  |  |  |
| albano | 16.2 | 15 | 15.9 | 14.4 | 15.4 | 23.7 | 53.1 | 85.9 | 105.1 | 113.4 | 113.5 | 113.4 |
| shapes2 | 24.1 | 24.4 | 23.8 | 22.8 | 23.5 | 26.8 | 40.6 | 94.7 | 121.3 | 122.5 | 122.2 | 124 |
| dagli | 20.9 | 20.2 | 20.8 | 20.3 | 20.3 | 21.6 | 24.9 | 42.4 | 65.8 | 114.1 | 115.9 | 113.6 |
| shapes 1 | 62.7 | 58 | 59.2 | 58.7 | 60.2 | 59.1 | 73.5 | 69.3 | 113.2 | 139.6 | 154.6 | 158.4 |
| trousers | 184 | 187.7 | 178.1 | 183.5 | 187.8 | 190.4 | 185.9 | 196.6 | 209.3 | 211.6 | 237.4 | 277.6 |
| shirts | 966.4 | 1028.2 | 992.3 | 994.3 | 1009.1 | 936 | 1072.6 | 1034.9 | 1060.4 | 1059.9 | 1046.3 | 1066.2 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |  |  |  |
| fu | 2.4 | 2.1 | 2.2 | 1.9 | 2 | 2.1 | 2.3 | 12.9 | 27.4 | 71.9 | 100.6 | 100.3 |
| mao | 12.8 | 12.3 | 11.5 | 10.6 | 11.5 | 10.7 | 67.2 | 85.3 | 98 | 113.4 | 109.9 | 109.2 |
| marques | 15 | 14.1 | 15.6 | 13.6 | 15.9 | 13.1 | 17.9 | 40 | 76.7 | 106.9 | 110.3 | 111.2 |
| jakobs1 | 6.9 | 7 | 6.4 | 7.1 | 6.5 | 5.5 | 5.2 | 6 | 5.4 | 5.3 | 15.3 | 38.5 |
| jakobs2 | 9.7 | 10.4 | 10 | 8.6 | 7.4 | 6.6 | 7 | 9.3 | 22.5 | 51.8 | 77.1 | 95.5 |

The computational time needed to prove optimality in a Nesting Problem with 12 pieces is very high. We have considered a time limit of 100 seconds and in several problems there is no guarantee that the solution given by CPLEX is optimal. There are instances such as jakobsl or jakobs 2 for which CPLEX is able to prove optimality in less than 100 seconds, but there are other instances, such as marques, where CPLEX provides a good solution but it is not usually optimal. Therefore, in the computational tests of the next sections we are going to consider $n_{i n i}=1$.

## Instances with large and small pieces

Instances albano, trousers0, trousers, shirts0 and shirts have two definite sets of large and small pieces. We can divide the pieces of these instances into two groups according to their size. If we sort the pieces of these instances by area in a non-decreasing order, then there is a big gap between large and small pieces. The area of the smallest piece in the set of large pieces is more than 1.5 times the area of the larger piece in the set of small pieces.

For these instances we test a slightly different strategy when sorting the pieces. In a first step we are going to place the large pieces and in a second step we add the rest of the pieces. We randomize the order of the pieces within each one of these two sets, as described in the previous section.

The sets of large and small pieces in the respective instances are the following:

- albano: 10 large and 14 small pieces.
- trouser0 and trousers: 16 large and 48 small pieces.
- shirts0 and shirts: 24 large and 75 small pieces.

In Table 6.7 we can see the average lengths obtained. Note that changing parameter $n_{\text {ini }}$ does not have any effect, but if we compare these results with those presented in Table 6.4, there is a slight improvement.

In Table 6.8 we present the best results. We can see that there are no improvements when $n_{i n i}$ increases. However, these results are slightly better that the ones presented in Table 6.5.


Figure 6.1: Representation of the quality of the constructed solutions and the computational time required for different values of parameter $n_{\text {ini }}$.

The average computational time of the 20 runs is presented in Table 6.9. We can see that the algorithm requires a computational effort greater than that required by the previous version, reflected in Table 6.6.

### 6.3 Trunk insertion

In this section we present a constructive algorithm based on the movements that we make in order to arrange the trunk of a car when we slightly move some of the items already placed to make room for the next item. The idea is to select a specific set of binary variables of the pieces already placed and not to fix them, in order to allow some flexibility while a new piece is being inserted.

Let us denote a given solution by $s\left(X^{s}, Y^{s}, B^{s}, \theta_{s}\right)$, where $X^{s}=\left\{x_{1}^{s}, \ldots, x_{N}^{s}\right\}$ and $Y^{S}=\left\{y_{1}^{s}, \ldots, y_{N}^{s}\right\}$ are the coordinates of the pieces, $B^{s} \in(0,1)^{n b}$ gives the values of the binary variables, $n b$ denotes the number of binary variables in the problem and $\theta_{s}=\left\{o_{s}^{1}, \ldots, o_{s}^{N}\right\}$ gives the rotation angles used by the pieces.

Let us denote by $L P_{s}$ the linear model that is solved in order to calculate $X^{s}$ and $Y^{s}$ when binary variables $\left(b_{i j k}\right)$ are eliminated from the model by fixing their values to those in solution $s\left(b_{i j k}^{s}\right)$.

In a given iteration of the constructive algorithm presented above a solution is partially constructed. Let us denote the number of pieces already placed by $n^{\prime}$ and let $i_{\text {next }} \in P$ be the next piece to be placed. Let us

Table 6.7: Average length in 20 runs

|  | $n_{\text {ini }}=1$ | $n_{\text {ini }}=2$ | $n_{\text {ini }}=3$ | $n_{\text {ini }}=4$ | $n_{\text {ini }}=5$ | $n_{\text {ini }}=6$ | $n_{\text {ini }}=7$ | $n_{\text {ini }}=8$ | $n_{\text {ini }}=9$ | $n_{\text {ini }}=10$ | $n_{\text {ini }}=11$ | $n_{\text {ini }}=12$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| trousers0 | 273.15 | 273.83 | 274.62 | 275.89 | 274.31 | 279.02 | 271.69 | 270.76 | 271.55 | 274.56 | 272.12 | 270.76 |
| shirts0 | 67.02 | 66.73 | 66.37 | 66.40 | 66.33 | 66.72 | 66.03 | 66.22 | 66.41 | 67.44 | 66.95 | 66.88 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |  |  |  |
| albano | 11139.35 | 11059.68 | 11159.11 | 11082.44 | 11032.15 | 10967.87 | 11238.25 | 10819.72 | 11052.70 | 10977.80 |  |  |
| trousers | 264.61 | 264.36 | 267.20 | 261.08 | 266.12 | 263.87 | 266.53 | 260.55 | 257.85 | 258.02 | 260.34 | 259.41 |
| shirts | 65.60 | 65.88 | 66.34 | 66.18 | 66.33 | 66.03 | 66.03 | 66.22 | 66.15 | 65.76 | 66.31 | 65.80 |

Table 6.8: Best length in 20 runs

|  | $n_{\text {ini }}=1$ | $n_{\text {ini }}=2$ | $n_{i n i}=3$ | $n_{\text {ini }}=4$ | $n_{\text {ini }}=5$ | $n_{i n i}=6$ | $n_{\text {ini }}=7$ | $n_{i n i}=8$ | $n_{\text {ini }}=9$ | $n_{\text {ini }}=10$ | $n_{\text {ini }}=11$ | $n_{\text {ini }}=12$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| trousers0 | 261.56 | 261.56 | 265.83 | 262.38 | 261.99 | 267.42 | 260.37 | 262.75 | 259.76 | 257.18 | 259.36 | 262.75 |
| shirts0 | 64.31 | 65.17 | 64.00 | 64.45 | 64.17 | 64.90 | 63.33 | 63.99 | 64.00 | 66.07 | 65.50 | 65.30 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |  |  |  |
| albano | 10544.66 | 10544.66 | 10544.66 | 10544.66 | 10547.58 | 10636.70 | 10948.64 | 10475.61 | 10613.88 | 10606.74 |  |  |
| trousers | 250.71 | 250.71 | 250.25 | 251.16 | 252.33 | 251.69 | 249.95 | 251.93 | 249.59 | 248.44 | 250.32 | 253.11 |
| shirts | 63.81 | 64.50 | 64.94 | 64.35 | 64.17 | 63.33 | 63.33 | 63.99 | 65.06 | 64.08 | 64.30 | 64.14 |

denote the pieces already placed by $i_{1}, \ldots, i_{n^{\prime}}$.
The relative position of each pair of pieces already placed is limited by the slice used, which is activated by fixing the associated binary variable to 1 . In order to make the relative position of a given pair of pieces more flexible we allow the current slice to be changed for an adjacent slice. In what follows, we define the concept of neighborhood of one piece in a given solution and the set of adjacent slices of a given slice.

Let $i_{r}$ and $i_{t}$ be two pieces already placed in a given solution $s\left(1 \leq r<t \leq n^{\prime}\right)$. We say that piece $i_{t}$ is a neighbor by movement of piece $i_{r}$ if the distance between the reference point of piece $i_{t}$ and the limits of the active slice in the $N F P_{i, i_{r}}$-coordinate system (defined in section 2.3) is lower than $\epsilon_{s}$. This distance is defined as follows.

Let $\operatorname{Fr}\left(S_{t r}^{k}\right)$ be the boundary of slice $S_{t r}^{k}$. We denote by $\tilde{F r}\left(S_{t r}^{k}\right)$ the boundary $\operatorname{Fr}\left(S_{t r}^{k}\right)$ when we remove edges which match with the upper bound of the length of the strip $(\bar{L})$. That is, $\tilde{F} r\left(S_{t r}^{k}\right)$ could be not a polygon, but just a set of segments. In Figure 6.2, $\tilde{F r}\left(S_{t r}^{k}\right)$ is represented in blue. The limit drawn in green is given by an upper bound of the length of the strip, so if the reference point of piece $i_{t}$ is placed in the green zone, we do not consider $i_{t}$ as a neighbor by movement to piece $i_{r}$ because the movement of the pieces is being limited by $\bar{L}$.

Then, $i_{t}$ is a neighbor by movement of piece $i_{r}$ with parameter $\epsilon_{s}$ if

$$
\min _{p \in \mathscr{F} r\left(S_{t r}^{k}\right)} \operatorname{dist}\left(q_{t}, p\right) \leq \epsilon_{s}
$$

where $q_{t}$ is the placement of the reference point of $i_{t}$ in the $N F P_{i_{i} i_{r}}$-coordinate system.
We denote by $N S_{i_{r}}$ the set of pieces which are neighbors by movement of $i_{r}$. In Figure 6.3 we can see an example, where pieces which belong to $N S_{i_{r}}$ are drawn in green.

At each step of the constructive algorithm CHS2 we identify the pairs of pieces which are neighbors by movement. For each pair of neighboring pieces, instead of keeping the variable expressing their relative position fixed in the solution of the previous MIP, we consider three or more binary variables defined from

Table 6.9: Average computational time in 20 runs

|  | $n_{\text {ini }}=1$ | $n_{\text {ini }}=2$ | $n_{\text {ini }}=3$ | $n_{\text {ini }}=4$ | $n_{\text {ini }}=5$ | $n_{\text {ini }}=6$ | $n_{\text {ini }}=7$ | $n_{\text {ini }}=8$ | $n_{\text {ini }}=9$ | $n_{\text {ini }}=10$ | $n_{\text {ini }}=11$ | $n_{\text {ini }}=12$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |  |  |  |
| trousers0 | 314.96 | 324.01 | 285.99 | 300.31 | 288.36 | 257.37 | 384.46 | 408.68 | 440.64 | 410.73 | 408.72 | 480.94 |
| shirts0 | 1092.22 | 1150.65 | 1202.56 | 1193.52 | 1131.84 | 1200.20 | 1251.41 | 1200.74 | 1252.38 | 1452.36 | 1417.20 | 1294.38 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |  |  |  |
| albano | 14.36 | 14.31 | 13.38 | 13.63 | 15.08 | 49.57 | 112.13 | 112.52 | 112.23 | 112.65 |  |  |
| trousers | 302.21 | 313.45 | 290.50 | 385.44 | 315.00 | 337.06 | 341.45 | 461.31 | 474.67 | 461.87 | 453.86 | 462.99 |
| shirts | 1104.09 | 1132.77 | 1131.33 | 1166.95 | 1131.84 | 1251.41 | 1251.41 | 1200.74 | 1254.09 | 1232.15 | 1258.72 | 1258.58 |



Figure 6.2: Boundary of slice $b_{i_{r} i_{l}}$.
the respective $N F P$, such that their corresponding slices share part of the boundary of the current slice, i.e. we allow their relative position to be changed by an adjacent slice.

In Figure 6.4 we can see an example. Let us consider that pieces $i$ and $j$ are neighbors and let $b_{i j k_{1}}$ be the binary variable whose associated slice $S_{i j k_{1}}$ is used. In the next step of the constructive algorithm $C H S 2$, instead of fixing variable $b_{i j k_{1}}=1$ we add equality $b_{i j k_{1}}+b_{i j k_{2}}+b_{i j k_{3}}=1$.

We call the combination of the optimal insertion of one piece and the previous relaxation of the relative position of two neighboring pieces trunk insertion. The constructive algorithm considering trunk insertion is called CHS2-TI.

Therefore, in a given iteration of the constructive algorithm $C H S 2-T I$, we have more binary variables than in CHS 2 because additionally we allow some of the pieces already placed to be reallocated. Thus the corresponding MIPs are harder to solve.

In Figure 6.5 we can see an example of a trunk insertion in the third iteration of the constructive algorithm CHS2-TI applied on instance fu. Initially, 3 pieces are placed. Then, in order to arrange the next piece from the list $\pi$, piece 9 , we allow certain movements of pieces 4,6 and 12 that CHS 2 does not contemplate. We can see that the relative position of pieces 4 and 12 has changed while piece 9 is being inserted.

In Table 6.10 we can see the comparison between $C H S 2$ and $C H S 2-T I$. We have chosen 5 instances,


Figure 6.3: $N S_{i_{r}}$ considering $\epsilon_{s}=0.1$.


Figure 6.4: Relaxing the relative position.
from 12 to 43 pieces, with different types of rotations and with each constructive algorithm we have built 20 solutions.

On the one hand the solutions obtained by CHS2-TI are much better, both on average and in the best length, than the results obtained by CHS2. On the other hand, the time increases considerably, requiring more than 1000 seconds per iteration in instances with 43 pieces (shapes0 and shapesl).

### 6.4 Alternative objective functions

The objective function used in constructive algorithms CHS2 and CHS2-TI does not take into account the coordinates of the reference point of the pieces, but only considers the length of the strip ( $L$ ). There are situations in which there are many places to insert a new piece such that the solution is optimal. In such situations the constructive algorithm allows CPLEX to choose one of the optimal solutions. In this section we are going to study different objective functions for placing the pieces, not only considering the length of the strip, but also the coordinates of the pieces.

$L=14.0$

$L=17.3$

Figure 6.5: Instance fu: Trunk insertion of piece 9. Relative position between pieces 4 and 12 is modified while piece 9 is being inserted.

Table 6.10: Comparing CHS2 and CHS2-TI

|  |  | CHS2 |  |  | CHS2- |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instances | Av. L | Best L | Total Time | Av. L | Best L | Total Time |
| Rotation: 0 |  |  |  |  |  |  |
| poly1a | 18.2 | 16.2 | 2.7 | 16.5 | 15.3 | 30.9 |
| shapes0 | 70.6 | 65.0 | 36.7 | 64.6 | 62.0 | 1183.1 |
| Rotation: 0-180 |  |  |  |  |  |  |
| albano | 11189.1 | 10721.1 | 9.7 | 10642.3 | 10314.1 | 128.3 |
| shapes1 | 65.7 | 61.0 | 47.3 | 59.5 | 58.0 | 1100.6 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |
| fu | 39.2 | 35.4 | 1.0 | 36.7 | 33.4 | 1.9 |

The objective function that we are going to consider has the following form:

$$
\begin{equation*}
\min L+\epsilon_{1} \sum_{i=1}^{N} x_{i}+\epsilon_{2} \sum_{i=1}^{N} y_{i} \tag{6.1}
\end{equation*}
$$

where $\epsilon_{1}$ and $\epsilon_{2}$ are parameters to be defined.

In order to balance instances which have pieces with a length of more than 100 units (e.g, albano, mao), we transform the data by dividing the width and all the coordinates of the pieces by a multiple of 10 in such a way that no length is greater than 100.

FO1: $\epsilon_{1}=0.001$ and $\epsilon_{2}=0$
This objective function places the pieces as close as possible to the $Y$-axis. Note that the main part of the objective function is the minimization of the length of the stock sheet, and only in the case that there are several places to choose for the position of a piece such that the length is not modified, is the model going
to place the piece such that the $X$ coordinate is as low is possible.

FO2: $\epsilon_{1}=0.001$ and $\epsilon_{2}=0.001$
If we consider this objective function, then an attempt is made to place pieces as close as possible to the origin (the bottom-left corner of the strip). In fact, smaller pieces have more preference for being placed closer to the origin than larger ones.

We denote by $F O 0$ the objective function which considers just the length of the strip ( $\epsilon_{1}=0$ and $\epsilon_{2}=0$ ).
In Table 6.11 we make the comparison of the constructive algorithm CHS2 with the two objective functions described above, $F O 1$ and $F O 2$. Table 6.2 shows the computational results of $C H S 2$ with objective function $F O O$. We can observe that objective function $F O 2$ obtains the best length average in 7 of 14 instances, followed by objective function $F O 1$ which obtains the best average in 6 instances. Objective function FOO obtains the best average length on instance dagli. If we look at the best solution obtained in the 20 runs, objective functions $F O 1$ and $F O 2$ find the best solution in 8 instances, in contrast with considering just the length of the strip, FOO, which finds the best solution in 2 instances.

Table 6.11: Comparing objective functions in CHS2

| Instances | CHS2-FO1 |  |  | CHS2-FO2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Av. L | Best L | Av. Time | Av. L | Best L | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |
| dighe2 | 143.3 | 108.7 | 1.0 | 146.0 | 130.0 | 1.1 |
| poly1a | 18.1 | 16.0 | 2.6 | 17.6 | 16.3 | 4.0 |
| dighe1 | 143.8 | 129.9 | 2.8 | 147.0 | 130.1 | 2.8 |
| shapes0 | 67.9 | 64.0 | 70.5 | 69.0 | 64.0 | 67.1 |
| Rotation: 0-180 |  |  |  |  |  |  |
| albano | 11074.4 | 10434.4 | 13.8 | 11133.6 | 10491.6 | 13.9 |
| shapes2 | 30.4 | 28.2 | 24.1 | 30.2 | 28.2 | 24.4 |
| dagli | 67.0 | 63.5 | 16.0 | 66.7 | 64.1 | 17.6 |
| shapes1 | 65.7 | 62.0 | 69.2 | 65.3 | 61.0 | 68.4 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |
| fu | 38.6 | 35.1 | 1.1 | 38.1 | 35.0 | 1.1 |
| mao | 2258.4 | 1939.3 | 9.6 | 2190.6 | 1916.6 | 13.7 |
| marques | 89.3 | 84.0 | 12.5 | 89.7 | 83.6 | 14.9 |
| jakobs1 | 14.1 | 12.9 | 4.8 | 13.9 | 12.9 | 5.7 |
| jakobs2 | 29.2 | 27.0 | 5.2 | 29.3 | 27.3 | 6.3 |

In Table 6.12 we present the comparison of the constructive algorithm $H S 2-T I$ with the two objective functions $F O 1$ and $F O 2$. Table 6.10 shows the computational results of $H S 2-T I$ with objective function $F O O$.

We can see that in three instances, polyla0, albano and fu, the best average length is obtained by objective function FO2. However, the computational time increases with respect to FOO. In the two remaining instances the best average is obtained with $F O O$ (see Table 6.1). The best lengths in instances polyla0 and $f u$ are obtained with $F O 0$, in instance shapes 0 it is obtained with $F O 1, L=60.43$, and in instance albano the best solution is obtained with $F O 2$. The best solution of instance shapes 1 , with $L=57.33$, is obtained

Table 6.12: Comparing objective functions in CHS2-TI

|  | CHS2-TI - FO1 |  |  | CHS2-TI - FO2 |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| Instances | Av. L | Best L | Av. Time | Av. L | Best L | Av. Time |  |
| Rotation: 0 |  |  |  |  |  |  |  |
| poly1a0 | 16.40 | 15.44 | 25.32 | 16.34 | 15.60 | 30.71 |  |
| shapes0 | 64.75 | 60.43 | 1614.00 | 68.41 | 64.00 | 1519.13 |  |
| Rotation: 0-180 |  |  |  |  |  |  |  |
| albano | 10592.49 | 10317.27 | 178.74 | 10582.73 | 10174.45 | 196.28 |  |
| shapes1 | 60.95 | 57.33 | 1527.75 | 62.16 | 57.33 | 1365.80 |  |
| fu | 36.58 | 35.16 | 2.1209 | 36.27 | 33.68 | 2.26 |  |

with FO 1 and FO 2 .

In general, the computational time of the constructive algorithms when the objective function are FO1 and $F O 2$ is greater than the constructive algorithms with $F O O$.

### 6.5 Conclusions

The constructive algorithms presented in this chapter use a mathematical model which is hard to solve and the required computational time increases considerably if we compare it with the bottom-left corner algorithm (BLC).

On the other hand, the results given show that the quality of solutions of the constructive algorithms using model $H S 2$ is better than the $B L C$. Model $G O$ obtains good solutions but the computational time and the complexity of solving the corresponding MIPs increases too much in instances with a large number of pieces, and the algorithm could fail.

Trunk Insertion is an interesting approach and the solutions obtained using it are the best ones obtained in all the constructive algorithms. For instance, the best known solution of instance shapes 0 is $L=58$ and, with this algorithm, a solution of 60.43 is constructed. The problem of trunk insertion is the computational time required to build a solution.

## Chapter 7

## Different approaches to the Local Search

In Chapter 6 we studied constructive algorithms using different mathematical models with different objective functions. The computational study showed that the fastest algorithm is the Bottom-Left Corner (BLC) implemented by Gomes and Oliveira. In this chapter we present different movements with the objective of designing an efficient local search procedure.

Each section of this chapter presents a different local search movement based on the HS2 model. The initial solution is built with the $B L C$ algorithm.
In Section 7.1 we present the $n$-insertion movement. The case in which $n=1,1$-insertion, is similar to the optimal insertion used in the constructive algorithm CHS 2 presented in Chapter 6.

In Section 7.2 we study a Compaction procedure. In this movement each piece maintains its position relative to all the other pieces, though it can be modified slightly.

In Section 7.3 we study the $k$-compaction, which is the combination of the $k$-insertion and the Compaction movements. There is a strong relation between the 1 -compaction and trunk insertion presented in Section 6.3. The 1 -compaction requires a great computational effort, so we propose a simplification of the movement in a two-step procedure. First we do the compaction without the pieces selected for insertion, and then we add the pieces using the 1 -insertion movement.

Finally, in Section 7.4 we study different criteria based on the objective functions described in the previous chapter in order to modify the current solution more frequently.

The set of instances that we are going to consider to test the different types of movements of the local search is presented in Table 7.1. For each one of these instances we build 20 solutions for which the order of the pieces is randomly chosen with probabilities weighted by area. The rotation angles are also randomly chosen. The initial solution is the same in each one of the iterations for each instance.

## 7.1 n-insert

The core of this movement is the optimal re-insertion of a subset of $n$ pieces. We are going to consider the $n$-insertion with $n=1, n=2$ and $n=3$. In each one of these cases we consider different objective functions

Table 7.1: Nesting instances used in the local search study

| Instances | Types of Pieces | Number of pieces | Average of vertices | Plate width | Problem type |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Rotation: 0 |  |  |  |  |  |
| dighe2 | 10 | 10 | 4.7 | 100 | Jigsaw puzzle |
| poly1a | 15 | 15 | 4.6 | 40 | Artificial |
| dighel | 16 | 16 | 3.87 | 100 | Jigsaw puzzle |
| shapes0 | 4 | 43 | 8.75 | 40 | Artificial |
| Rotation: 0-180 |  |  |  |  |  |
| albano | 8 | 24 | 7.25 | 4900 | Garment |
| shapes2 | 4 | 20 | 7.5 | 15 | Artificial |
| dagli | 10 | 30 | 6.3 | 60 | Garment |
| shapes1 | 4 | 43 | 8.75 | 40 | Artificial |
| Rotation: 0-90-180-270 |  |  |  |  |  |
| fu | 12 | 12 | 3.58 | 38 | Artificial, convex |
| mao | 9 | 20 | 9.22 | 2550 | Garment |
| marques | 8 | 24 | 7.37 | 104 | Garment |
| jakobs1 | 25 | 25 | 5.6 | 40 | Artificial |
| jakobs2 | 25 | 25 | 5.36 | 70 | Artificial |

and different strategies for choosing the pieces to be re-inserted.

Let $s\left(X^{s}, Y^{s}, O^{s}\right)$ be a solution of a given nesting problem. Vectors $X^{s}=\left(x_{1}^{s}, \ldots, x_{N}^{s}\right)$ and $Y=\left(y_{1}^{s}, \ldots, y_{N}^{s}\right)$ denote the coordinates of the reference point of the pieces and vector $O=\left(o_{1}^{s}, \ldots, o_{N}^{s}\right)$ denotes the rotation angle used by the pieces.

Each solution $s\left(X^{s}, Y^{s}, O^{s}\right)$ is associated with an $H S 2$ model defined by the vector of rotations $O^{s}$. We denote by $M I P^{s}$ the model defined by the solution $s$. Furthermore, given $s$, for each pair of pieces, $i, j$, we can identify the slice in which the reference point of $j$ lies relative to $i$ and then we can determine which binary variable associated with $N F P_{i j}$ takes the value 1 . The identification is not necessarily unique, because the reference point of piece $j$ may lie on the border of more than one slice. We denote this set of binary variables by $B_{s}$.

If we solve the corresponding linear problem with the binary variables of $B_{s}$ set to the value 1 , we obtain a solution $s^{\prime}$ satisfying $L_{s^{\prime}} \leq L_{s}$, where $L_{s}$ and $L_{s^{\prime}}$ denote the length of solutions $s$ and $s^{\prime}$, respectively.

We denote by $N_{n}\left(i_{1}, \ldots, i_{n} ; o_{1}, \ldots, o_{n}\right)$ the optimal reinsertion of pieces $i_{1}, \ldots, i_{n}$ with angles of rotation $o_{1}, \ldots, o_{n}$, respectively. In order to complete $N_{n}\left(i_{1}, \ldots, i_{n} ; o_{1}, \ldots, o_{n}\right)$, we solve an MIP model, denoted by $\operatorname{MIP}^{s}\left(i_{1}, \ldots, i_{n} ; o_{1}, \ldots, o_{n}\right)$.

In the next subsection we explain the structure of the model $\operatorname{MIP}^{s}\left(i_{1}, \ldots, i_{n} ; o_{1}, \ldots, o_{n}\right)$. The relative position between pieces $i_{1}, \ldots, i_{n}$ and all the other pieces in the problem has to be free, that is, the model is going to choose the best relative position of pieces $i_{1}, \ldots, i_{n}$. However, the relative position between pieces of $P_{R}=P \backslash\left\{i_{1}, \ldots, i_{n}\right\}$ is going to be fixed, so binary variables from $B_{s}$ which separate pieces of $P_{R}$ are fixed to 1 in the model.

### 7.1.1 1-insertion

Let $i \in P$ be a given piece and let us denote by $N_{1}(i)$ the optimal insertion of piece $i$ having studied the different rotations. This movement is done by solving several mixed linear problems MIPs, as many as the allowed rotations of piece $i$. Each one of the MIPs considered is denoted by $\operatorname{MIP}\left(i, o_{i}\right)$, where $o_{i}$ denotes the rotation angle of piece $i$.

In order to complete $N_{1}(i)$, we have to solve the corresponding $M I P\left(i, o_{i}\right)$ for each $o_{i} \in O$. The best solution obtained is the optimal insertion of piece $i$. Note that the placement of piece $i$ after the $N_{1}(i)$ movement can be its previous position, which means that no change has been made in the solution.

Let us suppose that the rotation of piece $i$ is changed from angle $o_{i}$ to $o_{i}^{\prime}$. The construction of $M I P\left(i, o_{i}^{\prime}\right)$ is not immediate, because we have to rotate piece $i$ in the current model. Let us denote the previous MIP ( $o_{i}$ is the previous rotation of $i$ ) by $\operatorname{MIP}^{\prime}\left(i ; o_{i}\right)$. All binary variables in the entire problem are considered (no relative position between any pair of pieces is fixed). Then, to build $M I P\left(i, o_{i}^{\prime}\right)$, we have to modify the following components of $M I P\left(i ; o_{i}\right)$ :

- Non-overlapping constraints (9.7). The $N F P$-constraints to be considered are those formed by the relative position of piece $i$ to the rest of the pieces. Note that $N F P_{i j}, \forall j \in P \backslash\{i\}$ could change when piece $i$ is rotated. For all pairs of pieces $j_{1}, j_{2} \in P \backslash\{i\}$, the non-overlapping constraints do not change.
- The lifted bound constraints (2.23) and (2.24). These constraints also consider the interaction between each pair of pieces and use the $N F P \mathrm{~s}$. Then, if an $N F P$ is modified, the corresponding lifted bound constraints have to be recalculated.
- It is possible that we need more binary variables. The new $N F P$ s between piece $i$ and the other pieces can be more complex, their outer regions can have more slices and then more binary variables would be needed for the MIP model.

Once piece $i$ is rotated, we have to eliminate binary variables corresponding to $N F P_{j k}, j \neq i, k \neq i$ by fixing the corresponding relative position of pieces $j$ and $k$ given in the previous solution.

The first computational experiment that we are going to do consists in applying $N_{1}(i), \forall i \in P$, stopping when no improvement is found, using the scheme in Algorithm 3.

In Table 7.2 we can see the computational results of the 1 -insert movement with three different objective functions. The first objective function, $F O 0$, is the length of the strip ( $L$ ). The second objective function, FO1, also considers the $X$-coordinate of the pieces and tries to place the pieces as much as possible at the beginning of the strip. The third objective function considers both coordinates of each piece. These objectives functions are defined in Section 6.1, where $\epsilon_{1}=0.001$ and $\epsilon_{2}=0.001$.

The average percentage of improvement obtained using $F O 0$ is slightly lower (7.91\%) than that obtained using objective functions $F O 1$ and $F O 2$, which get very similar results ( $8.34 \%$ and $8.41 \%$ respectively). The use of these functions has a positive effect on the performance of the insertion move. However, it increases the computational times, an effect already observed in Chapter 6.

The next computational test consists in checking the linear problem in which the piece to be re-inserted is eliminated from the model. If the solution to this linear problem does not improve the solution for the

```
Algorithm 3 1-insertion movement
Require: \(s_{c}=\left(X^{s_{c}}, Y^{s_{c}}, B^{s_{c}}, \theta_{s_{c}}\right)\);
    while \(s_{c}\) improve do
        Build \(\pi\) randomly (order of pieces to be re-inserted);
        for \(i=1, \ldots, N\) do
            PIECE \(=\pi(i)\);
            \(N 1_{1}\) (PIECE);
            if Find best solution then
                Update solution \(s_{c}\);
            end if
        end for
    end while
```

initial complete model, then it is not necessary to re-insert the piece because it cannot produce any improvement and we have to consider other pieces for reinsertion. We call the model without the piece to be re-inserted and with all the binary variables fixed the reduced linear problem. The results are presented in Table 7.3. The solutions obtained do not always match the ones given in Table 7.2 because CPLEX does not always give the same solutions, because it depends on the MIPs solved before the insertion.

We can see that checking the reduced linear problem before re-insertion reduces the computational effort considerably.

Table 7.2: Performance of 1-insert with different objective functions

| Instances | 1-insert-FOO |  |  | 1-insert-FO1 |  |  | 1-insert-FO2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |
| dighe2 | 17.91 | 107.76 | 1.92 | 16.78 | 124.26 | 2.17 | 16.83 | 126.59 | 2.17 |
| poly1a | 12.48 | 16.37 | 4.59 | 14.34 | 16.23 | 7.03 | 13.32 | 16.27 | 8.03 |
| dighe 1 | 11.32 | 129.52 | 5.92 | 11.07 | 128.43 | 8.83 | 9.92 | 128.33 | 7.31 |
| shapes0 | 2.64 | 67.00 | 22.33 | 3.19 | 67.00 | 99.51 | 3.11 | 66.87 | 120.00 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |
| albano | 5.32 | 10297.30 | 85.56 | 6.12 | 10297.82 | 110.94 | 6.75 | 10260.16 | 141.25 |
| shapes2 | 5.49 | 29.00 | 62.09 | 5.63 | 28.17 | 75.81 | 5.69 | 28.50 | 82.70 |
| dagli | 9.34 | 65.04 | 100.79 | 10.27 | 64.17 | 117.51 | 10.83 | 62.79 | 139.54 |
| shapes1 | 3.09 | 61.00 | 184.63 | 3.61 | 60.00 | 227.19 | 3.75 | 60.00 | 248.90 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |
| fu | 11.70 | 33.40 | 5.53 | 11.87 | 33.00 | 5.48 | 12.12 | 33.00 | 6.31 |
| mao | 6.96 | 1942.06 | 81.41 | 7.56 | 1942.82 | 94.52 | 7.66 | 1942.37 | 101.23 |
| marques | 6.22 | 82.55 | 149.42 | 7.49 | 82.14 | 202.20 | 8.22 | 80.86 | 255.83 |
| jakobs1 | 4.59 | 13.00 | 3.30 | 4.59 | 13.00 | 6.29 | 4.76 | 13.00 | 7.21 |
| jakobs2 | 5.80 | 28.00 | 4.61 | 5.86 | 28.00 | 8.97 | 6.31 | 27.50 | 11.01 |
| Average | 7.91 |  | 54.78 | 8.34 |  | 74.34 | 8.41 |  | 87.04 |

Table 7.3: Performance of 1-insert when the reduced linear problem is previously solved

| Instances | 1-insert-FOO |  |  | 1-insert-FO1 |  |  | 1-insert-FO2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |
| dighe2 | 17.97 | 107.76 | 2.49 | 17.39 | 124.26 | 2.80 | 17.44 | 123.03 | 2.58 |
| poly1a | 12.84 | 16.37 | 5.53 | 13.92 | 16.23 | 6.18 | 13.20 | 16.27 | 6.85 |
| dighe1 | 11.49 | 129.43 | 8.15 | 10.07 | 128.43 | 8.27 | 9.84 | 128.06 | 7.93 |
| shapes0 | 2.75 | 67.00 | 39.46 | 3.05 | 67.00 | 50.26 | 3.03 | 67.00 | 52.42 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |
| albano | 5.22 | 10358.98 | 52.20 | 6.25 | 10299.48 | 83.56 | 5.99 | 10257.72 | 76.56 |
| shapes2 | 5.39 | 28.83 | 48.89 | 6.05 | 28.17 | 53.34 | 6.06 | 28.50 | 55.50 |
| dagli | 9.16 | 63.95 | 64.03 | 9.39 | 62.52 | 66.26 | 10.24 | 64.26 | 81.27 |
| shapes1 | 3.31 | 61.00 | 59.54 | 3.68 | 61.00 | 81.45 | 3.53 | 60.00 | 80.52 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |
| fu | 11.17 | 33.40 | 3.60 | 11.53 | 33.00 | 4.00 | 12.03 | 33.00 | 4.74 |
| mao | 6.70 | 1949.00 | 43.80 | 7.96 | 1942.77 | 55.61 | 7.34 | 1942.52 | 58.87 |
| marques | 6.03 | 82.55 | 64.49 | 7.25 | 82.60 | 106.38 | 7.53 | 82.14 | 125.03 |
| jakobs1 | 4.59 | 13.00 | 4.71 | 4.59 | 13.00 | 4.60 | 4.76 | 13.00 | 5.28 |
| jakobs2 | 5.94 | 28.00 | 6.31 | 6.16 | 27.50 | 6.94 | 6.01 | 28.00 | 8.40 |
| Average | 7.89 |  | 31.01 | 8.25 |  | 40.74 | 8.23 |  | 43.54 |

### 7.1.2 2-insertion

The 2 -insertion tries the reallocation of a pair of pieces. We randomly choose a pair of pieces and eliminate the relation of both pieces to all the other pieces. This means that we consider more binary variables than in the 1 -insertion and the corresponding MIPs are harder to solve to optimality.

Let us denote by $N_{2}\left(i, j ; o_{i}, o_{j}\right)$ the optimal insertion of pieces $i$ and $j$ at once with a random rotation. The MIPs that we need to solve in order to complete the $N_{2}(i, j)$ movement are denoted by $\operatorname{MIP}\left(i, j ; o_{i}, o_{j}\right)$, $\left(o_{i}, o_{j}\right) \in O x O$.

In order to rotate a piece in the model we have to modify the constraints described in the 1 -insertion. Since in the 2-insertion we have to rotate two pieces, we do it iteratively. The rotation angles are obtained randomly.

It could be interesting to choose a promising pair of pieces to be reallocated, but initially we study $10 \%$ of all the pairs of pieces using a random selection.

We consider the three different objective functions defined in Section 6.4. In Table 7.4 we can see that the best average results are obtained with the objective function FO2. In all cases the improvement percentages are clearly higher than in the 1 -insertion, but we need more computational time to complete the 2 -insertion.

As in the 1 -insertion, we are going to check whether the linear problem considered by dropping the two pieces to be reinserted improves the given objective function. If there is no improvement, we do not complete the 2 -insertion of the given pair of pieces. In Table 7.5 we can see that when checking the linear problems, the total computational time is reduced.

Table 7.4: Performance of 2-insert with different objective functions

| Instances | 2-insert-FOO |  |  | 2-insert-FO1 |  |  | 2-insert-FO2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |
| dighe2 | 24.51 | 100.00 | 10.78 | 25.92 | 100.00 | 10.72 | 25.15 | 100.00 | 11.13 |
| poly1a | 18.83 | 15.44 | 33.62 | 20.05 | 14.97 | 51.71 | 20.70 | 15.62 | 67.22 |
| dighe1 | 16.48 | 125.22 | 37.55 | 16.81 | 128.33 | 42.18 | 17.29 | 122.72 | 49.85 |
| shapes0 | 3.93 | 65.00 | 80.44 | 4.67 | 64.00 | 567.72 | 4.11 | 66.00 | 570.35 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |
| albano | 6.72 | 10413.14 | 153.56 | 7.44 | 10243.85 | 217.62 | 7.52 | 10185.82 | 230.28 |
| shapes2 | 9.11 | 27.16 | 156.65 | 10.12 | 27.62 | 207.63 | 9.69 | 27.77 | 190.84 |
| dagli | 12.64 | 61.08 | 222.96 | 12.85 | 60.00 | 262.46 | 12.99 | 61.57 | 302.97 |
| shapes1 | 4.05 | 62.00 | 456.54 | 3.94 | 60.00 | 796.95 | 3.86 | 60.00 | 613.32 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |
| fu | 16.92 | 32.69 | 12.02 | 18.36 | 33.00 | 15.76 | 17.18 | 32.87 | 12.41 |
| mao | 9.46 | 1888.48 | 204.34 | 9.65 | 1946.41 | 245.86 | 10.57 | 1934.83 | 251.34 |
| marques | 7.11 | 82.55 | 160.80 | 8.61 | 82.56 | 238.42 | 8.97 | 82.00 | 284.48 |
| jakobs1 | 8.06 | 12.00 | 9.82 | 6.54 | 12.44 | 39.75 | 7.98 | 12.50 | 31.05 |
| jakobs2 | 8.19 | 26.50 | 16.60 | 8.10 | 27.00 | 56.08 | 8.15 | 27.00 | 48.38 |
| Average | 11.23 |  | 119.67 | 11.77 |  | 211.76 | 11.86 |  | 204.89 |

Table 7.5: Performance of 2-insert with FOO when the reduced linear problem is solved

| Instances | 2-insert-FOO |  |  | 2-insert-FO0 checking LP |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% Imp | L best | Av. Time | \% Imp | L best | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |
| dighe2 | 24.51 | 100.00 | 10.78 | 23.44 | 100.00 | 12.88 |
| poly1a | 18.83 | 15.44 | 33.62 | 19.73 | 15.50 | 40.37 |
| dighe1 | 16.48 | 125.22 | 37.55 | 18.33 | 120.82 | 52.58 |
| shapes0 | 3.93 | 65.00 | 80.44 | 3.76 | 66.00 | 123.88 |
| Rotation: 0-180 |  |  |  |  |  |  |
| albano | 6.72 | 10413.14 | 153.56 | 6.81 | 10402.15 | 173.86 |
| shapes2 | 9.11 | 27.16 | 156.65 | 10.33 | 27.42 | 176.39 |
| dagli | 12.64 | 61.08 | 222.96 | 11.40 | 61.65 | 152.49 |
| shapes1 | 4.05 | 62.00 | 456.54 | 3.62 | 61.00 | 138.66 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |
| fu | 16.92 | 32.69 | 12.02 | 17.92 | 33.00 | 12.37 |
| mao | 9.46 | 1888.48 | 204.34 | 9.17 | 1949.00 | 129.97 |
| marques | 7.11 | 82.55 | 160.80 | 8.16 | 82.55 | 113.51 |
| jakobs1 | 8.06 | 12.00 | 9.82 | 6.73 | 13.00 | 10.73 |
| jakobs2 | 8.19 | 26.50 | 16.60 | 7.72 | 27.00 | 22.30 |
| Average | 11.23 |  | 119.67 | 11.32 |  | 89.34 |

### 7.1.3 3-insertion

The idea is the same as the previous movements. We denote the optimal reinsertion of three pieces by $N_{3}(i, j, k)$.

We randomly choose $1 \%$ of all the sets of three pieces and we randomly choose the rotation of each piece. In Table 7.6 we can see the computational results of the 3-insertion movement. The average improvement is increased in relation to the 2-insertion, but the computational time increases considerably.

Table 7.6: Performance of 3-insert with different objective functions

| Instances | 3-insert-FOO |  |  | 3-insert-FO1 |  |  | 3-insert-FO2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |
| dighe2 | 28.07 | 100.00 | 23.60 | 29.97 | 100.00 | 25.50 | 27.75 | 100.00 | 22.58 |
| poly1a | 24.33 | 15.12 | 92.18 | 24.49 | 14.84 | 108.18 | 23.17 | 15.39 | 107.13 |
| dighe1 | 20.48 | 122.59 | 84.70 | 19.82 | 125.56 | 76.87 | 20.16 | 118.85 | 78.01 |
| shapes0 | 6.49 | 64.00 | 1215.96 | 9.24 | 62.00 | 4494.49 | 8.04 | 61.00 | 3821.27 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |
| albano | 10.28 | 9931.25 | 1827.24 | 9.51 | 10131.77 | 1407.52 | 7.92 | 10170.82 | 1231.73 |
| shapes2 | 14.18 | 26.20 | 5899.70 | 15.39 | 26.50 | 6524.60 | 14.28 | 26.50 | 6396.90 |
| dagli | 9.74 | 59.87 | 5233.78 | 9.41 | 60.20 | 5592.14 | 8.83 | 58.92 | 5459.56 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |
| fu | 18.75 | 32.71 | 38.72 | 19.56 | 32.00 | 35.84 | 19.26 | 32.20 | 33.41 |
| mao | 16.48 | 1849.12 | 1500.33 | 15.57 | 1853.84 | 1096.99 | 14.37 | 1856.00 | 1196.17 |
| marques | 12.07 | 79.00 | 1547.24 | 12.44 | 80.33 | 1563.61 | 10.97 | 81.00 | 1624.10 |
| jakobs1 | 10.87 | 12.00 | 62.40 | 11.91 | 12.00 | 124.31 | 9.78 | 12.00 | 276.01 |
| jakobs2 | 13.42 | 26.00 | 83.16 | 18.10 | 25.37 | 220.95 | 16.93 | 26.00 | 279.65 |
| Average | 15.43 |  | 1467.42 | 16.28 |  | 1772.58 | 15.12 |  | 1710.54 |

### 7.2 Compaction

The idea of this movement is to allow certain changes in the position of the pieces by giving them some flexibility to move to adjacent slices but without leaving any piece completely free. This idea is the same as trunk insertion described in Section 6.3.

Let $s$ be a solution. For each $N F P_{i j}$ such that pieces $i, j$ are neighbors, we consider at least three binary variables. We consider the neighborhood by movement defined in Section 6.3 and another type of neighborhood, called neighborhood by placement, which considers the distance between the pieces. The set of pieces which belongs to the neighborhood by placement of piece $i$ in solution $s$ is given by:

$$
N P_{i}^{s}=\left\{j \in P \mid\left(x_{j}, y_{j}\right) \in R_{i}\right\}
$$

where $R_{i}$ is the rectangle whose vertices are: $\left(x_{i}-\lambda l_{i}, y_{i}-\mu w_{i}\right),\left(x_{i}+l_{i}+\lambda l_{i}, y_{i}-\mu w_{i}\right),\left(x_{i}+l_{i}+\lambda l_{i}, y_{i}+w_{i}+\mu w_{i}\right)$ and $\left(x_{i}-\lambda l_{i}, y_{i}+w_{i}+\mu w_{i}\right)$. Initially, we consider $\lambda=1$ and $\mu=1$.

We define the combined neighborhood of a piece $i$ in solution $s$ as $N C_{i}=N P_{i}^{s} \cap N S_{i}^{s}$.
Once the combined neighborhood of each piece is calculated, we consider the binary variables whose corresponding slices are adjacent to the current slice in solution $s$, as shown in Figure 6.4.

We do the compaction movement until no improvements are obtained. Table 7.7 shows the computational results. We can see that this movement does not produce an important improvement. In fact, it works worse than the 1 -insertion movement.

Table 7.7: Compaction comparative with different objective functions

| Instances | Compaction-FO0 |  |  | Compaction-FO1 |  |  | Compaction-FO2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |
| dighe2 | 7.91 | 137.85 | 0.81 | 7.38 | 137.85 | 0.75 | 7.41 | 137.85 | 0.76 |
| poly1a | 12.56 | 17.06 | 3.61 | 10.89 | 17.06 | 4.50 | 11.09 | 16.60 | 4.41 |
| dighe1 | 3.76 | 140.29 | 1.22 | 3.62 | 140.29 | 1.56 | 3.62 | 140.29 | 1.57 |
| shapes0 | 4.10 | 65.50 | 221.95 | 3.72 | 65.90 | 228.12 | 3.59 | 65.83 | 250.43 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |
| albano | 4.62 | 10634.19 | 10.95 | 3.30 | 10634.19 | 14.99 | 3.66 | 10634.19 | 16.70 |
| shapes2 | 4.88 | 29.07 | 77.59 | 4.70 | 29.17 | 104.35 | 4.51 | 29.07 | 114.26 |
| dagli | 4.45 | 65.39 | 10.82 | 4.02 | 66.13 | 21.07 | 3.66 | 66.13 | 19.39 |
| shapes1 | 3.15 | 62.75 | 150.66 | 2.91 | 63.00 | 188.21 | 3.08 | 62.00 | 247.92 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |
| fu | 6.51 | 34.00 | 1.46 | 4.78 | 34.00 | 1.46 | 5.29 | 34.00 | 1.59 |
| mao | 6.83 | 1962.78 | 14.47 | 6.29 | 1962.78 | 31.69 | 5.98 | 1962.78 | 29.19 |
| marques | 3.13 | 86.48 | 9.31 | 3.84 | 86.48 | 12.65 | 3.38 | 86.48 | 21.42 |
| jakobs1 | 8.59 | 12.82 | 3.63 | 7.63 | 12.82 | 5.47 | 8.03 | 12.82 | 6.22 |
| jakobs2 | 8.57 | 27.78 | 9.27 | 8.07 | 27.76 | 22.67 | 8.37 | 27.76 | 32.75 |
| Average | 6.09 |  | 39.67 | 5.47 |  | 49.04 | 5.51 |  | 57.43 |

### 7.3 1-Compaction

In the compaction movement there is no piece whose relative position with all the other pieces is completely free. That is, none of the pieces can change its position dramatically.

The idea of the 1 -Compaction movement is a combination of the 1 -insertion with the compaction. So, one piece is going to be completely free and not all the variables of the NFPs of this piece with all the other pieces are fixed. The remaining pieces can only change their relative positions locally by the compaction movement.

We study two ways of performing the 1 -compaction. The first approach is based on solving just one MIP, 1-Compact in one level, which is harder than the 1 -insertion and the compaction because it considers both sets of binary variables at once. The second approach has two phases. The first phase eliminates the selected piece and does the compaction until there is no improvement and then the missing piece is reinserted.

We study all the pieces to be re-inserted in a random order and all the allowed rotations until there is no improvement in the solution.

### 7.3.1 1-Compaction in one level

In Table 7.8 we can see that the computational time is very high and there are instances in which many MIPs cannot be solved to optimality and CPLEX returns the best upper bound. The time limit for each MIP is 50 seconds. This situation is worse when complex objective functions are used because the MIPs take longer to solve, which explains the relatively better performance observed when using $F O O$.

Table 7.8: Performance of 1-Compaction done in one step

| Instances | 1-Compaction-FO0 |  |  | 1-Compaction-FO1 |  |  | 1-Compaction-FO2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% Imp | L best | Av. Time | \% Imp | L best | Av. Time | \% Imp | L best | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |
| dighe2 | 26.06 | 100.00 | 7.12 | 21.13 | 100.00 | 7.75 | 20.71 | 100.00 | 7.89 |
| poly1a | 27.21 | 15.16 | 63.90 | 19.56 | 15.85 | 64.46 | 16.21 | 16.15 | 43.69 |
| dighe1 | 16.81 | 128.06 | 27.12 | 12.66 | 129.33 | 28.40 | 13.00 | 128.15 | 29.11 |
| shapes0 | 8.02 | 63.50 | 3587.68 | 4.36 | 65.00 | 1438.88 | 3.37 | 64.83 | 1184.02 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |
| albano | 9.86 | 10111.01 | 1041.28 | 5.28 | 10250.08 | 199.22 | 5.33 | 10553.31 | 141.82 |
| shapes2 | 15.28 | 27.03 | 6463.74 | 9.58 | 27.75 | 2264.51 | 9.36 | 27.75 | 2134.29 |
| dagli | 18.35 | 59.19 | 608.93 | 10.97 | 63.05 | 644.88 | 8.05 | 64.67 | 269.61 |
| shapes1 | 7.98 | 58.50 | 4343.89 | 3.56 | 62.00 | 2389.22 | 2.90 | 61.00 | 1503.39 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |
| fu | 20.92 | 33.00 | 21.77 | 15.52 | 33.00 | 18.50 | 16.68 | 32.47 | 19.98 |
| mao | 15.02 | 1902.92 | 329.16 | 10.44 | 1890.46 | 215.00 | 8.19 | 1941.28 | 140.11 |
| marques | 12.13 | 80.00 | 443.74 | 8.46 | 82.55 | 266.19 | 6.93 | 84.23 | 190.26 |
| jakobs1 | 14.24 | 12.00 | 42.55 | 11.16 | 12.07 | 41.83 | 8.92 | 12.89 | 36.66 |
| jakobs2 | 16.94 | 26.00 | 154.85 | 12.82 | 26.45 | 194.83 | 9.32 | 27.01 | 161.37 |
| Average | 16.06 |  | 1318.13 | 11.19 |  | 597.97 | 9.92 |  | 450.94 |

### 7.3.2 1-Compaction into two phases

In Table 7.9 we can see that the computational time is reduced. On average this move is slightly better than the 2-insertion.

Table 7.9: Performance of 1-Compaction done in two phases

| Set of Instances | 1-Compaction-2S-FO0 |  |  | 1-Compaction-2S-FO1 |  |  | 1-Compaction-2S-FO2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% imp | Best L | Av. Time | \% imp | Best L | Av. Time | \% imp | Best L | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |  |  |  |
| dighe2 | 18.48 | 123.00 | 12.17 | 18.93 | 100.00 | 12.28 | 17.62 | 118.97 | 12.02 |
| poly1a | 20.62 | 15.51 | 59.74 | 19.72 | 15.57 | 55.17 | 18.85 | 15.68 | 44.63 |
| dighe 1 | 13.71 | 123.63 | 41.33 | 13.34 | 130.45 | 38.35 | 13.48 | 127.19 | 37.81 |
| shapes0 | 7.58 | 63.50 | 2454.81 | 6.89 | 63.50 | 1953.22 | 4.64 | 64.00 | 1328.72 |
| Rotation: 0-180 |  |  |  |  |  |  |  |  |  |
| albano | 7.49 | 10242.11 | 311.16 | 5.53 | 10247.19 | 171.98 | 5.24 | 10156.15 | 182.42 |
| shapes2 | 11.59 | 27.52 | 889.56 | 11.19 | 27.54 | 1095.13 | 10.55 | 27.77 | 814.78 |
| dagli | 13.38 | 61.44 | 493.97 | 13.31 | 61.00 | 418.01 | 10.74 | 62.00 | 296.87 |
| shapes1 | 7.39 | 59.33 | 1791.13 | 5.91 | 61.00 | 1444.38 | 5.25 | 61.00 | 1303.58 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |  |  |  |
| fu | 16.01 | 33.00 | 16.31 | 16.12 | 33.00 | 14.35 | 14.74 | 33.00 | 14.29 |
| mao | 11.71 | 1935.05 | 235.14 | 9.85 | 1942.15 | 184.25 | 7.51 | 1946.76 | 187.02 |
| marques | 9.44 | 80.14 | 206.04 | 8.30 | 82.00 | 194.37 | 6.92 | 84.21 | 182.45 |
| jakobs1 | 10.32 | 12.82 | 44.95 | 7.93 | 12.24 | 49.63 | 8.30 | 12.19 | 78.06 |
| jakobs2 | 13.48 | 26.18 | 94.08 | 13.21 | 26.26 | 132.72 | 11.86 | 26.00 | 121.47 |
| Average | 12.40 |  | 511.57 | 11.56 |  | 443.37 | 10.44 |  | 354.16 |

### 7.4 Crossed objectives

In many of the solutions that we obtain when an MIP is solved we do not change the current solution, so much of the computational effort shown in previous tables is unsuccessful. That happens in all the local searches for optimization problems, but it is especially costly in this case because solving the MIPs requires very long computing times.

In this section we study alternative objective functions in order for modifying the current solution despite the length of the strip remaining unchanged.

Let us consider the 1 -insertion movement. When a piece is removed from a solution $s$, a hole in the solution is created. To encourage the neighboring pieces to change their positions and cover the hole, we use a crossed objective function. Let $i$ be the piece which is going to be reallocated. We denote by $N P_{i}^{s}$ the set of pieces which are neighbors of piece $i$ in solution $s$. We divide $N P_{i}^{s}$ into four subsets as follows:

- $N P 1(i, s)=\left\{j \in N P_{i}^{s} \mid x_{i} \leq x_{j}, y_{i} \leq y_{j}\right\}$
- $N P 2(i, s)=\left\{j \in N P_{i}^{s} \mid x_{i} \geq x_{j}, y_{i} \geq y_{j}\right\}$
- $N P 3(i, s)=\left\{j \in N P_{i}^{s} \mid x_{i}<x_{j}, y_{i}>y_{j}\right\}$
- $N P 4(i, s)=\left\{j \in N P_{i}^{s} \mid x_{i}>x_{j}, y_{i}<y_{j}\right\}$

Note that $N P_{i}^{s}=N P 1(i, s) \cup N P 2(i, s) \cup N P 3(i, s) \cup N P 4(i, s)$. Then the crossed objective function, COF, is defined as follows:

COF: $\min L+\sum_{j \in N P 1(i, s)} \epsilon\left(x_{j}+y_{j}\right)+\sum_{j \in N P 2(i, s)} \epsilon\left(-x_{j}-y_{j}\right)+\sum_{j \in N P 3(i, s)} \epsilon\left(x_{j}-y_{j}\right)+\sum_{j \in N P 4(i, s)} \epsilon\left(-x_{j}+y_{j}\right)$
Figure 7.1 shows an example of a 1 -insertion movement using the crossed objective function. In Figure 7.1 (a) we can see a solution of instance shapes 0 with $L=69$. We randomly select piece 36 to be reinserted. The neighborhood of piece 36 is drawn in blue. In Figure 7.1 (b) piece 36 is removed and the direction
specified in the objective function for each piece of the neighborhood is drawn. After the corresponding MIP model is solved, we obtain the solution presented in Figure 7.1 (c), with $L=68.5$. Note that the hole created when piece 36 is removed is partially covered by piece 28 .

We can use these objective functions in the 2-insertion and 3-insertion. In these cases it is possible that the coordinates of one piece appear more than once in the objective function because this piece can be a neighbor of the two pieces being reinserted (or the three pieces in the 3-insertion). In order to forbid this situation we assign a priority to the pieces being reinserted and for a piece which is a neighbor of more than one piece, we consider that it is a neighbor only of the piece which has greater priority.

In Table 7.10 we can see the effect of using the crossed objective function in the 1 -insertion and 2insertion movements. The results are improved considerably with respect to those obtained with the other objective functions.

Table 7.11 shows the results obtained by the 2 -insertion and 3-insertion where all the rotations are checked in the reinsertion, and the crossed objective function is considered. In the 2 -insertion we can see a strong improvement but in the 3-insertion the improvement is rather worse and the computational time is reduced. What happens in the 3-insertion is that CPLEX gives upper bounds because it is not able to solve many of the MIPs to optimality. Then, when no improvement is detected, the movement stops.

Table 7.10: Performance of 1 -insert and 2-insert with crossed objective functions

| Instances | 1-insert-COF |  |  | 2-insert-COF |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% Imp | Best L | Av. Time | \% Imp | Best L | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |
| dighe2 | 19.44 | 100.00 | 3.05 | 23.29 | 118.97 | 15.94 |
| poly1a | 17.32 | 15.53 | 13.93 | 22.94 | 15.19 | 67.12 |
| dighe1 | 10.26 | 130.90 | 12.18 | 19.41 | 123.70 | 82.93 |
| shapes0 | 2.49 | 67.00 | 89.53 | 7.25 | 63.00 | 535.66 |
| Rotation: 0-180 |  |  |  |  |  |  |
| albano | 7.34 | 10255.62 | 191.27 | 10.41 | 10077.25 | 514.37 |
| shapes2 | 7.36 | 28.02 | 95.40 | 12.20 | 27.10 | 336.18 |
| dagli | 11.86 | 61.93 | 210.19 | 15.87 | 60.02 | 633.85 |
| shapes1 | 3.46 | 62.00 | 301.26 | 10.30 | 58.00 | 1385.21 |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |
| fu | 14.41 | 33.00 | 10.01 | 19.42 | 32.82 | 26.34 |
| mao | 10.75 | 1907.09 | 176.48 | 15.55 | 1852.82 | 606.66 |
| marques | 10.75 | 80.67 | 405.51 | 11.06 | 79.56 | 545.99 |
| jakobs1 | 5.25 | 12.94 | 11.00 | 8.01 | 12.00 | 60.64 |
| jakobs2 | 6.17 | 27.00 | 15.17 | 10.98 | 26.00 | 93.92 |
| Average | 9.76 |  | 110.99 | 14.36 |  | 377.29 |

Table 7.11: Performance of 2-insert and 3-insert with crossed objective functions and using the best rotations

| Instances | 2-insert-COF-rotation |  |  | 3-insert-COF-rotation |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \% Imp | L best | Av. Time | \% Imp | L best | Av. Time |
| Rotation: 0 |  |  |  |  |  |  |
| dighe2 | 26.06 | 100.00 | 35.95 | 26.49 | 100.00 | 37.44 |
| poly1a | 23.88 | 15.03 | 119.81 | 23.72 | 14.96 | 227.36 |
| dighe1 | 19.84 | 117.47 | 114.56 | 19.48 | 113.79 | 113.48 |
| shapes0 | 6.21 | 63.00 | 499.63 | 3.48 | 66.00 | 586.60 |
| Rotation: 0-180 |  |  |  |  |  |  |
| albano | 9.53 | 10084.08 | 1025.85 | 9.29 | 10201.59 | 830.49 |
| shapes2 | 13.71 | 26.72 | 981.08 | 11.96 | 27.42 | 1189.40 |
| dagli | 16.19 | 60.02 | 1388.36 | 8.71 | 60.64 | 1301.64 |
| shapes1 | 10.15 | 58.00 | 2256.27 | - | - | - |
| Rotation: 0-90-180-270 |  |  |  |  |  |  |
| fu | 20.25 | 32.17 | 134.63 | 19.59 | 31.89 | 69.56 |
| mao | 15.85 | 1852.73 | 1331.52 | 16.07 | 1844.49 | 1453.07 |
| marques | 13.28 | 77.37 | 2132.46 | 12.40 | 79.69 | 1854.55 |
| jakobs1 | 8.13 | 12.00 | 102.40 | 8.07 | 12.17 | 74.81 |
| jakobs2 | 9.77 | 26.00 | 142.68 | 9.20 | 26.00 | 186.31 |
| Average | 14.84 |  | 789.63 | 14.04 |  | 660.39 |



Figure 7.1: One iteration of a 1-insertion movement with a crossed objective function

## Chapter 8

## Iterated Greedy Algorithm

### 8.1 Introduction to the Iterated Greedy Algorithm

An Iterated Greedy Algorithm (IGA) generates a sequence of solutions by iterating over constructive heuristics using a destruction and a construction phase. It can be improved by a local search after the construction phase. The difference with the Iterated Local Search (ILS) is that the IGA iterates over construction heuristics instead of iterating over a local search procedure.

Iterated Greedy Algorithms have been applied successfully to the Set Covering Problem by Jacobs and Brusco [36] and Marchiori and Steenbeek [44]. Ruiz and Stützle [57] use an IGA for the permutation flowshop problem. However, IGA has not yet been applied to nesting problems.

The destruction procedure removes several pieces from either the current solution or the best known solution. The strategy for choosing the number of pieces to be removed and the selection criteria are presented in Section 8.2. As happens in ILS, at an iteration combining destruction, construction and a local search the IGA could produce the same solution from which the iteration started. In this case, the destructive algorithm can change along the IGA iterative process, becoming more aggressive.

The construction phase is based on the insertion of the pieces removed in the destruction phase in a similar way to the constructive algorithm presented in Section 6.3. After this phase we obtain high quality solutions and in many cases the best solution of the algorithm. However, in order to look for even better solutions, after the construction phase we apply a local search procedure based on the movements presented in Chapter 7. In Section 8.2 we present the destructive phase and in Section 8.3 we explain the constructive phase. The local search procedure is defined in Section 8.4. The Iterated Greedy Algorithm structure is explained in Section 8.5. Finally, the computational results and conclusions are presented in Section 8.6.

### 8.2 Destructive phase

The solution obtained after applying the local search procedure described in Chapter 7 is usually tight. To determine the level of tightness of a given solution associated with the current MIP model, we solve two linear problems which consist of fixing all the binary variables to their current values and changing the objective function as follows:

FO1: $L+\sum_{i=1}^{n} x_{i}$
FO2: $L-\sum_{i=1}^{n} x_{i}$
When we solve the linear model with $F O 1$, all the pieces are placed as close as possible to the beginning of the strip. On the other hand, when we consider $F O 2$, all the pieces are placed as close as possible to the end of the strip. The total Euclidean distance between the $X$-coordinates of each piece in both solutions (obtained by FO1 and FO2) is therefore a good indicator of the tightness of the solution.

We divide the pieces into two groups. Let us denote by $x_{i}^{1}$ and $x_{i}^{2}$ the value of the $x$-coordinate of piece $p_{i}$ in the solution obtained by considering, respectively, objective functions $F O 1$ and $F O 2$. We divide the pieces into the following two subsets:

- $P^{1}=\left\{i \mid \operatorname{dist}\left(x_{i}^{1}, x_{i}^{2}\right)=0\right\}$
- $P^{2}=\left\{i \mid \operatorname{dist}\left(x_{i}^{1}, x_{i}^{2}\right)>0\right\}$

The set of pieces which remains in the same position after the two linear problems are solved, $P^{1}$, could be viewed as the skeleton of the solution. That is, we have to modify the relative position between a pair of pieces of $P^{1}$ in order to improve the current solution. The pieces of $P^{2}$ do not determine the current length of the solution directly because they have some slack.

Therefore, we are going to choose pieces from $P^{1}$ randomly. At the beginning, the number of pieces to be removed, $n^{\prime}$, is going to be $n^{\prime}=3$, but it could increase by one if the local search procedure or the constructive algorithm reaches the same solution as the previous iteration. If the best solution is found in the current iteration, then $n^{\prime}$ changes again to 3 . We consider $n^{\prime} \leq 5$ as the upper limit, because the constructive phase allows us to change the relative positions between the pieces already placed and that makes it computationally hard to rebuild the solution if $n^{\prime}>5$.

### 8.3 Constructive phase

In Chapter 6 we developed and studied several strategies for constructive algorithms. The algorithm producing the best results included a special feature, allowing certain flexibility of the pieces already placed in the strip when inserting a new piece ((trunk insertion). This algorithm required computing times which were higher than the simpler approaches. If we want to use this strategy in the IGA, we need to control the computational effort at each iteration. We also know from the computational tests in Chapter 6 that since the constructive algorithm inserts the pieces one at a time, the first insertions are easier than the last ones. The number of binary variables can be considered a good indicator of the relative difficulty of the problems, so if there are a lot of binary variables in an MIP problem, it is likely to be difficult to solve. Furthermore, we have also seen that when an MIP model is solved by CPLEX and it stops before optimality because of the time limit, the solution returned by CPLEX can be a bad solution.

Bearing in mind all these lessons from Chapter 6, we have to control the computational effort each time an MIP is solved. To do that, we use two parameters:

- $n h$ : the number of pieces whose relative positions are relaxed in the next insertion. In the constructive algorithm presented in Section 6.3, $n h$ is always the number of pieces already placed in the bin,
but here this number will be controlled and adjusted by the dynamic strategy described in the next paragraphs.
- $\epsilon_{s}$ : determines the size of the neighborhood by movement of a piece and thus the number of neighbors whose positions can be relaxed.

The value of these parameters $n h$ and $\epsilon_{s}$ are not fixed beforehand, but adjusted using the information from the MIPs being solved, the quality of the solutions obtained and the time spent obtaining them.

Let us denote the number of pieces already placed by $n^{\prime}$ and let $i_{n e x t} \in P$ be the next piece to be placed. Let us denote the pieces already placed by $i_{1}, \ldots, i_{n^{\prime}}$. Initially, $n h$ is going to be the number of pieces already placed in the bin $\left(n h=n^{\prime}\right)$. The time limit considered for each insertion is 50 seconds, that is, if CPLEX is not able to prove optimality in 50 seconds then it returns the best solution found. We denote by $t i$ the computational time needed by CPLEX to solve the MIP model.

In the case that $t i \leq 25$, we consider that the MIP has been easy to solve and the following parameters are modified:

- $n h$ is incremented by one (in the case that it is less than the number of pieces already placed in the bin). Since $i_{\text {next }}$ is placed, then $n^{\prime}$ has incremented by one and, therefore, $n h$ is increased by one.
- $\epsilon_{s}$ is multiplied by 2 . If $\epsilon_{s}$ increases, the neighborhood of a given piece is expanded. If $\epsilon_{s}$ were big enough, all the pairs of pieces in the bin would be considered as neighbors and the structure of the solution could change completely after the new insertion is made.

If $t i>25$, we consider that the corresponding MIP has been hard to solve and the parameters are adjusted in the following way:

- $n h$ is reduced by one
- $\epsilon_{s}$ is divided by 2 in order to reduce the number of binary variables in the next MIP model.

Since we use 50 seconds as the time limit for CPLEX, in the worst case $t i=50$. In this case we focus on the GAP given by CPLEX and compare it with $\tau$.

- If the GAP obtained is lower than $\tau$, then the last insertion is accepted, $n h=0$ and $\epsilon_{s}=0.1$ for the next insertion.
- In the case that the $G A P$ obtained is greater than $\tau$, then the given solution is not accepted and there is an attempt to reinsert $i_{n e x t}$ with $n h=0$ and $\epsilon_{s}=0.1$.

We are going to consider $\tau=0.3$, that is, we accept the feasible solution given by $C P L E X$ if the $G A P$ is lower than $30 \%$.

We denote this constructive algorithm as DCHS2-TI (Dynamic CHS2-TI). Table 8.1 compares the DCHS2-TI with the static version $C H S 2-T I$, both with objective function $F O 1$. We can see that the DCHS2$T I$ algorithm produces similar results and the computational time is reduced considerably when the instance size increases. In fact, $D C H S 2-T I$ is able to deal with large instances such as swim or shirts. Table 8.2 shows the average results of 20 runs for all the instances of nesting problems that we can find in the literature (see Section 6.1).

Table 8.1: Comparing static CHS2-TI and dynamic DCHS2-TI.

| Set of <br> Instances | CHS2-TI - FO1 |  |  | DCHS2-TI |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | :---: |
| Rotation: 0 |  |  |  |  |  |  |  |
| Best L | Av. Time | Av. L | Best L | Av. Time |  |  |  |
| poly1a0 | 16.40 | 15.44 | 25.32 | 16.23 | 15.39 | 69.19 |  |
| shapes0 | 64.75 | 60.43 | 1614.00 | 66.10 | 62.00 | 463.69 |  |
| Rotation: 0-180 |  |  |  |  |  |  |  |
| albano | 10592.49 | 10317.27 | 178.74 | 10587.49 | 10128.78 | 158.99 |  |
| shapes1 | 60.95 | 57.33 | 1527.75 | 62.09 | 58.00 | 433.88 |  |
| fu | 36.58 | 35.16 | 2.1209 | 35.69 | 34.10 | 4.87 |  |

The constructive algorithm $D C H S 2-T I$ is used to build the initial solution for the IGA algorithm and to rebuild the partial solutions given by the destructive phase. When $D C H S 2-T I$ is used after the destructive phase, we evaluate whether the completed solution is accepted or not for going to the local search phase, depending on the length obtained. The idea is to send only those solutions which are considered promising to the time-consuming local search procedure, that is, those which have possibilities of improving the best known solution. In order to do that, we use a threshold $\rho$ which gives the maximum percentage of deviation with respect to the best known solution a solution can have to be considered for local search. Initially, for each iteration of the IGA algorithm, we consider $\rho=0.05$ (5\%) and it increases 0.01 every two times DCHS2-TI fails.

### 8.4 Local search procedure

In Chapter 7 we described different movements for the local search. The different approaches are the $n$ insertion (see Section 7.1), the compaction (see Section 7.2) and the 1 -compaction (see Section 7.3). The 3-insertion and 1-compaction require a high computational effort and will not be used here in the design of the local search phase.

On the other hand, we have improved the 1 -insertion and the 2 -insertion in such a way that the local search procedure produces good improvements in a reasonable time. The original 1 -insertion is very rigid and does not produce a good improvement over the constructive algorithm. Therefore we propose a new version of the 1 -insertion which changes dynamically depending on the evolution of the Iterated Greedy algorithm. We are going to use a similar idea on the 2 -insertion.

In both movements, 1 -insertion and 2-insertion, we consider the crossed objective function COF defined in Section 7.4. We have shown that this objective function works better than FO1 or FO2.

Table 8.2: Average results of DCHS2-TI in all the nesting instances.

| Set of Instances | DCHS2-TI |  |  |
| :---: | :---: | :---: | :---: |
|  | Av. L | Best L | Av. Time |
| Rotation: 0 |  |  |  |
| dighe2 | 126.17 | 100.00 | 2.23 |
| poly1a0 | 16.23 | 15.39 | 69.19 |
| dighe 1 | 133.00 | 123.68 | 77.24 |
| shapes2-0 | 28.48 | 27.63 | 255.57 |
| shapes0 | 66.10 | 62.00 | 463.69 |
| trousers0 | 266.05 | 256.97 | 1332.21 |
| shirts0 | 66.18 | 63.44 | 2358.34 |
| Rotation: 0-180 |  |  |  |
| blaz2 | 21.56 | 21.10 | 74.19 |
| albano | 10587.49 | 10128.78 | 158.99 |
| shapes2 | 28.55 | 27.41 | 256.31 |
| dagli | 63.48 | 61.27 | 217.48 |
| shapes1 | 62.09 | 58.00 | 433.88 |
| swimm1 | 7100.11 | 6750.09 | 2232.94 |
| trousers | 256.18 | 248.45 | 1074.28 |
| shirts | 66.07 | 63.94 | 1920.12 |
| Rotation: 0-90-180-270 |  |  |  |
| fu | 35.69 | 34.10 | 4.87 |
| mao | 2042.89 | 1928.78 | 98.39 |
| marques | 82.25 | 80.29 | 91.95 |
| jakobs1 | 12.47 | 12.00 | 147.93 |
| jakobs2 | 27.08 | 26.00 | 222.67 |
| poly1a | 15.61 | 14.71 | 87.13 |
| poly2a | 30.44 | 28.45 | 412.24 |
| poly2b | 34.03 | 30.76 | 447.10 |
| poly3a | 45.01 | 43.19 | 802.95 |
| poly3b | 44.76 | 42.85 | 825.39 |
| poly4a | 60.47 | 56.92 | 1411.32 |
| poly5a | 80.06 | 76.68 | 2374.67 |

The local search procedure is based on applying either the 1-insertion or 2-insertion while the length is reduced. In the case of the solution changing and the length remaininig equal, then we repeat the same movement one more time. If in the second iteration the length is not reduced, we change to the other movement. The local search finishes when the two movements are performed without changing the current solution, or in two iterations for each movement the length remains equal. The first movement to be applied is chosen randomly.

### 8.4.1 1-insertion modified

We use the notation introduced in Section 7.1. Let $i \in P$. In order to obtain the best re-insertion of piece $i$ with rotation $o_{i}$ we need to solve the model $M I P\left(i, o_{i}\right)$. In the standard $N_{1}(i)$ the relative position between the remaining pieces, $P_{R}=P \backslash\{i\}$, is fixed. We denote by $N_{1}^{n h, \epsilon_{s}}(i)$ the $N_{1}(i)$ where $n h$ pieces of $P_{R}$ relax their relative positions with respect to their corresponding neighborhood by movement defined by parameter $\epsilon_{s}$.

To choose the piece to be reinserted, we consider the pieces whose slack in the strip is 0 , that is, we are
going to use the strategy presented in Section 8.2 to identify the set of pieces which belongs to the skeleton of the current solution. If there are more than 20 pieces on the skeleton we randomly choose 20 of them to be reinserted, otherwise we try to reinsert all the pieces of the skeleton.

The constructive algorithm presented in Section 8.3 uses a dynamic strategy here to calibrate the values of parameters $n h$ and $\epsilon_{s}$. When the solution is completely built, the values of $n h^{\prime}$ and $\epsilon_{s}^{\prime}$ used in the insertion of the last piece are considered a good starting point for the values of the parameters $n h$ and $\epsilon_{s}$ in the local search procedure. However, in order to intensify the local search movements during the $I G$ algorithm, $n h$ could increase.

Initially we consider the values $n h=\min \left\{5, n h^{\prime}\right\}$ and $\epsilon_{s}=\min \left\{W / 10, \epsilon_{s}^{\prime}\right\}$. If during three iterations of the IG algorithm the best known solution does not change, $n h$ is increased by 1 unit. The upper limit is $n h \leq 15$. If in a given iteration of the local search the best known solution is improved, $n h$ is reset to its initial value.

### 8.4.2 2-insertion modified

Let $i, j \in P$. The 2 -insertion $\left(N_{2}(i, j)\right)$ with crossed objective functions presented in Section 7.4 is based on the reinsertion of pieces $i$ and $j$ together, and the objective function encourages neighboring pieces to be placed in the holes produced by removing $i$ and $j$. However, the position of the neighboring pieces from $i$ and $j$ could be limited by other pieces and the probability of placing both pieces at their initial positions can be very high. So, as in DCHS2-TI and in the modified 1 -insertion, some of the pieces are going to relax their relative position within their neighborhood. In DCHS2-TI and l-insertion these pieces are selected randomly. Here we are going to consider the neighborhood of pieces $i$ and $j$, that is, we relax the relative position between any piece from the neighborhood of pieces $i$ and $j$ and the pieces from the corresponding neighborhood of the given piece. We call this movement the modified 2-insertion.

The modified 2-insertion has the following parameters:

- $n p$ : The number of pairs of the skeleton which are attempted to be reinserted.
- $\epsilon_{s}$ : Defines which pieces belong to the neighborhood of a given piece.

The computational test presented in Section 7.4 considered $n p$ to be $10 \%$ of all the pairs of pieces. In the modified 2-insertion we consider several values for $n p$, ranging between 5 and 80 without taking into account the total number of pieces. The second parameter, $\epsilon_{s}$, can take the values $1, W / 10$ and $W / 15$. With such values we build different strategies for the 2-insertion.

L0 : $n p=5$ and $\epsilon_{s}=0.1$.
L1 $: n p=20$ and $\epsilon_{s}=0.1$.
L2 : $n p=20$ and $\epsilon_{s}=1$.
L3 : $n p=20$ and $\epsilon_{s}=W / 10$.
L4 : $n p=40$ and $\epsilon_{s}=W / 10$.
L5 : $n p=60$ and $\epsilon_{s}=W / 10$.

L6 : $n p=80$ and $\epsilon_{s}=W / 10$.

The modified 2-insertion of level $0(L 0)$ is the fastest. When the IGA does not improve the best solution in three iterations, then the level of the 2 -insertion is incremented. If the best known solution is improved in the current iteration of the IG algorithm, we reset the level of the 2-insertion to LO.

### 8.5 IG Algorithm

The Iterated Greedy (IG) algorithm is based on the constructive algorithm DCHS2-TI presented in Section 8.3. The (IG) algorithm is organized as follows:
S. 1 Build the solution with the constructive algorithm.
S. 2 Apply the local search procedure.
S. 3 If the best solution is improved, then it is updated. If the distance between the solution obtained and the best known solution is lower than $1 \%$, we randomly choose the solution to be used in the destruction phase (the best or the current solution). Otherwise, we consider the best known solution in the destructive phase.
S. 4 Perform the destructive phase.
S. 5 Use the DCHS2-TI algorithm to rebuild the partial solution.
S. 6 If the threshold $(\rho)$ is satisfied (the distance between the solution obtained and the best solution is lower than $\rho$ ), go to (S.2). Otherwise, go to (S.4) with the best known solution.

We denote the best known solution by $s^{*}$. The solution obtained in the constructive phase is denoted by $s$ (initially $s=s^{*}$ ). In the second step we apply the local search procedure presented in Section 8.4 (S.2). We denote by $s^{\prime}$ the solution obtained after applying the local search procedure to solution $s$. Then we differentiate the following cases:

- $L_{s^{\prime}} \leq L_{s *}$. In that case the best known solution is improved, so $s *$ is updated and the following parameters reset their values:
$-n^{\prime}=3$, where $n^{\prime}$ denotes the number of pieces to be removed in the destructive phase.
$-n h=\min \left\{5, n h^{\prime}\right\}$ and $\epsilon_{s}=\min \left\{W / 10, \epsilon_{s}^{\prime}\right\}$ in the 1 -insertion of the local search (see Subsection 8.4.1).
- $n p=5$ and $\epsilon_{s}=0.1$ in the 2-insertion (L0) of the local search (Subsection 8.4.2).
- $L_{s^{\prime}}>L_{s^{*}}$. In that case we update the solution $s\left(s \leftarrow s^{\prime}\right.$ ) (note that by construction $\left.L_{s^{\prime}} \leq L_{s}\right)$. The number of iterations without improving the best known solution (niter) is incremented by one. In the case that niter $=3$ and the movements of the local search can increase the parameters (we are not using the most aggressive version of either movements), then we do:
- If $n^{\prime}<10$, then $n^{\prime}$ increases by one unit.
- niter $=0$
- The levels of both movements in the local search procedure are incremented, if possible.

After the local search procedure we use the destructive phase described in Section 8.2 in order to eliminate $n^{\prime}$ pieces from either the current solution $s$ or the best known solution $s^{*}((\mathrm{~S} .3)$ and (S.4)). In the case that the distance between $L_{s}$ and $L_{s^{*}}$ is more than $1 \%$, we consider $s^{*}$ in the destructive phase. Otherwise, we randomize the selection between $s$ and $s^{*}$.

The destructive phase eliminates several pieces randomly chosen from the skeleton of the solution. The partial solution obtained is rebuilt with the constructive algorithm (S.5). As we mention in Section 8.3, we use a threshold ( $\rho$ ) to eliminate bad solutions obtained in (S.5). If the solution given by (S.5) satisfies that the distance between the best known solution is lower than threshold $\rho$, we apply the local search (go to S.2). Otherwise, we go to step (S.4) with the best known solution and every two times that happens $\rho$ is incremented by one unit.

The stopping criteria are based on the computational time, the total number of iterations and the number of iterations without improving the best known solution. We consider that one iteration is completed after the local search procedure is used (S.2). The IG algorithm finishes in the following cases:

- Total computational time is greater than 36000 seconds and during 20 iterations the best known solution has not been modified. In difficult instances as swim, trousers, poly2a, poly2b, poly3a, poly $3 b$, poly $4 a$, poly $5 a$ and shirts, which one iteration the local search procedure requires more than 1000 seconds we allow only 2 iterations without improve the best known solution.
- The total number of iterations is greater than or equal to 100 , and for 20 iterations the best known solution has not been modified.

The next section shows the computational results and a comparison with state of the art algorithms.

### 8.6 Computational results

The Iterated Greedy Algorithm (IGA) described in the previous section was implemented in C++ using Visual Studio 2008. We used CPLEX 12.5 to solve the Mixed Integer Programming models and the computational tests were performed on a PC with a core i7 2600 processor and a 12 GB memory.

We use the instances presented in Section 1.6.1 with the following exceptions and modifications:

- Instances glass1, glass2, glass3, dighe2 and dighel are simple to solve. These instances are broken glass instances and the pieces cannot rotate The IGA algorithm obtains the optimal solution in less than 10 seconds in all the instances, with the exception of instance dighel for which it proves optimality in 10567 seconds. Furthermore, all the algorithms that we are going to consider obtain the optimal solution of instances dighel and dighe 2 (instances glass are not considered).
- Instances poly $4 b$ and poly5b have only been used by Burke et al.[18] and with the tools we have available we had problems calculating all the non-fit polygons, as there are too many different types of pieces ( 60 and 75 respectively).
- For the instance swim we have built a version reducing the number of vertices of the pieces in such a way that each solution of the reduced version is a valid solution for the original instance.

We are going to consider the algorithms state of the art algorithms from the literature as follows:
BLFH The Bottom-Left-Fill heuristic algorithm by Burke et al.[18] (2006).
SAHA The hybrid simulated annealing algorithm by Oliveira et al. [32] (2006).
2DNEST The fast neighborhood search for polygon placement using a bottom-left strategy by Egeblad et al. [26] (2007).

ILS The iterated local search by Imamichi et al. [35] (2009).
FITS The local search algorithm by Umetami et al. [69] (2009).
$B S$ The beam search implementation by Song and Bennell [62] (2010).
ELS The extended local search algorithm based on nonlinear programming by Leung et al. [40] (2012).
SA-SMT The two level algorithm by Sato et al. [58] which uses the collision-free region and exact fitting placement. Since the inner level is a simulated annealing algorithm then we refer to this algorithm as SA-SMT (Simulated Annealing by Sato, Martins and Tsuzuki, 2012).

In Table 8.3 we compare the minimum length obtained by all the algorithms in all the instances. The table has two parts because some instances have been used by all the authors while others have only been used by Burke et al.[18].

In the first part of the table, we can see that none of the algorithms gets the best solution for all the instances, showing that for this very difficult problem none of the proposed approaches is consistently the best. Our algorithm IGA improves the best solution published in the literature in instances shapes0 and shapes 2 (in Section 1.6 .1 we can see the solutions drawn). In general, the results obtained with $I G A$ are competitive with all the other algorithms. However, it seems that our algorithm works slightly worse on instances with a high number of pieces, such as swim, shirts, trousers. Furthermore, in these instances, the computational time increases considerably in order to complete 20 iterations without improvement (see Table 8.4). This behaviour indicates that the corresponding MIPs that we solve in each movement of the local search procedure are very hard to solve to optimality.

In the second part of the table, the results obtained with the IGA algorithm improve the best know solution in all these instances, with the exception of instance poly $5 a$. However, instances poly $2 a$, poly $3 a$, poly $4 a$, poly $5 a$, poly $2 b$ and poly $3 b$ require a great computational effort although the number of pieces is not too high.

Instance polyla0 can only be compared with the result obtained with the exact algorithm presented in chapter 3 . We can see that by giving 36000 seconds to both algorithms, the $I G A$ obtains a solution of $L=14.6$, while the exact algorithm gets $L=15.9$ (see Table 3.10).

Table 8.4 completes the information in Table 8.3 not only for IGA but for all the other algorithms. It can be seen that the good results of $S A-S M T$ are obtained at a high computational cost, much higher than those of $E L S, I L S$ and $F I T S$, which attain a very good balance between quality and cost. In our case, we have allowed our algorithm a higher computational time than these three algorithms, but not as high as $S A-S M T$.

Table 8.3: Best length obtained by each algorithm

| Instances | BLFH | SAHA | 2DNEST | ILS | FITS | BS | ELS | SA-SMT | IGA |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Albano | 9980.86 | 9957.41 | 9905.94 | 9874.48 | 9942.62 | 9905.88 | 9838.70 | $\mathbf{9 7 5 8 . 7 0}$ | 9887.62 |
| Dagli | 59.94 | 58.20 | 58.24 | 58.08 | 59.40 | 57.65 | 57.56 | $\mathbf{5 7 . 4 0}$ | 57.56 |
| Fu | 31.57 | 31.33 | $\mathbf{3 0 . 9 7}$ | 31.43 | 31.24 | 31.57 | 31.00 | 31.00 | 31.00 |
| Jakobs1 | 11.50 | 12.41 | $\mathbf{1 1 . 0 0}$ | 11.28 | $\mathbf{1 1 . 0 0}$ | 11.40 | $\mathbf{1 1 . 0 0}$ | $\mathbf{1 1 . 0 0}$ | 11.32 |
| Jakobs2 | 24.70 | 24.97 | 23.80 | 23.39 | 23.87 | 24.01 | 23.00 | $\mathbf{2 2 . 7 5}$ | 23.77 |
| Mao | 1821.70 | 1785.73 | $\mathbf{1 7 3 1 . 2 6}$ | 1766.43 | 1760.35 | 1753.20 | 1747.80 | 1749.88 | 1769.54 |
| Marques | 78.00 | 78.48 | 77.04 | 77.70 | 77.54 | 77.79 | 77.09 | $\mathbf{7 6 . 8 5}$ | $\mathbf{7 6 . 8 5}$ |
| Shapes0 | 60.00 | 60.00 | 59.52 | 58.30 | 60.00 | 62.00 | 58.99 | 59.03 | $\mathbf{5 8 . 0 0}$ |
| Shapes1 | 55.00 | 56.00 | 54.04 | 54.04 | 54.01 | 55.00 | $\mathbf{5 3 . 0 0}$ | 55.02 | 55.00 |
| Shapes2 | 26.80 | 25.84 | 26.48 | 25.64 | 26.44 | 26.57 | 25.65 | 25.93 | $\mathbf{2 5 . 5 7}$ |
| Shirts | 63.40 | 62.22 | 61.77 | 60.83 | 62.13 | $\mathbf{6 0 . 2 1}$ | 61.09 | 61.65 | 63.38 |
| Swim | 6270.88 | 5948.37 | 6097.78 | 5875.17 | 5970.52 | 5892.72 | $\mathbf{5 8 6 4 . 2 4}$ | 6162.43 | 6161.40 |
| Trousers | 245.28 | 242.11 | 241.23 | 242.56 | 243.63 | $\mathbf{2 4 1 . 0 0}$ | 243.01 | 241.83 | 244.28 |
| poly1a0 |  |  |  |  |  |  |  |  | $\mathbf{1 4 . 6 0}$ |
| poly1a | 13.30 |  |  |  |  |  |  | $\mathbf{1 3 . 1 6}$ |  |
| poly2a | 27.09 |  |  |  |  |  |  | $\mathbf{2 6 . 1 6}$ |  |
| poly3a | 41.07 |  |  |  |  |  |  | $\mathbf{4 0 . 3 2}$ |  |
| poly4a | 54.60 |  |  |  |  |  |  | $\mathbf{5 4 . 1 4}$ |  |
| poly5a | $\mathbf{6 8 . 8 4}$ |  |  |  |  |  |  |  | $\mathbf{2 9 . 5 6}$ |
| poly2b | 29.63 |  |  |  |  |  |  |  | $\mathbf{4 0 . 3 8}$ |
| poly3b | 40.50 |  |  |  |  |  |  |  |  |

Looking at the results obtained by $I G A$ in more detail, we have observed that it obtains good solutions after applying the destructive and constructive phases. In fact, these procedures often obtain the best current solution before applying the local search procedure. Nevertheless, the local search procedure usually improved the current solution. The movements used have been extensively studied. The difficulty of the models that we have to solve each time any movement is done depends on the problem and even on the current solution. For this reason we have chosen a dynamic strategy based on the gap obtained and the computational time needed by CPLEX to solve the corresponding models and we have tried to adjust the parameters in order to build affordable MIP problems.

Despite the fact that instance shapes 1 has 43 pieces and instance poly $2 b$ only 30 , one iteration of the local search procedure requires more time in instance poly $2 b$. This difference might be given because the proportion between the width of the strip and the average width of the pieces is greater on instance shapesl. That is, generally, pieces are wider in proportion with the strip width on instance shapesl.

The computational results show that $I G A$ is competitive with the state of the art algorithms and improves the best known solution in several instances.

Table 8.4: Computational times of algorithms

| Instances | BLFH | SAHA | 2DNEST | ILS | FITS | BS | ELS | SA-SMT | IGA |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Albano | 299 | 45140 | 21600 | 12000 | 12000 | 20883 | 12030 | 190342 | 36000 |
| Dagli | 252 | 102200 | 21600 | 12000 | 12000 | 68601 | 24100 | 629047 | 36000 |
| Fu | 139 | 5920 | 21600 | 6000 | 12000 | 4435 | 12000 | 32497 | 13605 |
| Jakobs1 | 29 | 6640 | 6000 | 6000 | 12000 | 7543 | 6030 | 7497 | 36000 |
| Jakobs2 | 51 | 9080 | 21600 | 6000 | 12000 | 285 | 6020 | 79496 | 36000 |
| Mao | 152 | 164900 | 6000 | 12000 | 12000 | 62772 | 12040 | 3195538 | 36000 |
| Marques | 28 | 150140 | 21600 | 12000 | 12000 | 39508 | 12040 | 74614 | 36000 |
| Shapes0 | 274 | 78820 | 6000 | 12000 | 12000 | 1119 | 12070 | 181204 | 36000 |
| Shapes1 | 239 | 206280 | 6000 | 12000 | 12000 | 1410 | 12120 | 491459 | 36000 |
| Shapes2 | 281 | 45140 | 21600 | 12000 | 12000 | 20784 | 12050 | 261004 | 36000 |
| Shirts | 194 | 207820 | 21600 | 12000 | 12000 | 32616 | 12930 | 2528972 | 203563 |
| Swim | 141 | 138740 | 21600 | 12000 | 12000 | 64678 | 12460 | 5287061 | 113981 |
| Trousers | 243 | 171760 | 21600 | 12000 | 12000 | 28631 | 12370 | 1016331 | 91689 |
| poly1a0 |  |  |  |  |  |  |  |  | 36000 |
| poly1a | 254 |  |  |  |  |  |  |  | 36000 |
| poly2a | 239 |  |  |  |  |  |  |  | 67986 |
| poly3a | 159 |  |  |  |  |  |  |  | 198253 |
| poly4a | 224 |  |  |  |  |  |  |  | 58931 |
| poly5a | 300 |  |  |  |  |  |  |  | 108866 |
| poly2b | 189 |  |  |  |  |  |  |  | 133521 |
| poly3b | 114 |  |  |  |  |  |  |  | 202277 |

## Chapter 9

# Two dimensional irregular bin packing problems with guillotine cuts 

### 9.1 Introduction

The two-dimensional irregular-shape bin packing problem with guillotine cuts arises in the glass cutting industry, where each cut in the cutting process divides the stock sheet, or the given part that is going to be cut, into two different parts. Most of the algorithms that can be found in the literature on two-dimensional irregular-shape packing problems minimize the length of the strip required to accommodate the pieces and do not force a guillotine cut structure. On the other hand, most of the algorithms including guillotine cuts deal with rectangles, so the guillotine cuts are orthogonal with the edges of the stock sheet. Therefore, the problem considered here combines three difficult components: the non-overlapping of the pieces, which with irregular polygons is a hard problem, especially when the pieces are allowed to rotate freely; the bin packing problem in which pieces have to be associated with bins; and the guarantee that the solution can be produced by a set of guillotine cuts. We propose a constructive algorithm which inserts the pieces one at a time by using a mathematical model and two different guillotine cut structures. This constructive algorithm outperforms the previous algorithms designed for this problem.

### 9.2 Literature review

The problem considered in this chapter is a very special case of nesting problems. As the material to be cut is glass, only guillotine cuts are allowed. That in turn forces the pieces to be convex, but they adopt different geometrical non-rectangular shapes: triangles, trapeziums and other shapes. Another special characteristic is that the raw material cannot be considered a strip of infinite length, because it comes in rectangular sheets of given dimensions. Therefore, the problem is a bin-packing problem in which the number of bins required to accommodate all the pieces has to be minimized. Pieces are allowed to rotate freely. An example of this problem appears in Figure 9.1.

Up to now, the only paper which has dealt with the irregular-pieces bin packing problem with guillotine cuts is presented by Bennell et al. [11]. They propose two different construction heuristics. The first heuristic, a one-stage algorithm, combines two pieces (or two sets of pieces) by matching two of their edges using a dynamic solution evaluation to create a new item which is transformed into its convex hull. Therefore, the guillotine cut structure is always satisfied. This algorithm produces high-quality results in problems with


Figure 9.1: Real example of a bin packing problem with guillotine cuts and non-rectangular pieces
a low number of pieces per bin. When pieces are small and many pieces fit into one bin, this algorithm requires great computationally effort. The second constructive heuristic, a two-stage algorithm, combines pairs of pieces into rectangles by using the phi-functions presented by Romanova et al. [56], and then uses the guillotine bin packing algorithm developed by Charalambous and Fleszar [19] to pack the rectangles. The combination of the pieces into rectangles using phi-functions requires great computational effort, up to eighteen hours in the largest instance ( 149 pieces), although the packing algorithm by Charalambous and Fleszar [19] takes less than one second.

In this chapter we propose a constructive algorithm based on the insertion of pieces one at a time. In order to add one piece to a given bin, a mixed integer model is solved to optimality. The model is based on the formulation proposed in Chapter 2 for nesting problems but, in order to guarantee a guillotine cut structure, after the insertion of a new piece we identify a new guillotine cut which is going to be associated with one of the pieces already placed. The difference between both constructive algorithms lies in the way the association of guillotine cuts to pieces is done. The first guillotine cut structure associates each new guillotine cut with the latest inserted piece. The second guillotine cut structure does not take into account the insertion order of the pieces. The idea is to associate the new guillotine cut with the piece for which one of the edges is concurrent with the guillotine cut. Note that each guillotine cut is defined in order to separate two pieces, so it is important to associate the guillotine cut with one of those pieces.

The mixed integer formulation (MIP formulation) used here is based on those by Fischetti and Luzzi [27] and by Gomes and Oliveira [32], which use the Non-Fit polygons (NFP) to obtain the non-overlapping constraints. We use the horizontal slices formulation (HSF) presented in Chapter 2 to obtain the partition of the outer zone of each $N F P$.

For pieces of irregular shapes, in Bennell and Oliveira [12] we can find an interesting discussion on the different strategies for building the NFPs. In our case, as the pieces are convex, it is easy to obtain the NFPs. Bennell and Oliveria [12] describe an algorithm which just sorts the edges of both pieces by taking into account the angles and the NFP is easily obtained. However, the pieces can be rotated continuously and can also be reflected (a mirror transformation). Each $N F P$ corresponds to a fixed rotation and a fixed reflection of two polygons, so each time that a given piece changes its rotation or reflection, the MIP model has to be
updated because the NFPs of the pieces could be different. In this chapter we also present an algorithm to decide the rotations and reflections of the pieces.

Due to the computational cost of the constructive algorithms it makes no sense to apply a local search procedure like the tabu search presented by Lodi et al [42], which tries to empty less occupied bins by assigning pieces to sub-instances that include pieces from $k$ bins. This tabu search might improve the bin packing component of the problem because the association of the pieces in the bins that we use is completely greedy, but the computational effort would be excessive.

In the next section we give a detailed description of the problem and some notation. Section 9.4 presents the horizontal slices MIP model ( $H S F$ ), which is going to be used for the insertion of each piece. The two different guillotine cut structures are presented in Section 9.5. In Section 9.6 we describe the algorithm used to decide the rotations and reflections of the pieces and in Section 9.7 we introduce the constructive algorithm scheme. In Section 9.8 we propose a different way of getting the guillotine cut structure and in Section 9.9 we embed an improvement procedure into the constructive process. Section 9.10 contains the computational study. Finally, in Section 9.11 we draw some conclusions.

### 9.3 Problem description

The problem consists in cutting a set of required pieces from the minimum number of stock sheets, hence it is an input minimization problem. There are sufficient stock sheets available to meet the demand. The size of the stock sheets is standard, where $L$ denotes the length and $W$ the width. The set of irregular convex pieces is denoted by $P,|P|=n$. Pieces can be rotated continuously, that is, there are no fixed rotation angles. The reflection of the pieces (a mirror transformation) is also allowed. To obtain the reflected polygon of a given piece we calculate the reflection over the $Y$ axis. If the piece has some symmetry, then the mirror transformation is redundant. Only guillotine cuts are allowed and the cutting line is not constrained to being parallel to an edge of the stock sheet. There are no limits on the number of cuts applied to each bin. According to the typology proposed by Waescher et al. [70], this is a single bin size bin packing problem (SBSBPP).

Let $B$ denote the set of bins used. Each $\operatorname{bin}, b_{i}\left(P_{i}, X_{i}, Y_{i}, R_{i}, M_{i}, G_{i}\right) \in B$, has a set of pieces associated, $P_{i} \subseteq P$. Each piece $p \in P_{i}$ is given by an ordered list of vertices, $p=\left(v_{1}, \ldots, v_{t}\right)$, and its edges can be expressed by $e_{i}=\left(v_{i}, v_{i+1}\right)$, where $i=1, \ldots, n-1$ and the $n^{t h}$ edge is $e_{n}=\left(v_{n}, v_{1}\right)$. The coordinates of the reference points of the pieces are given by vectors $X_{i} \in \mathbb{R}^{\left|P_{i}\right|}$ and $Y_{i} \in \mathbb{R}^{\left|P_{i}\right|}$. The rotation angle and the reflection (mirror transformation) of the pieces are given by $R_{i} \in \mathbb{R}^{\left|P_{i}\right|}$ and $M_{i} \in \mathbb{B}^{\left|P_{i}\right|}$, where 1 represents that the mirror transformation of the original piece is done. Finally, $G_{i}=\left(g_{i}^{1} \ldots g_{i}^{\left|P_{i}\right|-1}\right)$ is an ordered set of guillotine cuts in such a way that the first guillotine cut, $g_{i}^{1} \in G_{i}$ divides $b_{i}$ into two parts. The second guillotine cut, $g_{i}^{2} \in G_{i}$, is going to divide one of those parts, and so on. Note that the endpoints of a cut can lie on some of the previous cuts instead of on one of the edges of the bin.

Each guillotine cut, $g_{i}^{k}\left(p, v_{i n i}, v_{e n d}\right) \in G_{i}$, where $k \in\left\{1, \ldots,\left|P_{i}\right|-1\right\}$, has a piece $p \in P_{i}$ associated and the endpoints of the cut, $v_{i n i}$ and $v_{e n d}$, are expressed in a coordinate system in which the reference point of piece $p$ is placed at the origin. This means that we have to know the position of piece $p$ in order to know where $g_{i}$ is placed in the bin. We say that $g_{i}^{k}$ has order $k$ if it is the $k^{\text {th }}$ guillotine cut. The order in which the guillotine cuts are added is very important because the endpoints of the guillotine cuts are given by the
intersection with either the closest guillotine cut with a lower order or the edges of the bin.

For each $b_{i} \in B$ we consider that the bottom-left corner of the boundary of $b_{i}$ is located at the origin, and the position of each piece $p \in P_{i}$ is given by coordinates of the reference point $\left(x_{p}, y_{p}\right), x_{p} \in X_{i}$ and $y_{p} \in Y_{i}$, which corresponds to the bottom-left corner of the enclosing rectangle of the piece, even if $p_{i}$ changes its rotation or reflection.

## Objective

The objective is to minimize the total number of bins (stock sheets) used. The last bin is usually used only fractionally and then if a horizontal or vertical cut is applied, the largest reusable rectangle is not considered as waste. So the objective is to minimize the fractional number of bins (F).

The stock sheet usage $(\mathrm{U})$ is defined as

$$
\begin{equation*}
U=\frac{\sum_{i=1}^{n} \operatorname{Area}\left(p_{j}\right)}{((N-1) L W)+R^{*}} \tag{9.1}
\end{equation*}
$$

where $N$ is the total number of bins and $R^{*}$ is the rectangle of the stock sheet used once the reusable residual part has been removed. In that case, the objective would be to maximize the stock sheet usage.

Either of both measures ( U ) and ( F ) is helpful for differentiating the quality of competing methods when they produce solutions with the same number of bins. There is a close relation between (F) and (U). If we consider two different solutions $s_{1}$ and $s_{2}$ such that $U\left(s_{1}\right)>U\left(s_{2}\right)$, indicating that the usage obtained by solution $s_{1}$ is better, then $s_{1}$ has a smaller fractional number of bins $F\left(s_{1}\right)<F\left(s_{2}\right)$.

### 9.4 Mixed integer formulation for the insertion of one piece

Each time a new piece is inserted into a bin, a Mixed Integer Problem (MIP) is solved to optimality. In this MIP model the position of the pieces already placed is not fixed, though they must respect the guillotine cut structure already defined in previous steps. The solution for the model provides the position of all the pieces involved in such a way that the new piece does not overlap any of the other pieces and does not cross any of the existing guillotine cuts. The MIPs become harder to solve when the number of pieces placed into the bin increases. The new piece which is going to be inserted has a fixed rotation and a fixed reflection in order to calculate the NFPs between the new piece and the pieces already placed.

Let $P_{i} \subseteq P$ be the set of pieces already placed and let $p \in P \backslash\left\{P_{i}\right\}$ be the piece which is going to be inserted into bin $b_{i} \in B$ and let $r_{p}$ and $m_{p}$ be, respectively, the rotation and reflection of $p$. We first write the whole model and then explain each component in detail:

$$
\begin{array}{cl}
\text { Min } & \omega L_{c}+(1-\omega) W_{c} \\
\text { s.t. } & \\
& L_{c} \leq L \\
W_{c} \leq W & \\
x_{j} \leq L_{c}-l_{j} & p_{j} \in P_{i} \cup\{p\} \\
y_{j} \leq W_{c}-w_{j} & p_{j} \in P_{i} \cup\{p\} \\
\alpha_{k}\left(x_{k}-x_{p}\right)+\beta_{k}\left(y_{k}-y_{p}\right) \leq \sum_{t=1}^{\mu_{k}} \delta_{k}^{t} v_{k t} & 1 \leq k \leq\left|P_{i}\right| \\
\sum_{t=1}^{\mu_{k}} v_{k t}=1 & 1 \leq k \leq\left|P_{i}\right| \\
\alpha_{k j}\left(x_{k}-x_{j}\right)+\beta_{k j}\left(y_{k}-y_{j}\right) \leq \gamma_{k j} & 1 \leq j<k \leq\left|P_{i}\right| \\
I N T(\bar{p}) \cap g_{i}^{k}=\emptyset & k=1, \ldots,\left|P_{i}\right|-1 \\
v_{k t} \in\{0,1\} & 1 \leq k \leq\left|P_{i}\right|, 1 \leq t \leq \mu_{k}  \tag{9.12}\\
x_{j}, y_{j} \geq 0 & p_{j} \in P_{i} \cup\{p\}
\end{array}
$$

## - Objective function

The objective function (9.2) is a weighted combination of the length and width used, represented by $L_{c}$ and $W_{c}$, respectively. With this objective function we try to pack the pieces as tightly as possible. We consider three different alternatives for the relative weight $\omega$ :

- FOO: $\omega=\frac{1}{(W / L)+1}$

In this case, the rectangle $\left(L_{c}, W_{c}\right)$ grows keeping the proportions of the bin.

- FO1: $\omega=0.01$

The objective is to minimize the width, and the length is used as a tie-breaker.

- FO2: $\omega=0.99$

The objective is to minimize the length, and the width is used as a tie-breaker.

## - Containment constraints

Inequalities (9.3) and (9.4) ensure that the length and width used by the pieces in the bin do not exceed the bin dimensions. Inequalities (9.5) and (9.6) define $L_{c}$ and $W_{c}$, that is, all the pieces are placed into the rectangle whose bottom-left corner is the origin and whose upper-right corner is ( $L_{c}, W_{c}$ ).

## - Non-overlapping constraints

Inequalities (9.7) are defined to ensure that the new piece $p$ does not overlap any other piece already included in the bin. These constraints are taken from the horizontal slices formulation proposed in Section 2.3. In that case, binary variables associate to slices are denoted by $v_{i j k}, i, j \in P$ and $k \in 1, \ldots, m_{i j}$, being $m_{i j}$ the number of slices defined from the $N F P_{i j}$.

## - Guillotine cut constraints

The next set of constraints (9.9) is the guillotine cut constraints which separate pieces already placed in the bin. Since the guillotine cuts have to be satisfied by all the pieces and each guillotine cut is defined in order to separate two pieces, it is not necessary to consider non-overlapping constraints for the pieces already placed.

If we consider the piece $p$ which is going to be inserted, besides the non-overlapping constraints already described, we need a set of inequalities (9.10) which ensures that no guillotine cut is going to divide polygon $p$. These inequalities appear in the formulation in a symbolic way, using the notation $\operatorname{INT}(\bar{p})$ to indicate the interior of piece $p$ and $g_{i}^{k}$ to indicate the existing guillotine cuts. They will be fully explained in the next section.

## - Lifting the bound constraints

The typical containment constraints which are used in Gomes and Oliveira [32] and Fischetti and Luzzi [27] are (9.5) and (9.6). These constraints are going to be used for all pieces already placed in the bin $p_{k} \in P_{i}$, but for the new piece $p$ which is going to be inserted we are going to use the lifted bound constraints defined in Section 2.3.

Initially, all the pieces are sorted by a certain criterion in order to be inserted into the bins. If one piece does not fit into a given bin, before creating a new bin we try the insertion of the remaining pieces into that bin.

The rotation of the pieces and the reflection are obtained by the algorithm presented in Section 9.6. This algorithm chooses $r$ different rotations of both the original and the reflected polygons, taking into account the pieces and the edges of the bin. Each one of the rotations in the given reflection determined by the algorithm is tried by solving the corresponding MIP model. The final position of the pieces is the one which produces a lower value on the current objective function. Note that we solve several MIP models in order to make the insertion of one piece, and for each different rotation or reflection (if the piece is not symmetrical) the NFPs and the non-overlapping constraints have to be recalculated.

### 9.5 Guillotine cut structure

In the previous section we mentioned that the MIP has to include two types of constraints related to guillotine cuts. On the one hand, when a new piece $p$ is going to be inserted, constraints (9.10) have to ensure that the existing cuts do not cross it. On the other hand, once the model has been solved, we have to identify a new guillotine cut separating the new piece from some piece already placed. This new cut and the cuts from the previous iterations (constraints (9.9)) have to be included in the next models to ensure the separation of the pieces already included.

We consider two different associations between the guillotine cuts and the pieces. A first structure, associated guillotine cuts (AGC), tries to associate the guillotine cut with the piece which has an edge concurrent with it, in such a way that all the guillotine cuts have at least one piece with one concurrent edge. The second guillotine cut structure, iterated guillotine cuts (IGC), is based on the association of a new guillotine cut with the latest piece inserted.

## AGC

In what follows we are going to use the example presented in Figure 9.2. When the first piece is inserted into the bin, no guillotine cut is needed. So the model defined in Section 9.4 is going to have only the containment constraints (9.3), (9.4), (9.5) and (9.6) because there is no overlapping problem. Once the first piece $p_{1}$ is inserted, we try to insert another piece, $p_{2}$. The model for the second insertion is going to have
the containment constraints for both pieces and the non-overlapping constraints of both pieces. Note that there are still no guillotine cuts defined. When the model with two pieces is solved, the solution provides the coordinates of both pieces in the bin and we have to identify a guillotine cut.

Since pieces are convex polygons, there is at least one edge of one piece which can be used as a valid guillotine cut. Thus the guillotine cut is associated with the piece for which one of its edges is concurrent with the guillotine cut. In the example in Figure 9.2, the guillotine cut is concurrent with an edge of $p_{2}$, so it is associated with $p_{2}$. Therefore, the relative position between $p_{2}$ and this guillotine cut is fixed throughout the construction process. In other words, wherever piece $p_{2}$ is moved after the solution of successive MIPs, the guillotine cut will be moved with it.

The first guillotine cut in this example can be denoted as $g^{1}\left(p_{2}, v_{i n i}^{1}, v_{e n d}^{1}\right)$, where $p_{2}$ is the associated piece and the line defined by points $v_{i n i}^{1}$ and $v_{e n d}^{1}$ gives the relative position between $p_{2}$ and $g^{1}$. That is, in order to know the position of the cut $g^{1}$ in the bin, we have to add up the coordinates of $p_{2}$ to $v_{i n i}^{1}$ and $v_{e n d}^{1}$. The endpoints of this guillotine cut are determined by the intersection between the cut and the edges of the bin. The inequality defined by $g^{1}$ which separates $p_{1}$ and $p_{2}$ (inequality (9.9)) has the following structure:

$$
\begin{equation*}
a_{12}\left(x_{1}-x_{2}\right)+b_{12}\left(y_{1}-y_{2}\right) \leq c_{12} \tag{9.13}
\end{equation*}
$$

where $a_{12}, b_{12}$ and $c_{12}$ are the coefficients needed to define the inequality. Let $p_{3}$ be the third piece to be inserted with a given rotation and reflection. In this case the non-overlapping position between $p_{1}$ and $p_{2}$ is ensured by an inequality (9.9) defined by the guillotine cut $g^{1}$. The non-overlapping constraints (9.7) are included for separating $p_{3}$ from $p_{1}$ and $p_{2}$.

In order to guarantee inequality $(9.10)$ for piece $p_{3}$ and $g^{1}$, we add the following three inequalities:

$$
\begin{gather*}
\alpha_{p_{2}, p_{3}, 1}\left(x_{p_{3}}-x_{p_{2}}\right)+\beta_{p_{2}, p_{3}, 1}\left(y_{p_{3}}-y_{p_{2}}\right) \leq \gamma_{p_{2}, p_{3}, 1}^{R}+\left(1-\chi_{p_{2}, p_{3}, 1}^{R}\right) M  \tag{9.14}\\
\alpha_{p_{2}, p_{3}, 1}\left(x_{p_{3}}-x_{p_{2}}\right)+\beta_{p_{3}, p_{2}, 1}\left(y_{p_{3}}-y_{p_{2}}\right) \leq \gamma_{p_{2}, p_{3}, 1}^{L}+\left(1-\chi_{p_{2}, p_{3}, 1}^{L}\right) M  \tag{9.15}\\
\chi_{p_{2}, p_{3}, 1}^{R}+\chi_{p_{2}, p_{3}, 1}^{L}=1 \tag{9.16}
\end{gather*}
$$

Constraint (9.14) forces $p_{3}$ to be placed to the right of $g^{1}$ when the corresponding binary variable $\chi_{p_{2}, p_{3}, 1}^{R}=1$. When binary variable $\chi_{p_{2}, p_{3}, 1}^{R}$ takes the value 0 , then the big- $M$ constant deactivates the inequality. Similarly, in order to place $p_{3}$ to the left of $g^{1}$, we define a binary variable, $\chi_{p_{2}, p_{3}, 1}^{L}$, and inequality (9.15). Equation (9.16) forces $p_{3}$ to be placed at one side of the $g^{1}$. We consider that the piece which has the guillotine cut associated is always placed to the left of the cut and we maintain that notation in all the cases, irrespective of the slope of the cut.

Coefficients $\alpha_{p_{2}, p_{3}, 1}$ and $\beta_{p_{2}, p_{3}, 1}$ are the same in both inequalities (9.14) and (9.15) because the lines are parallel. However, coefficients $\gamma_{p_{2}, p_{3}, 1}^{R}$ and $\gamma_{p_{2}, p_{3}, 1}^{L}$ are different because the vertex which touches the guillotine cut at each side, maintaining all the vertices on the same side, are different.

Once $p_{3}$ is inserted into the bin in Figure 9.2, we have to identify the guillotine cut of order 2 which separates $p_{3}$ from either $p_{1}$ or $p_{2}$. We can observe that the position of pieces $p_{1}$ and $p_{2}$ and guillotine cut $g^{1}$ have changed when piece $p_{3}$ is inserted. Since $p_{3}$ is placed on the same side of $g^{1}$ as $p_{1}$, the new guillotine cut is going to separate pieces $p_{1}$ and $p_{3}$. The thick black edge on the left of piece $p_{1}$ is used as the new guillotine cut, $g^{2}$, which is associated with $p_{3}$. In that case, the top and the bottom limits of $g_{2}$ are given by
the intersections with the edges of the bin.
After the third insertion the model becomes somewhat different because of the guillotine cuts. Let $p_{4}$ be the piece which is trying to be inserted. Inequalities (9.9) defined by guillotine cuts $g^{1}$ and $g^{2}$ ensure the non-overlapping configuration of pieces $p_{1}, p_{2}$ and $p_{3}$. Note that there are two inequalities (9.9) associated with $g^{1}$ : one given by (9.13) and another given by fixing $\chi_{p_{2}, p_{3}, 1}^{R}=1$, which reduces equations (9.14), (9.15) and (9.16) to one inequality of type (9.9). Both inequalities are needed for the separation of the pairs $p_{1}-p_{2}$ and $p_{2}-p_{3}$. Finally, there is one inequality which uses the last guillotine cut $g^{2}$ to separate $p_{1}$ and $p_{3}$.

The non-overlapping constraints (9.7) are used to separate $p_{4}$ from the rest of the pieces. In order to guarantee that $p_{4}$ is going to respect $g_{1}$ and $g_{2}$, constraints (9.10), we add the following constraints:

$$
\begin{gather*}
\alpha_{p_{2}, p_{4}, 1}\left(x_{p_{4}}-x_{p_{2}}\right)+\beta_{p_{2}, p_{4}, 1}\left(y_{p_{4}}-y_{p_{2}}\right) \leq \gamma_{p_{2}, p_{4}, 1}^{R}+\left(1-\chi_{p_{2}, p_{4}, 1}^{R}\right) M  \tag{9.17}\\
\alpha_{p_{2}, p_{4}, 1}\left(x_{p_{4}}-x_{p_{2}}\right)+\beta_{p_{2}, p_{4}, 1}\left(y_{p_{4}}-y_{p_{2}}\right) \leq \gamma_{p_{2}, p_{4}, 1}^{L}+\left(1-\chi_{p_{2}, p_{4}, 1}^{L}\right) M  \tag{9.18}\\
\chi_{p_{2}, p_{4}, 1}^{R}+\chi_{p_{2}, p_{4}, 1}^{L}=1  \tag{9.19}\\
\alpha_{p_{3}, p_{4}, 1}\left(x_{p_{4}}-x_{p_{3}}\right)+\beta_{p_{3}, p_{4}, 1}\left(y_{p_{4}}-y_{p_{3}}\right) \leq \gamma_{p_{3}, p_{4}, 1}^{R}+\left(1-\chi_{p_{3}, p_{4}, 1}^{R}\right) M  \tag{9.20}\\
\alpha_{p_{3}, p_{4}, 1}\left(x_{p_{4}}-x_{p_{3}}\right)+\beta_{p_{3}, p_{4}, 1}\left(y_{p_{4}}-y_{p_{3}}\right) \leq \gamma_{p_{3}, p_{4}, 1}^{L}+\left(1-\chi_{p_{3}, p_{4}, 1}^{L}\right) M  \tag{9.21}\\
\chi_{p_{2}, p_{4}, 1}^{R}=\chi_{p_{3}, p_{4}, 1}^{R}+\chi_{p_{3}, p_{4}, 1}^{L} \tag{9.22}
\end{gather*}
$$

Inequalities (9.17), (9.18) and equality (9.19) have the same structure as constraints (9.14), (9.15), (9.16), corresponding to the insertion of $p_{3}$, because the first guillotine cut must always be satisfied, that is, the new inserted piece has to be either to the right or to the left of $g^{1}$.

In addition, inequalities (9.20), (9.21) and (9.22) are defined to force $p_{4}$ to be placed at one side of $g^{2}$, if that is necessary. If $\chi_{p_{2}, p_{4}, 1}^{L}=1, p_{4}$ and $g^{2}$ are placed on opposite sides of $g^{1}$, so $g^{2}$ and $p_{4}$ are separated by $g^{1}$ and there is no need for a new constraint to separate them. Equation (9.22) allows the fixing of both binary variables, $\chi_{p_{3}, p_{4}, 1}^{R}$ and $\chi_{p_{3}, p_{4}, 1}^{L}$, to 0 , deactivating inequalities (9.20) and (9.21). If $\chi_{p_{2}, p_{4}, 1}^{R}=1$, then $p_{4}$ would be placed on the same side of $g_{1}$ as $g_{2}$ (also $p_{1}$ and $p_{3}$ ), and if we do not add inequality (9.22), then $g_{2}$ could cross $p_{4}$. In that case, one of both binary variables $\chi_{p_{3}, p_{4}, 1}^{R}$ or $\chi_{p_{3}, p_{4}, 1}^{L}$ has to take the value 1 , activating the corresponding inequality. If, instead of using this conditional structure, we had repeated the structure of constraints $(9.17),(9.18)$ and (9.19), forcing the new inserted piece to satisfy all the guillotine cuts already defined, the model would have become unnecessarily restrictive.

Figure 9.2 shows the insertion of piece $p_{4}$. We can see that the endpoints of the new guillotine cut needed to separate pieces $p_{1}$ and $p_{4}$ are defined by the intersection with previous guillotine cuts instead of with the edges of the bin. It can also be observed that while maintaining their relative positions, pieces $p_{2}$ and $p_{3}$ have been moved upwards, taking the associated guillotine cuts with them, and making room for piece $p_{4}$.

We can add the rest of the pieces iteratively, as shown in the other drawings in Figure 9.2. Let $p_{l}$ be the next piece to be inserted. The previous solution has already placed $l-1$ pieces into the bin and there are $l-2$ guillotine cuts defined. For each guillotine cut $g^{t}, t=2, \ldots, l-2$, we know which of the guillotine cuts with lower order it is associated with, $t^{\prime}=1, \ldots, t-1$. That is, $g^{t}$ can be placed at one side of $g^{t^{\prime}}$ or can be separated from $g^{t^{\prime}}$ by another guillotine cut, having no relation with $g^{t^{\prime}}$.

We denote the previous guillotine cut with which $t$ is related by $t^{*} \in\{1, \ldots, t-1\}$.
Then, in a general form, inequalities (9.10) can be written as follows:

$$
\begin{gather*}
\alpha_{p_{k}, p_{t}, s}\left(x_{p_{t}}-x_{p_{k}}\right)+\beta_{p_{k}, p_{t}, s}\left(y_{p_{t}}-y_{p_{k}}\right) \leq \gamma_{p_{k}, p_{t}, s}^{R}+\left(1-\chi_{p_{k}, p_{t}, s}^{R}\right) M \\
\alpha_{p_{k}, p_{t}, s}\left(x_{p_{t}}-x_{p_{k}}\right)+\beta_{p_{k}, p_{t}, s}\left(y_{p_{t}}-y_{p_{k}}\right) \leq \gamma_{p_{k}, p_{t}, s}^{L}+\left(1-\chi_{p_{k}, p_{t}, s}^{L}\right) M  \tag{9.23}\\
\chi_{p_{k}^{*}, p_{t}, 1}^{R}+\chi_{p_{k}^{*}, p_{t}, 1}^{L}=1 \\
\chi_{p_{t}^{*}, p_{t}, s}^{L}=\chi_{p_{k}, p_{t}}^{R}+\chi_{p_{k}, p_{t}}^{L} \tag{9.24}
\end{gather*}
$$

Inequalities (9.23) and (9.24) define the guillotine cuts, which are activated by binary variables $\chi_{p_{k}, p_{t}, s}^{R}$ and $\chi_{p_{k}, p_{t}, s}^{L}$, respectively. The number of guillotine cuts associated with piece $p_{k}$ is denoted by $s_{k}$.

Equality (9.25) ensures that the first guillotine cut, i.e. the guillotine cut with order 1, is always satisfied by the new piece to be inserted $\left(p_{t}\right)$. After that guillotine cut is satisfied, the remaining guillotine cuts are going to have a relation with the new inserted piece using equalities (9.26). The value of $\sigma$ could be $L$ (left) or $R$ (right), depending on what the relation is between the guillotine cuts obtained in the previous steps of the constructive procedure. If the corresponding binary variable which is on the left-hand side of (9.26) takes the value 1 , then a relation is needed between the $s^{t h}$ guillotine cut associated with $p_{k}$ and piece $p_{t}$.


Figure 9.2: Example of the packing of a bin with the AGC structure.


Figure 9.3: Difference between AGC and IGC (real example on instance han120).

IGC
The Iterated Guillotine Cut structure associates each guillotine cut with the last piece inserted into the bin and does not take into account if any edge of the piece is concurrent with the guillotine cut.

Inequalities (9.9) and (9.10) are the same in both structures. The $I G C$ structure is simpler than the $A G C$ because each piece, except $p_{1}$, has one and only one cut associated ( $s_{k}=1$ for $k=2, \ldots, t-1$ and $s_{1}=0$ ).

## Difference between IGC and $A G C$

Figure 9.3 shows two different packings of the first bin for instance $H 120$ (see Section 9.10). With the $A G C$ structure the constructive algorithm places 5 pieces instead of the 4 placed when using the $I G C$ structure. The algorithm works similarly in both cases until piece 4 is placed. The first two pieces are separated in both cases by a vertical line which is associated with piece 1 . The second guillotine cut separates pieces 0 and 2 and is associated with piece 2 in both cases. The third guillotine cut is associated with piece 3 in both cases. When piece 4 is placed, with the $A G C$ structure the new guillotine cut is associated with piece 1 with which it has a concurrent edge, while with the $I G C$ structure it is associated with piece 4 , the last piece placed. Then, piece 5 (a tiny triangle) fits into the packing on the left-hand side of Figure 9.3 because piece 4 can be moved to the top of the bin while the cut stays with piece 1 , making room for piece 5 . In the packing on the right-hand side of Figure 9.3, if piece 4 is moved to the top of the bin, the guillotine cut has also to be moved upwards and there is no feasible placement for piece 5.

### 9.6 Rotations and reflections

We define the reflection of a given piece $p \in P$ as the polygon obtained by applying the mirror transformation. The rotation of the pieces is completely free, that is, they can be rotated continuously between 0 and 360 degrees.

In this section we present an algorithm which decides the best rotations of one piece to be inserted into the bin, taking into account the slope of the edges of the pieces already placed and the edges of the bin. Since the model presented in Section 9.4 allows the piece which is going to be inserted to be placed in any part of the bin, it is interesting that the given rotation of the piece produces as many matchings as possible between the new piece and the pieces already placed. That is, the algorithm looks for rotations of the new piece which would allow it to fit better with the pieces already placed.

The algorithm $G R$ (Get Rotations) chooses a set of rotations for the piece which is going to be inserted in the next iteration of the constructive algorithm. The number of rotations $n_{r}$ is an input of the algorithm and the output is a set of $n_{r}$ rotations.

Let $p_{i}$ be the piece which is trying to be inserted. The set of rotation angles that we are going to study is obtained by matching each edge of $p_{i}$ with each edge of the bin and each edge of each piece already placed into the bin. If the number of angles that we obtain is lower than $n_{r}$, then algorithm $G R$ returns all these angles. In the case that we obtain more than $n_{r}$ different rotations, we sort the angles by the following criteria:
a) Non-increasing number of matchings between the edges of the polygon obtained by applying the given rotation to the piece and the edges of the bin and the edges of all the pieces already placed in the bin.
b) In order to break ties in (a), we use the total length of the edges of all the matchings.

The first $n_{r}$ rotations are returned by the $G R$ algorithm.
The different strategies that we are going to use in the constructive algorithm are:

- $3 R$ : We try the three best rotations given by algorithm $G R$.
- $3 R x 3 R$ : We try the three best rotations of the piece given by algorithm $G R$ and the three best rotations after applying the mirror movement.
- $\sigma R$ : We try the six best rotations given by algorithm $G R$.
- $3 R+1 x 3 R+1$ : We try the three best rotations given by algorithm $G R$ (also in the mirror polygon) for the first piece of each bin and we increase the number of rotations by one every time a new piece is inserted.
- $3 R+3 \times 3 R+3$ : Similar to the previous one, but we increase the number of rotations by three.
- $5 R+5 x 5 R+5$ : Similar to the two previous strategies, but we increase the number of rotations by five and we begin to study five rotations for the first piece.
- E30: Every $30^{\circ}$ in both polygons (the original one and after applying the mirror). The first rotation is given by matching the longest edge of the piece with the bottom edge of the bin.
- E10: Similar to E30, but considering the rotations every $10^{\circ}$.


### 9.7 Constructive algorithm

In Section 9.4 an MIP mixed integer formulation is proposed to insert optimally one piece with a fixed rotation and reflection. The following elements have to be determined in the constructive algorithm:

- The initial permutation of the pieces.
- The rotations of the pieces to be inserted. That implies the number of rotations and the criterion for choosing the rotations. The different criteria are described in Section 9.6.
- The reflections. It would be interesting to know if using reflections produces better solutions or whether with just the rotations it is enough to find good solutions.
- The objective function used in the MIP model. We consider the three different objective functions defined in Section 9.4.
- The guillotine cut structure used, $I G C$ or $A G C$, described in Section 9.5.

We are going to consider three different criteria for sorting the pieces at the beginning of the process:

- Randomly.
- By non-increasing area. This is very similar to ordering the pieces by a non-increasing perimeter.
- By shape. We are going to pack first the pieces whose shape is similar to a rectangle and then the rest of the pieces. Pieces are therefore divided into two sets: one set is given by pieces whose shape is similar to a rectangle and in the other set we consider the rest of the pieces. In order to identify whether a piece has approximately a rectangular shape, we calculate the minimal enclosing rectangle by matching each edge of the piece with one of the edges of the rectangle and if the usage, define as $U=\frac{\text { Area(Piece })}{\text { Area(Rectangle) }}$, is greater than a given threshold $\mu$ then the piece is included in the first set of pieces. After all the pieces are classified, we sort both sets by area and we begin with the insertion of the first piece from the first group.

The structure of the constructive algorithm is presented in Algorithm 4. Once a permutation of the pieces is selected, with the given order we try to insert as many pieces as possible into the first bin. When no more pieces fit into the first bin, if there are still some remaining pieces, a new bin is built, and there is an attempt to place the remaining pieces into the new bin. The algorithm ends when all the pieces are placed.

We solve many MIP problems along the algorithm. The computational effort of the constructive algorithm depends greatly on the number of rotations to be attempted for each piece and the computational time is duplicated when we consider the reflection. In Section 9.10 the benefit of using the reflection is shown.

The first time the insertion of a new piece into a given bin is tried, we use as an upper bound the value of the objective function when $L_{c}$ and $W_{c}$ are substituted for $L$ and $W$. However, if in a given rotation and
reflection the MIP model is feasible, it provides a valid solution whose value can be used as an upper bound for the following insertion of the same piece in the remaining angles of rotation. That is, if we have found a good insertion of a given piece, then we use the objective function value as an upper bound for the remaining polygons obtained by rotating and reflecting the given piece.

Once all pieces are placed into bins, the less occupied bin is rebuilt with the objective functions FO1 and $F O 2$ in order to find the cut, either horizontal or vertical, which produces a bigger non-used rectangle. This part is not going to be considered as waste (see Section 9.3).

### 9.8 Constructive algorithm with two phases

In Section 9.7 we presented the constructive algorithm in which each time there is an attempt to insert a new piece, an MIP model is solved. The guillotine cuts are guaranteed because there are several constraints in the MIP model, described in Section 9.5, which force the piece being inserted to respect all the guillotine cuts previously defined.

Since the guillotine cut inequalities reduce the feasible zone for placing the new piece, we now propose to try first the insertion without taking into account the guillotine cut constraints (inequalities 9.10 in Section 9.4). It may then be that the position of the new piece does not respect the previous guillotine cut structure. In that case, we need to identify a new guillotine cut structure if there is one. A procedure for doing that is presented in this section.

Let $i \in P$ be the piece which is going to be inserted. We denote by $M I P^{1}$ the MIP model used in the constructive algorithm defined in Section 9.4 without taking into account inequalities (9.10). The complete model is denoted by $M I P^{2}$. Then, if $M I P^{1}$ is unfeasible, $M I P^{2}$ is also unfeasible.

When MIP ${ }^{1}$ is feasible we obtain a position of the pieces with no overlap, but we do not know if it could be obtained by guillotine cuts. We use a simple algorithm to find a guillotine cut structure. Each edge of every piece is considered as the possible first guillotine cut. If an edge can be used as the first guillotine cut, because it does not divide any piece and there are pieces on both sides, then the bin is divided into two parts and the same procedure is used on each part until all the pieces are separated. If in any part of the bin there are three or more pieces for which none of the edges of these pieces can be considered a guillotine cut, we consider that the given solution cannot be obtained by guillotine cuts. The algorithm is called FGCS (Finding a Guillotine Cut Structure).

Then, when $M I P^{1}$ is solved and gives a feasible solution, we call FGCS to know if there is a feasible guillotine cut structure. If $F G C S$ fails, $M I P^{2}$ is built and solved. The new guillotine cut structure found is used for the next insertion, building a new MIP model.

In the case that $M I P^{1}$ is unfeasible, we try the next rotation of the given piece and when there are no rotations left, we consider the next piece to be inserted as in the constructive algorithm (Section 9.7). Then, only in the case that $M I P^{1}$ is feasible and $F G C S$ fails to find a guillotine cut structure, the $M I P^{2}$ is solved.

This algorithm with two phases is more flexible and can produce better solutions. Figure 9.4 shows a


Figure 9.4: Solutions obtained by a constructive algorithm and a constructive algorithm with two phases.
simple example with rectangular pieces, applying both constructive algorithms. On the left-hand side we can see that with the initial algorithm the guillotine cuts separating pieces $p_{1}, p_{2}$ and $p_{3}$ are too restrictive and it is impossible to place any other rectangle, while on the right-hand side piece $p_{4}$ is placed and then a guillotine cut structure is easily found.

### 9.9 Embedding an improvement procedure into the constructive algorithm

The irregular pieces make the bin packing problem very difficult to deal with. We have tried to adapt several local search procedures which have been reported to work well for the standard bin packing problem with rectangular pieces (Lodi et al. [42] and Charalambous et al. [19]), but we have only obtained marginal improvements at a very high computational cost. Therefore, we have adopted a different strategy. Instead of applying improvement procedures to the complete solutions, we have developed a procedure, embedded into the constructive procedure, which is applied to each bin once no more pieces can be inserted into it and before a new bin is opened.

When a bin is closed, that is, when the constructive algorithm cannot place more pieces into it, if the usage is lower than a given threshold $\kappa$, we identify the piece which produces more waste and either the rotation of the piece or even the piece itself is changed. We propose a new criterion to assess the quality of the placement of each piece in a given bin and a new criterion to compare the quality of two different layouts of the bin with the same pieces.

Let $n_{b}$ be the number of pieces already placed into bin $b$. The guillotine cuts divide the bin into $n_{b}$ containment polygons. Each one of these polygons contains exactly one piece and the respective waste of each piece in its containment polygon can be calculated. Then, we consider the one which produces more waste as the worst placed piece, taking into account the corresponding containment polygon. Figure 9.5 shows the containment polygon of the worst inserted piece, $p_{6}$, in the top-right corner of the bin. In this


Figure 9.5: Containment polygon of piece $p_{6}$
example, the usage of the piece in the containment polygon is lower than 0.5 .
Once the worst placed piece is identified, the bin is rebuilt in the following way. The bin is emptied, the worst piece is removed from the list and the other pieces are inserted again with their same rotations and reflections. Once all the previous pieces are placed, we try to insert the worst piece considering 10 different rotations for each reflected polygon. These rotations are obtained by using a modified version of algorithm $G R$, in which the edges of the bin are not considered and only the matchings with the previously placed pieces are computed. If we succeed, the remaining pieces in the problem are tested for insertion.

This procedure is applied twice and we accept a new construction of the given bin if the waste has been reduced. In this case we repeat the procedure until no improvements are found in two iterations.

### 9.10 Computational experiments

In this section we study several strategies to find the best constructive algorithm. All the different versions follow the structure described in Algorithm 4 (page 182).

We have used the test data presented by Bennell et al. [11]. They consider eight instances, four provided by a company in glass cutting for conservatories and another four generated using properties of the industrial data. The number of pieces ranges between 40 and 149. The instance name is coded by a letter and a number: the letter can be $J$ or $H$ depending on whether the instance is provided by a company $(J)$ or is generated $(H)$; the number represents the total number of pieces to be packed into the bins.

The first constructive algorithm that we are going to study, $C A 1$, considers the one given by sorting the pieces by non-increasing area as the initial permutation. The algorithm to decide the rotation is $3 R x 3 R$, which considers 3 rotations for both polygons, original and reflected. The guillotine cut structure is $A G C$.

We have considered the following modifications of CA1:
CA2: As CA1, but initially pieces are sorted randomly.
CA3: As CA1, but initially pieces are sorted by shape (see Section 9.7).

CA4: As CA1, but the objective function is $F O 1$ (see Section 9.4).
CA5: As CA1, but the objective function is FO2 (see Section 9.4).
CA6: As $C A 1$, but the strategy for obtaining the rotation of the pieces is $6 R$ (see Section 9.6).
CA7: As CA1, but the strategy for obtaining the rotation of the pieces is $3 R+1 x 3 R+1$ (see Section 9.6).
CA8: As $C A 1$, but the strategy for obtaining the rotation of the pieces is $3 R+3 \times 3 R+3$ (see Section 9.6).
CA9: As $C A 1$, but the strategy for obtaining the rotation of the pieces is $5 R+5 x 5 R+5$ (see Section 9.6).
CA10: As $C A 1$, but the strategy for obtaining the rotation of the pieces is $E 30$ (see Section 9.6).
CA11: As $C A 1$, but the strategy for obtaining the rotation of the pieces is $E 10$ (see Section 9.6).
CA12: As $C A 1$, but the strategy used for the guillotine cuts is $I G C$ (see Section 9.5).
Table 9.1 shows the total number of bins used to pack all the pieces using these versions of the constructive algorithm. Tables 9.2 and 9.3 show, respectively, the fractional number of bins used and the usage of the bins, while in Table 9.4 we can see the computational time in seconds.

Table 9.1: Number of bins used ( $N$ )

| Instances | CA1 | CA2 | CA3 | CA4 | CA5 | CA6 | CA7 | CA8 | CA9 | CA10 | CA11 | CA12 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| J40 | 8 | 9 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 | 8 |
| J50 | 10 | 11 | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 |
| J60 | 11 | 12 | 11 | 11 | 11 | 11 | 11 | 11 | 11 | 11 | 11 | 11 |
| J70 | 12 | 14 | 12 | 12 | 12 | 13 | 12 | 12 | 12 | 12 | 12 | 12 |
| H80 | 10 | 11 | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 | 10 |
| H100 | 16 | 18 | 17 | 16 | 16 | 17 | 16 | 16 | 16 | 16 | 16 | 16 |
| H120 | 16 | 18 | 17 | 16 | 17 | 17 | 16 | 16 | 16 | 17 | 16 | 17 |
| H149 | 22 | 25 | 23 | 23 | 23 | 23 | 22 | 22 | 22 | 22 | 22 | 22 |

Table 9.2: Fractional number of bins used (F)

| Instances | CA1 | CA2 | CA3 | CA4 | CA5 | CA6 | CA7 | CA8 | CA9 | CA10 | CA11 | CA12 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| J40 | 7.40 | 8.42 | 7.38 | 7.45 | 7.43 | 7.70 | 7.25 | 7.21 | 7.21 | 7.33 | 7.25 | 7.52 |
| J50 | 9.27 | 10.51 | 9.37 | 9.24 | 9.31 | 9.53 | 9.31 | 9.16 | 9.16 | 9.36 | 9.25 | 9.38 |
| J60 | 10.35 | 11.67 | 10.54 | 10.52 | 10.40 | 10.68 | 10.35 | 10.21 | 10.22 | 10.36 | 10.28 | 10.41 |
| J70 | 11.63 | 13.60 | 11.85 | 11.80 | 11.78 | 12.18 | 11.57 | 11.66 | 11.62 | 11.79 | 11.74 | 11.79 |
| H80 | 9.46 | 10.35 | 9.47 | 9.48 | 9.46 | 9.34 | 9.40 | 9.30 | 9.35 | 9.43 | 9.33 | 9.55 |
| H100 | 15.56 | 17.48 | 16.12 | 15.87 | 15.82 | 16.16 | 15.62 | 15.43 | 15.47 | 15.94 | 15.54 | 15.75 |
| H120 | 15.75 | 17.26 | 16.17 | 15.65 | 16.24 | 16.39 | 15.69 | 15.65 | 15.74 | 16.14 | 15.95 | 16.21 |
| H149 | 21.83 | 24.53 | 22.39 | 22.09 | 22.24 | 22.09 | 21.88 | 21.72 | 21.77 | 21.87 | 21.75 | 21.83 |

The comparison between $C A 1, C A 2$ and $C A 3$ in Table 9.1 shows that the best sorting criterion is nonincreasing area (CA1). We can see that $C A 2$ is always worse than $C A 1$ and $C A 3$ is worse in the last three instances. Furthermore, Table 9.2 shows that $C A 1$ obtains better results than $C A 3$ in the first five instances with the exception of instance $J 40$, in which $C A 3$ is slightly better.

In order to decide which objective function produces better results, we compare $C A 1, C A 4$ and $C A 5$. Table 9.1 shows that $C A 1$ is slightly better than $C A 4$ and $C A 5$. Only on instances $J 50$ and $H 120$ is the

Table 9.3: Usage ( $U$ )

| Instances | CA1 | CA2 | CA3 | CA4 | CA5 | CA6 | CA7 | CA8 | CA9 | CA10 | CA11 | CA12 |
| :--- | ---: | :---: | :---: | ---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| J40 | 0.82 | 0.72 | 0.82 | 0.82 | 0.82 | 0.79 | 0.84 | 0.84 | 0.84 | 0.83 | 0.84 | 0.81 |
| J50 | 0.82 | 0.73 | 0.82 | 0.83 | 0.82 | 0.80 | 0.82 | 0.84 | 0.84 | 0.82 | 0.83 | 0.81 |
| J60 | 0.84 | 0.74 | 0.82 | 0.82 | 0.83 | 0.81 | 0.84 | 0.85 | 0.85 | 0.84 | 0.84 | 0.83 |
| J70 | 0.85 | 0.73 | 0.83 | 0.84 | 0.84 | 0.81 | 0.85 | 0.85 | 0.85 | 0.84 | 0.84 | 0.84 |
| H80 | 0.86 | 0.79 | 0.86 | 0.86 | 0.86 | 0.87 | 0.87 | 0.88 | 0.87 | 0.87 | 0.87 | 0.85 |
| H100 | 0.86 | 0.77 | 0.83 | 0.84 | 0.85 | 0.83 | 0.86 | 0.87 | 0.87 | 0.84 | 0.86 | 0.85 |
| H120 | 0.87 | 0.80 | 0.85 | 0.88 | 0.85 | 0.84 | 0.88 | 0.88 | 0.87 | 0.85 | 0.86 | 0.85 |
| H149 | 0.88 | 0.78 | 0.86 | 0.87 | 0.86 | 0.87 | 0.88 | 0.89 | 0.88 | 0.88 | 0.88 | 0.88 |

Table 9.4: Time in seconds $(T)$

| Instances | CA1 | CA2 | CA3 | CA4 | CA5 | CA6 | CA7 | CA8 | CA9 | CA10 | CA11 | CA12 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| J40 | 14 | 24 | 15 | 14 | 16 | 41 | 31 | 83 | 105 | 58 | 177 | 15 |
| J50 | 18 | 36 | 22 | 20 | 19 | 24 | 52 | 89 | 108 | 95 | 237 | 22 |
| J60 | 32 | 50 | 45 | 73 | 36 | 65 | 96 | 204 | 180 | 162 | 440 | 39 |
| J70 | 62 | 84 | 121 | 93 | 129 | 44 | 142 | 334 | 305 | 281 | 609 | 55 |
| H80 | 155 | 231 | 131 | 112 | 158 | 117 | 354 | 610 | 545 | 449 | 1257 | 99 |
| H100 | 124 | 143 | 97 | 223 | 177 | 92 | 294 | 582 | 587 | 720 | 1286 | 108 |
| H120 | 326 | 387 | 149 | 288 | 186 | 158 | 771 | 1198 | 1424 | 782 | 2769 | 194 |
| H149 | 624 | 635 | 235 | 225 | 208 | 193 | 1042 | 1529 | 1525 | 1307 | 3369 | 250 |

fractional number of bins used lower with $C A 4$. It seems that $C A 4$ produces better results than $C A 5$ because the length of the bin is greater than the width in all the instances. However, the weighted objective function $F O 0$ works better than both $F O 1$ and $F O 2$.

The advantages of using reflection can be seen by comparing $C A 1$ and $C A 6$. Each insertion tries 6 different shapes of one piece, $C A 1$ considers the best three rotations of both original and reflected polygons and CA6 does not take into account the reflection. We can see that the results are clearly better if we consider the reflected polygons.

Algorithm CA1 considers 6 different polygons of the piece which is going to be inserted. This means that 6 MIP models are solved to optimality in order to decide the relative position between the new inserted piece and the pieces and guillotine cuts already placed. Algorithms CA7, CA8, CA9, CA10 and CA11 consider more rotations for both polygons, original and reflected, of a given piece. Then, in Table 9.4 we can see that the computational time increases, CA11 being the slowest algorithm (note that at each insertion CA11 72 MIPs are solved to optimality). Table 9.1 shows that all these algorithms produce results with the same number of bins with the exception of $C A 10$ which obtains a worse result on instance $H 120$. The best results are given by $C A 8$, which produces the best results for 6 of 8 instances. However, the computational time of $C A 8$ increases considerably in comparison with $C A 1$.

Finally, since $C A 1$ works slightly better than $C A 12$, it seems that the $A G C$ structure produces better solutions than the $I G C$.

## Comparison of the constructive algorithms with two phases and the improvement procedure

Table 9.5 shows the comparison between the original $C A 1$ and the $C A 1$ configuration using the two-phase constructive algorithm. The computational time remains similar and the quality of the solutions is slightly
improved.

On the other hand, when the improvement procedure presented in Section 9.9 is embedded into the constructive algorithm $C A 1$ with two phases $(C A 1 M)$, the quality of the solutions is even better. The number of bins in instances $J 40, J 50$ and $J 60$ is reduced and in instances $H 100$ and $H 120$ the fractional number of bins is reduced. That is, on 5 instances this improvement procedure obtains a better solution, though the computational times increase.

Table 9.5: Comparing the initial and the two-phase constructive algorithms

|  | CA1 |  |  |  | CA1 two phases |  |  |  | CA1M |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  | N | U | F | T | N | U | F | T | N | U | F | T |
| J40 | 8 | 0.82 | 7.40 | 14 | 8 | 0.83 | 7.31 | 21 | 7 | 0.88 | 6.92 | 168 |
| J50 | 10 | 0.82 | 9.27 | 18 | 10 | 0.83 | 9.23 | 26 | 9 | 0.85 | 8.97 | 344 |
| J60 | 11 | 0.84 | 10.35 | 32 | 11 | 0.83 | 10.49 | 68 | 10 | 0.87 | 9.99 | 445 |
| J70 | 12 | 0.85 | 11.63 | 62 | 12 | 0.88 | 11.28 | 99 | 12 | 0.86 | 11.54 | 703 |
| H80 | 10 | 0.86 | 9.46 | 155 | 10 | 0.89 | 9.20 | 121 | 10 | 0.89 | 9.21 | 1275 |
| H100 | 16 | 0.86 | 15.56 | 124 | 16 | 0.87 | 15.33 | 165 | 16 | 0.88 | 15.27 | 1412 |
| H120 | 16 | 0.87 | 15.75 | 326 | 16 | 0.87 | 15.74 | 488 | 16 | 0.89 | 15.37 | 2406 |
| H149 | 22 | 0.88 | 21.83 | 624 | 22 | 0.89 | 21.57 | 524 | 22 | 0.89 | 21.59 | 3314 |
| Total | $\mathbf{1 0 5}$ |  | $\mathbf{1 0 1 . 2 7}$ |  | $\mathbf{1 0 5}$ |  | $\mathbf{1 0 0 . 1 3}$ |  | $\mathbf{1 0 2}$ |  | $\mathbf{9 8 . 8 7}$ |  |

## Lower bounds for the total number of bins

In order to assess the quality of the solutions obtained, we have computed a simple lower bound for $N$ by solving a 1 -dimensional bin packing model. This model uses an upper bound for $N, N_{u b}$, given by the constructive algorithm. In order to indicate that bin $i$ is open we use a binary variable $y_{i}$, which takes the value 1 if the bin is used in the solution. We consider binary variables $x_{i j}$ which take the value 1 if piece $j$ is placed on bin $i$, and 0 otherwise. The model can be written as follows:

$$
\begin{array}{cl} 
& \operatorname{Min} \sum_{i=1}^{N_{u b}} y_{i} \\
\text { s.t. } & \\
\sum_{j=1}^{n} a_{j} x_{i j} \leq a_{b} y_{i} & i=1, \ldots, N_{u b} \\
\sum_{i=1}^{N_{u b}} x_{i j}=1 & j=1, \ldots, n  \tag{9.30}\\
x_{i j} \in\{0,1\}, y_{i} \in\{0,1\}, & 1 \leq j \leq n, 1 \leq i \leq N_{u b}
\end{array}
$$

where $n$ denotes the total number of pieces, $N_{u b}$ is an upper bound for the total number of bins, $a_{j}$ is the area of piece $j \in\{1, \ldots, n\}$ and $a_{b}$ the area of one bin. In the objective function we try to minimize the total number of bins used. Inequalities (9.28) ensure that the total area of pieces placed in bin $i \in\left\{1, \ldots, N_{u b}\right\}$ must be less than or equal to the area of the bin. Finally, equalities $(9.29)$ force each piece to be placed exactly in one used bin.

In Table 9.6 we can see that the number of bins used in every feasible solution is never more than two bins away for the simple 1-dimensional lower bound. That gives an idea of the difficulty of reducing the number of required bins even more.

Table 9.6: Comparison with lower bound for $N$

| Instances | Lower Bound | CA1 two phases (N) |
| :--- | :---: | :---: |
| J40 | 7 | 7 |
| J50 | 8 | 9 |
| J60 | 9 | 10 |
| J70 | 10 | 12 |
| H80 | 9 | 10 |
| H100 | 14 | 16 |
| H120 | 14 | 16 |
| H149 | 20 | 22 |

## Comparison with the best known algorithms

Bennell et al. [11] propose several versions for the one step algorithm depending on two parameters: $\theta$ is the threshold for accepting matches of blocks and $K$ controls the linearity of the dynamic weighting scheme. The best two algorithms using the one-step approach are given by the following combinations:

- $1 S$-0.94-5: with $\theta=0.94$ and $K=5$.
- $1 S$-0.97-3: with $\theta=0.97$ and $K=3$

The two-step algorithm ( $2 S$ ) also proposed by Bennell et al. [11] works slightly worse than the one-step algorithms, but there is one instance (see $J 70$ in Table 9.7) where the two-step algorithm found a better solution with fewer bins than all the one-step algorithms.

Table 9.7 shows the computational results obtained by the two-step algorithm $2 S$ and the one-step algorithms $1 S$-0.94-5 and $1 S-0.97-3$. The two last columns correspond to $C A 1$ and $C A 1 M$ (CA1 with two phases and the improvement procedure). Algorithm $C A 1 M$ produces the best known results for five of the eight instances (the best known solution of instance $J 70$ is given by CAl two phases in Table 9.5). The behavior of algorithm $C A 1$ is also interesting because on average it works better than the algorithms proposed by Bennell et al. [11], and it is faster. In fact, we can see that $C A 1$ reduces the number of bins used in $1 S-0.94-5$ and $1 S$-0.97-3 in 4 instances. Algorithm $1 S-0.97-3$ produces the best result for instance $J 50$.

## Comparison with the state of the art algorithms in rectangular bin packing problems

The constructive algorithms proposed in this paper deal with irregular pieces and use a mathematical model which is hard to solve to optimality in each step. Nevertheless, they can be applied to standard bin packing problems with rectangular pieces to assess their performance for this problem.

For the bin packing problem with rectangular pieces, there is a standard benchmark set composed of 500 instances divided into 10 classes. The first 6 classes were proposed by Berkey and Wang [15] and the last 4 classes by Lodi et al. [42]. We consider two rotations for the insertion of each piece ( $0^{\circ}$ and $90^{\circ}$ ) and therefore we are solving the $2 D B P|R| G$ problem.

Table 9.7: Comparison with the algorithms proposed by Bennell et al. [11]


Table 9.8 compares the total number of bins used by the constructive algorithm CA1 with fast heuristic algorithms: the Knapsack-Problem-based heuristics of Lodi et al. [42] (KP), the Guillotine Bottom-Left heuristic of Polyakovsky and M'Hallah [53] (GBL) and the Constructive Heuristic of Charalambous and Fleszar [19] (CH).

We can observe that the constructive algorithm $C A 1$ is competitive, working better than $G B L$, slightly worse than $K P$ and clearly worse than $C H$. Algorithm $C A 1$ with two phases produces better results than any other constructive algorithm. However, the state of the art procedure on rectangular bin packing problems with guillotine cuts is the CHBP algorithm proposed by Charalambous and Fleszar [19], in which their constructive algorithm (CH) is followed by a postoptimization phase. CHBP requires only 7064 bins.

Table 9.9 shows the total number of bins used by algorithms $C H, C A 1, C A 1$ with two phases and $C H B P$ for each class of instances. The main differences between algorithms $C H$ and $C A 1$ appear in classes 7 and 8 , the behavior in the rest of the classes being similar. The differences disappear if we consider algorithm CA1 with two phases, which seems especially well fitted for these types of instances. Note that CA1 and the other constructive algorithms presented in this paper are carefully designed to decide the position of the pieces in a given bin and do not focus on the assignment of pieces to bins. Nevertheless, they work well on rectangular bin packing problems.

Table 9.8: Total number of bins in the 10 classes.

|  | Total number of bins |
| :--- | :---: |
| KP | 7297 |
| GBL | 7367 |
| CH | 7191 |
| CA1 | 7303 |
| CA1(2 phases $)$ | 7146 |
| CHBP | 7064 |

Table 9.9: Total number of bins in each class.

| Class | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CH | 997 | 127 | 705 | 126 | 894 | 115 | 792 | 792 | 2131 | 512 |
| CA1 | 994 | 130 | 718 | 127 | 896 | 116 | 844 | 843 | 2124 | 511 |
| CA1(2 phases) | 984 | 128 | 695 | 126 | 878 | 116 | 792 | 795 | 2124 | 508 |
| CHBP | 975 | 124 | 687 | 125 | 872 | 113 | 770 | 776 | 2119 | 503 |

### 9.11 Conclusions

A new approach to ensuring a guillotine cut structure is proposed by using a mathematical model. To our knowledge, in the literature of guillotine cut problems we cannot find any mathematical model which considers guillotine cuts.

The rotations and reflections of the pieces make the mathematical model harder to define. A new algorithm $(G R)$ for deciding rotations is proposed and it is demonstrated that it produces good results. In order to deal with reflection, we double the computational effort if pieces are not symmetric, trying the insertion of each piece for each reflected polygon.

The constructive algorithm proposed obtains high quality results on the bin packing problem with guillotine cuts and irregular convex pieces, improving the best known solutions in 6 of 8 instances and it is competitive with the rectangular bin packing problem with guillotine cuts.

```
Algorithm 4 Constructive algorithm structure
Require: \(P, L, W\);
    Set \(P^{\prime}\) (initial permutation);
    Set \(n_{r}\) (number of rotations);
    Set \(O F\) (objective function);
    Set guillotine cut structure;
    \(B=\emptyset\), cont \(=0\);
    while \(P^{\prime} \neq \emptyset\) do
        Create a new bin \(b_{\text {cont }}\).
        for \(i=0, \ldots,\left|P^{\prime}\right|-1\) do
            Set bestOF value \(=\omega L+(1-\omega) W\) ( \(\omega\) is given by OF);
            \(I N=\) false;
            \(P^{*}\) is the set of all polygons obtained by the different rotations of \(p_{i}^{\prime}=P^{\prime}[i]\);
            if \(p_{i}^{\prime}\) has no symmetries and reflection is allowed then
                \(P_{m}^{*}\) is the set of all polygons obtained by the different rotations of \(m\left(p_{i}^{\prime}\right)\) (reflected polygon);
            end if
            for each polygon \(p \in P^{*} \cup P_{m}^{*}\) do
                Add \(p\) to the MIP model;
                Solve the MIP model using as upper bound bestOFvalue;
                if model is feasible then
                    \(I N=\) true;
                    Update best rotation (and reflection) of \(p_{i}^{\prime}\).
                    bestOF value =current objective function value;
                end if
                Remove \(p\) from the model.
            end for
            if \(I N=\) true then
                Add \(p_{i}^{\prime}\) to \(b_{\text {cont }}\)
                Insert the piece into the MIP model with the best rotation (and reflection).
                Identify the new guillotine cut and update the guillotine cut constraints of the model.
                \(P^{\prime}=P^{\prime} \backslash\left\{p_{i}^{\prime}\right\}\)
            end if
        end for
        \(B=B \cup\left\{b_{\text {cont }}\right\} ;\)
        cont \(=\) cont +1 ;
    end while
    Sort bins \(B\) by non-decreasing waste;
    Rebuild last bin of \(B\) with objectives functions \(F O 1\) and \(F O 2\) and choose the best configuration.
    return \(B\);
```


## Chapter 10

## Conclusions and future work

This thesis can be divided into three parts. The first part is formed by Chapters 2, 3, 4 and 5 . The second part includes Chapters 6, 7 and 8. Finally, the third part is included in Chapter 9.

First of all we have developed an exact algorithm, a Branch \& Bound algorithm, for the two-dimensional irregular strip packing problem (Nesting Problem) where pieces have a fixed rotation. This algorithm improves the algorithm proposed by Fischetti and Luzzi [27] and is able to solve instances with up to 16 pieces to optimality. In order to add a cutting process to the Branch \& Bound we propose several new kinds of valid inequalities. The computational results show that the separation algorithms require too much, time making the cutting process inefficient.

Secondly we have designed an Iterated Greedy algorithm to solve the two-dimensional irregular strip packing problem where pieces can be rotated at several angles. This algorithm can be classified as a mathheuristic algorithm because we solve many MIP problems to optimality. The computational results show that this algorithm obtains good results and it is competitive with the state of the art procedures.

Thirdly we have proposed an efficient constructive algorithm for the two-dimensional irregular bin packing problem with guillotine cuts appearing in the glass cutting industry. This algorithm outperforms the previous algorithms proposed by Bennell et al. [11] and it is even competitive for the rectangular bin packing problem with guillotine cuts. A new and efficient approach is used to guarantee the guillotine cut structure.

In Chapter 1 we introduce a literature review of the different versions of Nesting Problems. Since the exact algorithm and the Iterated Greedy algorithm deal with the two-dimension strip packing problem, the most studied version of Nesting Problems, we added two sections with a literature review for both cases, exact and heuristic algorithms. Another section includes the properties of the instances used along the thesis and the pictures of the best solutions obtained by the algorithms that we have developed.

Chapter 2 contains the MIP formulations. We have improved the Gomes and Oliveira model proposed in [32] by modifying the Fischetti and Luzzi [27] model. We propose two formulations based on defining the Fischetti and Luzzi slices in a horizontal way. The computational results show that HS2 model works better than all the other formulations.

The exact procedure is based on a Branch \& Bound algorithm. Chapter 3 studies different strategies
for branching. We have improved the Fischetti and Luzzi strategy and the computational results show that different branching strategies obtain a wide range of quality results.

In order to add a cutting process into the Branch \& Bound algorithm, we have found different valid inequalities which are presented in Chapter 4 . Some of the inequalities combine real and binary variables, $X-Y$ inequalities and Impenetrability constraints, and other inequalities try to find a set of binary variables which produce an unfeasible solution if all variables take the value 1 , cliques, covers, $L U$-covers and Transitivity inequalities. In Chapter 5 we propose separation algorithms for several of those inequalities. The computational results show that we have failed to design good separation algorithms because the computational effort used on the separation algorithms is too high and it is preferable to branch rather than add inequalities.

In Chapter 6 we have designed Constructive Algorithms using the previous models based on the insertion of the pieces one at a time. A new and interesting idea for the insertion of one piece is trunk insertion, which allows certain movements of the pieces already placed in order to place the new piece better. Despite the high computational effort needed on these algorithms, the computational results show that they produce high quality results.

In Chapter 7 we have studied different movements separately in order to design an efficient local search procedure. These movements are based on the optimal insertion of $n$ pieces ( $n$-insert); the compaction of the pieces which allows small changes on the relative position of neighboring pieces; and the 1 -compaction with is a combination of the previous two movements. We also propose different objective functions and the computational results show that the Crossed Objective Function, presented in Section 7.4, produces the best results.

The Iterated Greedy Algorithm is described in Chapter 8. This algorithm is based on a constructive algorithm with trunk insertion, but we add a dynamic procedure to calibrate the different parameters along the process. This idea arises because different MIPs that we need to solve in order to obtain a solution have different degrees of difficulty. This dynamic procedure is based on the number of binary variables. It seems that MIPs with a high number of binary variables are usually more difficult to solve to optimality. We define the skeleton of a given solution as the set of pieces which, to improve the current solution, have to modify their relative position. The destructive algorithm removes some of the pieces from the skeleton of the current solution. The local search procedure considers two movements, the 1 -insertion and the 2 -insertion. Both movements, as in the constructive phase, have a dynamic procedure for changing the parameters, making the movements more aggressive in some cases. The computational results show that this algorithm is competitive, providing the best known results in several instances.

In Chapter 9 we propose a constructive algorithm for the two-dimensional irregular bin packing problem with guillotine cuts. In that problem, pieces can rotate freely and can be reflected. Since we use a similar model to the HS2 model, we have designed an algorithm to decide the rotations and reflections of the pieces to be inserted by taking into account the pieces already placed. As the computational results show, this algorithm decides good rotations to be tested. Furthermore, a new approach to guaranteeing the guillotine cut structure by using linear inequalities is presented. We have also designed a strategy to find a guillotine cut structure for a given solution and a criterion to identify pieces whose placement produces too much waste. Taking into account these two elements, we have designed an improvement procedure embedded into the constructive algorithm which produces good results. The computational results show that this algorithm
produces the best results and it is competitive with algorithms designed specifically for the rectangular bin packing problem with guillotine cuts.

As future work, it could be interesting to combine the algorithm which decides the rotations of the pieces presented in Chapter 9 with the Iterated Greedy algorithm presented in Chapter 8, providing an algorithm for general Nesting Problems, allowing pieces to be freely rotated.

Since we have failed to design an efficient cutting process in the Branch \& Bound algorithm, it could be interesting to improve the separation algorithms presented in Chapter 5 and to try to find new valid inequalities. Furthermore, if the formulation were improved, then the constructive algorithms presented in Chapter 6 and the heuristic algorithm presented in Chapter 8 might also improve their computational results.
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