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The ground-state energies and the radial and pair distribution functions of neutral *He clusters are
systematically calculated by the diffusion Monte Carlo method in steps of one “He atom from 3 to
50 atoms. In addition the chemical potential and the low-lying excitation levels of each cluster are
determined with high precision. These calculations reveal that the “magic numbers” observed in
experimental “He cluster size distributions, measured for free jet gas expansions by nondestructive
matter-wave diffraction, are not caused by enhanced stabilities. Instead they are explained in terms
of an enhanced growth due to sharp peaks in the equilibrium concentrations in the early part of the
expansion. These peaks appear at cluster sizes which can just accommodate one more additional
stable excitation. The good agreement with experiment provides not only experimental confirmation
of the energy level and the chemical potential calculations, but also evidence for a new mechanism
which can lead to magic numbers in cluster size distributions. By accounting for the falloff of the
radial density distributions at the surface and a size-dependent surface tension, the energy levels are
demonstrated to be consistent with a modified Rayleigh model of surface excitations. The
compressibility coefficient of these small clusters is found to be one order of magnitude smaller than
the bulk compressibility. © 2006 American Institute of Physics. [DOI: 10.1063/1.2140723]

I. INTRODUCTION

Finite-sized helium clusters and droplets have recently
attracted considerable attention both from experimentalistsl’2
and theoreticians.” This revival of interest is largely moti-
vated by the recent discovery that droplets with more than
10 *He atoms are ideally gentle and extremely cold cryo-
matrices both for high-resolution spectroscopy as well as for
synthesizing new molecular species and clusters." At the
same time, the spectroscopic information gained reveals new
manifestations of superfluidity on a molecular level."” Since
in small “He clusters with less than about 50 atoms the chro-
mophores have a much larger perturbing effect on the prop-
erties of the surrounding helium atoms® the spectral informa-
tion in this case is usually largely dominated by the
chromophore interactions. Thus for small pure helium clus-
ters most of the available data on the ground-state properties
stem from computations based on Green’s-function Monte
Carlo,” diffusion Monte Carlo (DMC),g_10 or Feynman’s
path-integral Monte Carlo techniques.” Since the helium-
helium interaction potential is now well known'? these tech-
niques can be expected to provide essentially exact informa-
tion.
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One question about *He clusters which has been fre-
quently discussed in the literature since the earliest
calculations" is the possible existence of magic numbers,
which are usually associated with particularly energetically
stable configurations of clusters with a certain number of
atoms. It is now well known, for instance, that van der Waals
clusters of the heavy rare gases, such as Xe and Kr, manifest
an enhanced ground-state stability for number sizes 13, 55,
and 147, which are interpreted in terms of favorable icosa-
hedral geometrical packings of classical spheres.]4 As op-
posed to all other clusters helium clusters are, however, defi-
nitely liquid, so that well-defined structures are not
expected.13 The present theoretical calculations confirm ear-
lier results indicating a smooth behavior of both the ground-
state energies and the chemical potentials, i.e., single-particle
evaporation energies, with the number size and rule out
magic numbers related to particularly enhanced stabilities.

Thus it came somewhat of a surprise when recently the
number size distributions in a beam of neutral “He clusters
produced in a free jet gas expansion were measured” by the
nondestructive technique of matter diffraction from a 100 nm
period transmission grating. Instead of the expected smooth
distribution, distinct peaks at N=10 and 11, 14, 22, 26 and
27, and 44 atoms were observed. In a previous brief commu-
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nication by the present authors'” each of these “magic num-
bers” was interpreted as the threshold size for which an ad-
ditional quantized excitation level, calculated with the DMC
method, is stabilized as its energy drops below the chemical
potential. Indeed, in the early formative stages of the gas
expansions, where quasiequilibrium still holds, the opening
of an additional quantum state leads to a jump in the partition
function of the affected cluster and can explain the observa-
tions.

The quantized collective excited states have, in the past,
also been studied within several theoretical approaches,g’m’19
which reveal that helium clusters can sustain collective os-
cillations of different multipolarities. The behavior of the
maxon-roton excitation spectrum as a function of the number
of constituents obtained in these calculations has been used'®
to establish the onset of superfluidity in small “He clusters.
Evidence for the maxon-roton excitation was later observed
spectroscopically in large droplets (N=10? atoms) doped
with an appropriate chromophore molecule.”” Additional
spectroscopic evidence for superfluidity in small clusters was
based on the new phenomenon of free rotations, found to
occur for OCS molecules surrounded by 60 “He atoms, the
entire *He cluster being inside a larger *He drople:t.21 This
limit has been pushed down to even smaller clusters with
only about 6-10 *He atoms attached to various chro-
mophores such as OCS, N,O, and C02.6’22’23 Up to recently,
however, experimental data on the physical properties in-
cluding the energy levels of small pure *He clusters (N
<10? atoms) have been completely lacking. Moreover, all
the past calculations have been limited to arbitrarily chosen
cluster sizes so that the changes in pure cluster excitation
levels with the size N could not be traced out.

The purpose of the present paper is to provide a micro-
scopic and accurate theoretical description of the ground
state as well as the excited levels of pure *He clusters which
resulted out of the initial and final analyses of the diffraction
experiments.15 The procedure is to solve the Schrodinger
equation for a system of N “He atoms, interacting through
the HFD-B(HE) two-body potential,>* which is a compro-
mise between ab initio calculations and phenomenological
fits. Moreover, the sensitivity of the results on the interaction
potential has been checked by also employing the more re-
cent potentials LM2M2 (Ref. 25) and TTY.”® The
Schrodinger equation has been solved by means of stochastic
DMC techniques. The calculations have been carried out to a
higher level of accuracy than in previous studies in order to
have sufficient precision for a reliable comparison with the
experimental phenomena. In addition to the excitation levels,
the ground-state binding energies, chemical potentials, the
radial density distributions, and the pair distribution func-
tions have been calculated for all sizes from N=3 up to N
=50 for the first time. It is found that the excitation levels
deviate considerably from those predicted by the conven-
tional liquid-drop model. The deviations can be explained by
the width of the outer surface density falloff region and the
size dependence of the surface tension.”’

This article is organized as follows. In Sec. II, the tech-
nical details of the DMC calculations are discussed for the
ground state and low-lying excited states. The results are
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presented and discussed in Sec. III. In Sec. IV the experi-
ment and the analysis in terms of the abundances in the free
jet expansions of helium clusters are described in more detail
than in Ref. 15. An equilibrium model is introduced, which
facilitates the calculation of the magic numbers from the ex-
citation energies. In Sec. V calculated one- and two-body
distribution functions are presented. In Sec. VI, the excita-
tion energies are shown to be consistent with the liquid-drop
model if the radial distribution functions are taken into ac-
count. This makes it possible to deduce the size dependence
of the surface tension. The article closes with a summary and
an outlook for new challenges.

Il. THE DIFFUSION MONTE CARLO METHOD

In DMC method®® the imaginary-time Schrodinger equa-
tion is solved for a function f(R,1)=®,,(R)W(R,r) which
is the product of the importance-sampling wave function
®,,, and the true ground-state wave function W. The variable
R represents the set (r;,...,ry) of 3N coordinates of the N
atoms which form the drop. The solution for f is obtained by
constructing an approximate small-time Green’s function
G(R,R',7) which serves to advance f by a small time step
7,

SR t+ T)=deG(R,,R,T)f(R,t). (1)

The O(7°) time-dependent Green’s function,

1
GR,R',7)= mexp{— 1(E(R)+E(R))/2
—El} Xexp{~[R'-R-DrF(R)
+ F(R")21/4D7}, (2)

was used, as described in Refs. 29 and 30 since it provides an
accurate and economical method for the small-time iterative
procedure. In Eq. (2), D=A%/2m is an effective diffusion
constant, where m is the *He atomic mass, F(R)
=2V In®,(R) is the drift force or drift velocity, and
E; (R)=®; (R)H®,,(R) is the local energy. The energy
shift £ in the first exponential appearing on the right-hand
side of Eq. (2) controls the normalization of the function f.

The Monte Carlo solution of the differential equation
consists in creating a set of walkers {R],Rz,...,RNw} to
represent the function f(R,0) at the initial time and applying
successively the short-time approximate Green’s function a
large number of times. In practice, this means that a new set
of walkers is obtained from the previous one by applying the
operations of isotropic diffusion, drift, and replication, im-
plicit in the short-time approximated Green’s function of Eq.
(2), as well as by adjusting the energy shift E to maintain a
stable population. The specific form for carrying out such
transformations may be found in Ref. 29. After many re-
peated applications all components of the starting wave func-
tion orthogonal to the ground-state wave function disappear,
and the contributions of the other eigenstates go exponen-
tially to zero as the time goes to infinity. The remaining set
of walkers then provides a valid representation of the quan-
tity,
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JR,t—») = @, (R)¥(R), 3)

i.e., the product of the exact ground-state wave function and
the driving starting wave function ®,,.. From this converged
product the mixed estimators of physically interesting quan-
tities, such as the total energy, can be computed

f ARt — ©)E (R)dR
E = . (4)

f f(R,t— 2)dR

In order to have a good statistical accuracy it is convenient to
continue the application of Green’s function along a very
large number of time steps and accumulate the resulting sets
of walkers. Of course, since the walkers are strongly corre-
lated a block average is carried out in order to estimate the
statistical error.

A. Lowest L#0 excited states

The ground state of a system of bosonic particles will
have zero angular momentum, L=0, and therefore can be
constructed by the proper choice of the importance-sampling
wave function. At each iteration, the solution of the time-
dependent Schrodinger equation is a mixture of the zero an-
gular momentum eigenstates of the Hamiltonian. As dis-
cussed above, the iterated application of the DMC procedure
selects the lowest eigenstate, i.e., the ground-state energy.

Importance-sampling wave functions with a nonzero an-
gular momentum may equally well be considered, and cor-
respondingly the initial state will be an admixture of eigen-
states of a specified angular momentum L. Again, the
application of the imaginary-time Green’s function will se-
lect the lowest eigenstate in the subspace of angular momen-
tum L, the remaining contributions being exponentially sup-
pressed as the time increases. Certainly, this “ground state of
subspace L” is not a positive definite function, and cannot be
interpreted as a probability distribution function. However,
once it is multiplied by the appropriate importance-sampling
wave function it may correspond to a positive definite quan-
tity, provided that the nodal surfaces of the importance-
sampling wave function are the correct ones. This may not
be guaranteed in advance, but this approach can still lead to
valid results if the time-dependent random walk is restricted
to movements that do not cross the nodal surfaces. This is the
so-called fixed-node approximation,31 largely used when
dealing with fermionic systems. In the fixed-node approxi-
mation an exact energy for the lowest angular momentum L
state is, in fact, not obtained. The improved variational wave
function and the corresponding mixed estimator of the en-
ergy, which is derived, does, however, provide a variational
upper bound.

A simple form of constructing an importance-sampling
wave function with angular momentum L is to multiply the
L=0 variational state ®,,,(R) with an angular momentum L
function

J. Chem. Phys. 124, 084307 (2006)
N

q)%(R) = 2 |ri_ Rcm|LPL(COS 01) (I)var(R)7 (5)
i=1

where 6, is the azimuthal angle of the vector r;—R.,, which
defines the position of the ith particle with respect to the
center-of-mass coordinate R ,=2;r;/N, and P; is the Leg-
endre polynomial. The form of this family of importance-
sampling functions is simpler than it seems, because the fac-
tor carrying the angular momentum corresponds actually to
the sum of harmonic polynomials of degree L in the vari-
ables r;—R_,,. Note that the sum over all the constituent par-
ticles is required to maintain the Bose symmetry, and the
subtraction of the center-of-mass coordinate R, is required
to maintain the translational invariance.

This simple recipe holds for all L with the exception of
L=1. In this case the factor entering the importance-
sampling function is identically zero:

N
E |ri_Rcm|Pl(COS 51) = E (Zi_Zcm) =0.
i=1 i

To overcome this difficulty, a different function of the radial
distance to the center-of-mass is used for the L=1 calcula-
tion. The following function

N
PL(R) = 2 [ri= Rep PP (cos 8) Dy, (R), (6)

i=1

was found to be especially expedient from the computational
point of view, but any other form would be equally accept-
able. The only requirement is that the initial wave function
has a non-null overlap with the exact lowest-energy wave
function with angular momentum L. The DMC process will
suppress, at long enough times, all higher-energy compo-
nents.

B. Vibrational excitations

Besides the excited states with angular momentum L,
one should also consider vibrational excitations character-
ized by a radial quantum number n. In short, each of the
excited states will be represented by (n,L). The procedure
explained in the previous subsection was used to obtain the
exact energy of the ground state (0,0) and an upper bound to
the lowest energy of each subspace (0, L). A useful estimate
of the energies of the average vibrational excitations (n
=1,L) in each L subspace is obtained by using sum
rules,”*** which only require the knowledge of the lowest
L-state wave functions.

Consider the exact lowest state for a given angular mo-
mentum L and the full set of eigenstates of this subspace in
order of increasing energy, represented by \I’E)L) and
{‘IfiL),E;L)}, respectively, where n=0, 1,..., is the vibrational
quantum number. Let Q(R) be an arbitrary Hermitian opera-
tor, assumed to be scalar under rotations, for which the sum
rule of order p is given by
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MProl= X (EP-EPPREOIoePR ()

(n,€)#(0,L)

where Eio is the energy of the state (n,f), and the sum
extends over all eigenstates of the Hamiltonian with the ex-
ception of the lowest-energy state (0, L) of angular momen-
tum L. Because of the assumed properties of Q only states
with angular momentum € =L will contribute to the sum. As
M;L) is a sum of positive terms, the p=1 sum rule fulfills the
property

mP1ol= 3 (B - EP v ol )P
n#0

= (EY - EP)MiPLo], (8)

from which an upper bound to the energy of the first excited
state of the subspace L is obtained,

o _ M10]

EW - EP < .
My[0]

)

The evaluation of the sum rules is simpler than it seems

because of the relations*>
MPL1= (VP10 WP) - (W lolwi)), (10)
MP[0]= 3 [0.[H.QTIv). (11)

which are easily obtained by using the completeness relation
of the set of functions {\Ifl(f)}. The double commutator in Eq.
(11) can be further simplified as the only contribution comes
from the kinetic-energy operator

B e
MP = WS Vo). (12)
i=1

Note that the computation of these expressions only requires
a knowledge of the lowest-state wave function of the angular
momentum L subspace.

This method is usually employed in the study of nuclear
giant resonances > and was used in Ref. 19 to obtain upper
bounds to the first L=0 excitation, as well as to the low-lying
even-L states. Since the L+ (0 excitations can be obtained
directly from the DMC procedure, the sum rules method will
be used here to estimate the energies of the first (n=1) ex-
cited vibrational states in each L subspace.

The upper bound given by Eq. (9) is a functional of the
operator Q, so it may be variationally optimized by equating
to zero its functional derivative with respect to Q. Unre-
stricted minimization will give rise to the unpractical relation
Q|\I’E)L))=|‘I’(1L)), its solution being equivalent to the solution
of the many-body Schrodinger equation for the excited state.
An alternative is to optimize the operator inside a restricted
subspace, following the Feynman and Cohen™ treatment of
compressional excitations in liquid *He. This is the approach
followed by Chin and Krotscheck® and also by Krishna
and Whaley.18 When ‘I’f)L) is the exact wave function of the
lowest L state, a rigorous upper bound is obtained for the
energy of the first excited state.

To calculate the monopolar excitations of each L state,
including the ground state with L=0, the corresponding op-
erator has been expanded as

J. Chem. Phys. 124, 084307 (2006)

5
0R)=3 ¢, 3 b,
p=1 i<j

where r;=|r;-r)| is the distance between the (i,j) pair of
atoms. The parameters ¢, have been optimized so as to ob-
tain the lowest upper bound to the first excited state for each
angular momentum subspace. Note that the excitations ob-
tained are approximate because mixed matrix elements are
used to calculate the required moments, so the strict varia-
tional character is lost.

C. Importance-sampling wave functions

The following importance-sampling variational wave
function for a system of N atoms was used:

N
Dy, = H e_g(rij)’ (13)
i<j
which includes only two-body Jastrow correlations. Note
that the wave function is translationally invariant. The corre-
lation term was parametrized as

1 1
gr)=pir+pylnr+py5+ps . (14)
r r

The last term recalls the familiar McMillan correlation
factor,”® which screens conveniently the strong short-range
atom-atom repulsion. For the conventional Lennard-Jones
potential the value ps=5 should be used. For the Aziz inter-
action used in the present investigation the parameters p, and
ps were fixed, independent of the number of atoms, to the
values

pa=138.6808 A’s,  with ps=5.2,

according to our previous studies.”” The remaining param-
eters py,p,, and p; were optimally determined by minimiz-
ing the ground-state expectation value of the Hamiltonian for
each cluster. In the interval between N=3 and 50, these pa-
rameters can be well fitted by the following second-order
polynomials:

p1=-6.31 %1072+ (2.55 X 107*N) = (3.92 X 10°N?),
pr=—0.621+(2.81 X 1072N) — (2.90 X 107*N?),

p3=—1.93+(4.18 X 1072N) = (2.71 X 107*N?),

if 7 in Eq. (14) is given in A. The energies were computed by
the standard variational Monte Carlo (VMC) procedure, with
a random walk of Metropolis type.38 The Metropolis step
was adjusted so as to have an acceptance ratio between 0.6
and 0.7.

The comparison of VMC energies with the statistically
exact DMC ones, shows that the agreement deteriorates with
increasing N, revealing the importance of three-body corre-
lations when the density of the system grows. Three-body
correlations, however, are not included in our variational
wave function, with the objective of having a fast DMC al-
gorithm. In any case, their effect will be incorporated along
the stochastic random walk.

Downloaded 29 Jan 2010 to 147.156.182.23. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



084307-5 “He clusters, N=4-50

D. Computational details

In the DMC calculations the step time was taken to be
7=10"* K~!, after checking that it was sufficiently small to
neglect the discretization correction. To stabilize the system,
2.5X 10* 7 steps were required, which corresponds to an
elapsed time of T,,=2.5 K~!, for which the admixture of a
state at an excitation energy of, say, 3 K, typical of the first
monopolar excitation, will be diminished by a factor 5
X 107*. The energy expectation value versus the number of
steps decreases exponentially at the beginning and already
after some 10% steps is stable within the statistical fluctua-
tions. Afterwards, the DMC evolution was pursued along 5
X 10* more steps, during which the relevant physical quan-
tities were sampled.

The initial number of walkers was 10°. This number may
increase or decrease along the DMC steps, so that it was
stabilized every 50 steps. The value of the energy E control-
ling the replication of walkers was adjusted also every 50
steps with the current sampling average. Final results thus
correspond to about 5 X 10° samples. Averages obtained after
a single time step were grouped with an increasing number
of time steps, until the variance remained constant. Empiri-
cally it was found that grouping in blocks of 500 steps was
adequate to minimize the effect of correlations in the DMC
process.

Some of the above parameters may seem unnecessarily
large, which certainly is the case for the light clusters, with
less than about ten atoms. However, a very high precision
was required since for comparison with the experiments the
exact size of the cluster at which the excitation energy
crossed the chemical potential curve had to be accurately
determined. Since both curves are nearly horizontal, small
errors in the energies lead to large shifts in the value of N at
crossing. As mentioned earlier, the importance-sampling Ja-
strow function, with only two-body correlations, is quite
good for the light systems, but is not so accurate for N larger
than 20. This simple form was maintained because every
DMC step required O(N?) operations, and using more accu-
rate importance-sampling wave function with three-body
correlations would have required O(N?) operations, making
the calculations too long for the present step-by-step analy-
sis. Thus it was necessary to compensate for these deficien-
cies by brute force sampling. Also, the adopted time step 7is
very small for light systems. It should be mentioned that
moving, say, ten particles in a Gaussian of width 0'=2\’E'
~0.05 A corresponds to a very small change in the wave
function for a small system, but is a relatively large step for
a cluster with 40 or 50 particles.

lll. THE ENERGY LEVELS OF *He CLUSTERS
A. Ground-state energies

The calculated ground-state energies Ef)o) are plotted in
Fig. 1 for N=3-50. The curve shows a smooth shape without
any evidence for “magic” stabilities related to a local in-
crease of the binding energy.

To calculate the chemical potential it is convenient to

J. Chem. Phys. 124, 084307 (2006)
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FIG. 1. The ground-state energies EE)L:O) as a function of N. The circles are
the direct result of the DMC simulations, and the continuous line is a fit of
these results with the liquid-drop formula Eq. (15).

eliminate the statistical fluctuations by fitting the DMC-
calculated ground-state energies to a three-parameter liquid-
drop formula,

EV(N)=AN+AN" + AN, (15)

with the familiar volume (A,), surface (A,), and curvature
(A,) terms. The adjusted parameters are given in Table I. The
obtained y? per datum is close to 1 which corresponds to an
acceptable fit. It is interesting to note that the volume term
(A,=-7.84 K) is rather close to the experimental value
—7.17 K (Ref. 39) of the bulk binding energy per particle.
However, it is sufficiently different to conclude that droplets
of up to 50 atoms are still far from the behavior expected for
a large liquid drop. The quality of this fit is shown in Fig. 1,
where it is compared with the DMC-calculated energies.

The first relevant quantity for our study of the excited
states is the energy needed to evaporate one atom, usually
denoted as the chemical potential

u(N) = EQ'(N) - EJ'(N - 1). (16)

Because u defines the energetic region in which excited
states are stable, its dependence on the number of particles N
was analyzed. The calculated chemical potentials are plotted
in Fig. 2 as a function of the number of atoms N in the
cluster. The fluctuations seen in Fig. 2, especially for the
larger clusters, result from the inherent statistical errors of
the direct DMC calculations of the ground-state energies.
Thus the small practically invisible error bars in Fig. 1 be-

TABLE I. Liquid-drop formula fit [Eq. (15)] parameters (in K) of the lowest
energies of states with angular momentum L. The fit range and the obtained
X° are also quoted. The row labeled AES is the fit to the monopolar excita-
tion energy of the ground state.

L Range X A, A, A,
0 10 - 50 47 -7.842 23.126 -17.423
1 30 - 50 43 -7.483 20.497 -11.559
2 10 - 50 82  -7.825 22.768 -16.047
3 10 - 50 105 -7.923 23.247 -16.265
4 20 - 50 48 -7.826 22.568 -14.837
5 39 - 50 39 -8.625 28.017 -23.876
AE, 10 - 50 50  -0.198 1.149 -0.571
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FIG. 2. The chemical potential w as a function of N. The squares are ob-
tained from the direct result of the DMC simulations, and the continuous
line is a fit of these results. The filled circles are the simulations of Ref. 40
and the dashed lines (almost coincident with the continuous line) are the
density-functional results of Ref. 41.

come quite large in Fig. 2 when the differences required by
Eq. (16) are calculated. In order to improve the quality of the
determination of w it would have been necessary to either
substantially increase the number of samples, and corre-
spondingly the computation time, or start from more precise
importance-sampling wave functions, for example, by in-
cluding triplet Jastrow correlations. Instead, because of the
already large computing time, the smoothed energies were
fitted with Eq. (15) and the differences EE)O)(N)—EE)O)(N -1)
were calculated. The smoothed results are also plotted in Fig.
2 as a solid line.

For comparison with the present calculations the results
(filled circles) of the DMC calculation of Sola et al® using
the same Aziz interaction as well as the chemical potential
(dashed line) calculated within the Orsay-Trento (OT) finite-
range density functional of Dalfovo et al.*" are also plotted
in Fig. 2. Notice that the dashed line can barely be distin-
guished from the solid line fit of our DMC results. All the
calculations confirm earlier results****' that there are no
significant abrupt discontinuities in the chemical potential of
“He clusters, and magic numbers associated with small
changes in stabilities are not expected.

B. Lowest excited states

The same smoothing procedure has been used to analyze
the energies EE)L) and E(IL) in each L subspace. These energies
were also fitted with the functional form of Eq. (15), and

afterwards the corresponding excitation energies
AE,(N) = Eg(N) - Ei(N)

and
AE;(N) = E(N) - E(N).

were obtained from the difference between the respective
fitted curves. Although in this case the resulting fit param-
eters no longer have any obvious physical meaning, their
values are also included for completeness in Table I. The
upper bounds obtained for the (1, L) levels are, with the
exception of the L=0 state, always above the chemical po-
tential limit and therefore correspond to unstable clusters.

J. Chem. Phys. 124, 084307 (2006)
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FIG. 3. The excitation energies of the calculated (n,L) levels as a function
of N for N<50. The energies increase in going from left to right and from
top to bottom. The squares with error bars are the direct differences of the
DMC simulations. The dashed line represents the chemical potential limit.

For this reason the corresponding results are not quoted in
this paper.

The excitation energies of the lowest states (0, L) with
angular momentum L=1-5 as well as the first vibrational
excitation level (1, 0) are plotted in Fig. 3 as a function of the
number of atoms in the cluster. For comparison the absolute
value of the chemical potential has also been plotted as a
dashed line. It is interesting to note, that in Fig. 3 some of the
excitation levels lie above the chemical potential limit for
some values of N. If our DMC calculations were really free
of constraints, states with N atoms above the evaporation
limit should result in a simple pattern: a bound subsystem of
N-1 atoms and a single particle far away from the N-1
cluster, with a relative motion which conserves the total an-
gular momentum of the N atom cluster. However, the
importance-sampling methodology, needed to control the
variance and more importantly to assure a positive definite
quantity which can be interpreted as a probability distribu-
tion function, strongly constrains the DMC randomization
process. Since the variational projection wave function is
localized, the DMC combination of drift, isotropic diffusion,
and rate terms will not be able to describe the removal of a
single particle very far away from the remaining N—1 clus-
ter, unless the total elapsed time becomes unreasonably large.
Nevertheless, it is interesting to note that those unbound ex-
cited states, physically irrelevant, attain an energy quite close
to the evaporation limit and thus to the threshold of the un-
bound system.

It can be seen in Fig. 3 that the lowest excitation corre-
sponds to the (0, 2) level and that it is stable for N=8 and
onwards. The next excited level with (0, 3) starts to be bound
at N=14 and the following level with (0, 4) appears at N
=25. The remaining levels require a more extended discus-
sion.

The (0, 5) level appears to be bound for N=41 and
onwards. Unfortunately this is the region where the error
bars are very large, and it is not possible to define more
precisely the crossing point. For the (1, 0) level the present
calculations simply predict an approximate upper bound to
the excitation energy due to the use of mixed matrix ele-
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TABLE II. Monopolar (L=0) and quadrupolar (L=2) excitation energies
and chemical potential (x) obtained from various methods for clusters with
N=20 and N=40 atoms. The row labeled DFT is a RPA calculation of Ref.
42. The rows DMC-I and DMC-II are two DMC calculations of Ref. 8 using
the Aziz HFDHE-2 interaction. All energies are in K.

N=20 N=40
L=0 L=2 - L=0 L=2 -
DFT 2.6 1.6 2.86 32 1.3 3.81
DMC-I 2.72 1.75 291 3.60 1.37 3.67
DMC-II 2.80 1.71 291 3.68 1.22 3.67
This work 2.38 1.48 2.92 2.99 1.30 3.82

ments. The crossing of this level is not very well defined, it
lies somewhere in the interval N=6-8. With increasing N the
monopolar excitation energies lie just below the chemical
potential curve. Finally, the (0, 1) excitation is special. As
commented above, this is an abnormal excitation mode,
mainly due to the center-of-mass constraint which forces the
use of a rather unnatural importance-sampling wave func-
tion. The directly calculated results, Fig. 3, as well as the
liquid-drop fit (Table I) are so close to the dissociation limit
that one cannot conclude from the present calculations that
this level is bound.

Our results are compared with several other calculations,
which are only available for a few values of N, in Table II.
The random-phase approximation (RPA) calculations of Ref.
42 based on the OT finite-range density functional,*' which
appear in Table II in the row labeled DFT, were taken from
Figs. 5 and 8 of Ref. 42. They agree better for N=40 than for
N=20 as might be expected for a density-functional theory
(DFT) calculation. It should be kept in mind that the density-
functional results suffer from the center-of-mass motion
problem which is only approximately corrected in the
ground-state properties. It is nevertheless interesting to see
that the density-functional method gives results reasonably
close to the DMC ones.

The DMC calculations of Chin and Krotscheck® are also
in satisfactory agreement with the present calculations, al-
though one should keep in mind that the atom-atom interac-

J. Chem. Phys. 124, 084307 (2006)

tion is not the same, as these authors employed the older
Aziz HFDHE-2 interaction.** Chin and Krotschek performed
two different calculations, based on two different
importance-sampling wave functions: DMC-I only contains
Jastrow pair correlations while DMC-II also includes triplet
correlations. They fitted their chemical potential to the bind-
ing energies calculated for N=20, 40, 70, and 112. This can
explain the slight differences between their result and ours.

As seen in Table II the present excitation energies with
the only exception of the N=40,L=2 level are significantly
smaller than in Ref. 8 by about 16%—20%. These differences
between the DMC results testify to the difficulties in obtain-
ing precise values for quantities other than the ground-state
energies. Also it is worth recalling that in Ref. 8 the Feyn-
man eigenvalue problem was solved in order to calculate the
excitation energies; in this process a discretization of the
multipolar expansion of the the two-body density was re-
quired, which is a delicate numerical problem, not exempt of
uncontrolled uncertainties.

In order to ascertain the sensitivity of these results to the
He—He interaction, the clusters N=3-10 were also computed
using the LM2M?2 (Ref. 25) and TTY (Ref. 26) interactions.
The results for the ground-state energies, chemical poten-
tials, and monopolar excitation energies are displayed in
Table III. Although the differences in the binding energies
are only about 2%—3% different values by up to about 20%
are found for the TTY chemical potential for N=5, 6, 7, and
8. The only cases where there is some sensitivity correspond
to the ground-state energy of the trimer, and to the threshold
of stability of the monopolar excitation, which is N=8§, 6,
and 7 for HFD-H(HE), TTY, and LM2M2, respectively.

The monopolar excitation of light “He clusters has also
been studied by Blume and Greene.** These authors em-
ployed the adiabatic hyperspherical approximation to formu-
late a Schrodinger-type equation in terms of the hyperradius
collective variable Ei<j-(r,‘—rj)2, which allows for the deter-
mination of an upper bound to the ground-state energy, as
well as an estimate of the monopolar excitation energy. The
hypercentral potential entering the adiabatic equation was
obtained by these authors after performing a DMC calcula-

TABLE III. Comparison between DMC calculations for ground-state binding energies (E,), chemical potentials
(u), and monopolar excitation energies (AE(*)) obtained with the indicated interactions. The last column includes
the values obtained with the hyperspherical approximation. All energies are in K.

HFD-H(He)" TTY" LM2M2°
N -E, -u  AE; -E, - AE, -E, i AE, AE)
3 0.135(2) 0.27  0.136(6) 0.14  0.124(2) 0.12  0.123
4 0573(2) 0442 042 0561(3) 0425(7) 058 0.558(3)  0.434(4) 055 0427
5 1.334(2) 0661 078 1304(4) 0743(5 072 131050  0.752(6)  0.88 0.712
6 2367(3) 1.033 1.04 2317(6)  1.013(7) 093 2.308(5)  0.998(7)  1.07 0982
7 3.646(4) 1279 130 3.357(7)  1.040(9) 125 3.552(6)  1.244(8) 124 1229
8  5.144(5) 1498 138 5.057(11) 1.700(13) 134 5.030(8)  1.478(10) 145 1.391
9  6.827(6) 1.683 147 6.667(8)  1.610(14) 149 6.679(9)  1.649(10) 1.53 1.553
10 8.673(6) 1.846 1.73 8548(12) 1.881(14) 1.81 8.532(10) 1.853(13) 1.66 1.807

“Reference 24.
"Reference 26.
“Reference 25.
dReference 44.
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tion using the LM2M2 interaction. Our DMC ground-state
energies obtained with the LM2M2 interaction are essen-
tially the same as those given by Blume and Greene, as
should be expected. However, Blume and Greene found that
the monopolar excitation (1, 0) is stable for all clusters N
=3, in contrast to our threshold at N=7. This is an impor-
tant difference and raises a very interesting question both
from the theoretical and the experimental viewpoints. Both
calculations, the one based on the moment method and the
other based on the hyperspherical description, are, however,
approximate, because they rely on the use of mixed matrix
elements.

IV. ANALYSIS OF ABUNDANCES IN FREE JET
EXPANSIONS OF “He

As mentioned in the Introduction, the detailed calcula-
tions described above were in part motivated by the unex-
pected observation of a number of maxima in the measured
distribution of *He cluster sizes up to about N=70. These
clusters were produced in a free jet expansion of the cryo-
genically cooled gas through a D=5 um diameter thin-
walled orifice into vacuum.*’ The size distributions were
measured by diffracting the beam of atoms and clusters from
a nanostructured transmission grating.45‘46 According to the
constructive interference condition the first-order diffraction
peaks are given by

A h

Oy = = ,
N d T Nmud

(17)

where Ay is the de Broglie wavelength of a cluster consisting
of N atoms, m is the mass of a “He atom, v is the cluster
velocity, and d is the period of the SiN, grating, which is 100
nm.* In the past this technique was limited to the resolution
of clusters differing in size by one atom up to about N=6,
although some evidence for weak magic numbers up to about
26 was found.*’ In the new experiments the angular resolu-
tion was increased from typically Afy [full width at half
maximum (FWHM)] =80 to 20 urad. To take full advantage
of the improved resolution a low source temperature of 7|
=6.7 K corresponding to a relatively large atom de Broglie
wavelength of \;=4.0 A was used in the new experiments.
Figure 4 shows a series of diffraction patterns taken with the
grating in the position of normal incidence and tilted with
respect to the incident beam by two different angles of incli-
nation. As discussed elsewhere” under these conditions the
resolution increases, but also because of the narrowing of the
effective grating slit widths, the slit function is modified in
such a way that higher-order peaks are enhanced. In addition
the van der Waals interaction with the bars is reduced.*® In
these patterns maxima of intensity are clearly visible at 9 and
10, 14 and 15 and more broad peaks at 26 and 27 and 44 +4.
The large central maximum at =0 is due to the ubiquitous
specular peak. Similar magic numbers are seen in the five
angular distributions for normal incidence measured for a
series of source pressures presented in Fig. 5. The patterns at
highest pressures in Fig. 5 reveal additional maxima at 65+5
and 73+6.

J. Chem. Phys. 124, 084307 (2006)
‘Yﬂoonm de=d cos O,
—_—

- e .

N=8 9 10 111213 15 20 2631 4466100c0

w‘%

?;Z%an;,,f\j p1e i 11
war LA A

Seff=55NM

Seff=SoCOS Op

9,10

!
s 2 14

Sl A A

05 04 03 02 01 0
Effective Diffraction Angle S¢¢ =9cos @, [mrad]  b)

He; Signal [counts/sec],shifted by +2

FIG. 4. Experimental helium cluster diffraction patterns (b) measured for
normal incidence on the grating and two different angles of inclination 6, at
Ty=6.7 A and Py=1.25 bar. The angle of inclination and the effective width
serr and period d g are defined in (a). The angles in the bottom abscissa in (b)
have been corrected so that clusters with same number of atoms N (top
abscissa) lie at the same angle. The intensity scales in (b) are shifted by
4 counts/s. Magic numbers are identified at 9 and 10, 14 and 15, and about
26 and 44. Single peak are resolved up to N=21 in the 6,=19.2
measurement.

The pronounced shift in the overall maximum of these
distributions with source pressure is somewhat reminiscent
of that reported for He,,Hes;, and He, in Ref. 47, but at
higher source pressures. Thus the shift of the relative inten-
sities to smaller diffraction angles with increasing source
pressures reflects the further progression of homogeneous
nucleation to larger clusters. Despite this systematic shift in
relative intensities the features persist throughout the range
of source pressures are explored. This suggests that the fea-
tures reflect an inherent enhancement related to the clusters
themselves and are not falsified by other spurious effects.

The same structures were found in diffraction experi-
ments carried out at Tp=4.1 K, but at a correspondingly
lower source pressure of Py=0.385 bar. Diffraction patterns
were also measured for electron-impact energies between 70
and 400 eV and confirmed the same structures with only
minor differences in the peak-to-valley intensity ratios. Thus
all the magic numbers were found to be very robust and
independent of these conditions.

More insight into the actual magnitudes of the magic
number maxima is provided by transforming the angular dis-
tributions to the true population distributions in the beam.
This requires a number of corrections of the relative diffrac-
tion intensities to account for (1) the size dependence of the
overall ionization cross section, (2) the probability that the
detected He ions are formed upon ionization of a neutral
cluster of a certain size, and (3) the effect of the van der
Waals interaction with the grating bars.
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FIG. 5. Experimental helium cluster diffraction patterns measured for nor-
mal incidence at 7;,=6.7 K and for five different source pressures P, for
diffraction angles corresponding to N=14 up to about 100 as indicated in the
top abscissa. Magic numbers are seen at about N=26, 44, and at 65-100 for
Py=1.22 bar.

The ionization cross section is assumed to be equal to N
times the ionization cross section of a single atom. This de-
pendence has been confirmed by theory and experiment for
He,,N, and CO, clusters* and is not unexpected in view of
the smallness of the ionization cross section (=107'¢ 10\2)
compared to the geometrical size of the clusters (=50
X 1071 A?). The probability that the corresponding He}
fragmentation ion is formed upon ionization of a given neu-
tral cluster, measured previously to be 5%, 40%, 70%, 70%,
and 75% for N=2-6, respectively.47 For larger clusters with
N=100 there is evidence that 70% of the cluster-ion frag-
ments are He}.’ Thus the He distribution measured on
mass 8, Ig, is not expected to be significantly distorted com-
pared to the neutral cluster distributions and provides a sig-
nal proportional to the intensity of the neutral clusters for all
N.

The effect of the van der Waals interaction of the clusters
with the grating bars is estimated by assuming the C; inter-
action constant of the cluster to be C3(N)=NCs(1), where
C;(1) is the atom-surface interaction constant which has
been measured with the diffraction method.*® The theory of
Ref. 48 is used to calculate the intensity of the first-order
diffraction peaks and thus recover the incident intensity. The
geometrical size of the cluster was only accounted for in the
case of He, and Hes, which have average bond distances of
52 and 9.6 A, respectively.51 The larger He clusters are more
compact and the effect of their sizes is smaller than the van
der Waals correction.

J. Chem. Phys. 124, 084307 (2006)
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FIG. 6. (a) “He cluster size distributions G(N) obtained from a transforma-
tion of the diffraction patterns in Fig. 5 as described in the text. The sharp
dropoff in the average distributions at large sizes N is caused by the N~2
factor in the Jacobian of the transformation and N~' correction of the ion-
ization cross section. (b) The ratio of the G(N) distributions to the
asymptotic distributions Gg(N) [dotted-dashed curves in (a)]. Maxima in the
cluster size distributions are clearly seen at N=10 and 11, 14, 22, 26 and 27,
and 44. The statistical errors are indicated by the vertical lines.

As discussed in the earlier report15 these corrections can
be performed with sufficient precision and are not expected
to significantly affect the relative intensities of the individual
magic numbers with respect to adjacent cluster sizes.

Whereas for the resolved part of the diffraction pattern
(N<11) the individual peak intensities can be calculated by
integrating over the individual peak profiles, for the unre-
solved region (N> 11) an additional correction was required.
To account for the inverse dependence of N on the diffraction
angle, the population distributions G(N) were calculated
from the corrected He} angular distributions I4(6) via the
following formula:

GN(D) =18(0>‘ def‘ = LN, (19)

where (\;/d)N~2 is the Jacobian |d#/dN| calculated from Eq.
(17).

Figure 6 compares the G(N) distributions derived from
the experimental diffraction patterns presented in Fig. 5 with
best-fit theoretical asymptotic distributions:**

Gg((N) = ZN“e™", (19)

The good average agreement with the G, (N) distributions is
especially gratifying since it has been predicted by theoreti-
cal models of cluster growth.’” Figure 6(b) shows the ratios
of the actual G(N) distributions to the smooth Gy (N) distri-
butions. These ratios provide a direct measure of the magic
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TABLE IV. Comparison of experimental magic numbers determined from the angular distributions /() and
from the G(N) distributions with the theoretical values Zy/Zy_,. The =1 uncertainties in the last row result from
the estimated standard deviations of the excitation energies.

1(0) 9 and 10 14 and 15 22 25-27 42-46
G(N) 10 and 11 14 22 26 and 27 44
Znl Zy_, 8+1 14+1 25+1 44+x1

number effect on the cluster size distributions and clearly
reveal the magic numbers, which are summarized in Table

IV. It is important to note that the broad maxima at N
=65(Py=1.22 bar) and N=75(Py,=1.28 bar) seen in Fig. 5
do not appear in Fig. 6 and, in fact, are not true magic num-
bers. These maxima can be explained by noting that in order
to obtain angular distributions corresponding to G(N) distri-
butions, the latter have to be multiplied by a factor of N° to
account for both the Jacobian entering Eq. (18) as well as the
size dependence of the ionization cross sections. This ex-
plains the broad peaks at small angles in the angular distri-
bution for Py=1.22, 1.28, and 1.33 bar in Fig. 5.

Initially it was expected that these magic numbers might
be explained by some small enhancement in the stabilities
which might have gone undetected in earlier calculations.
The new detailed highly accurate binding energies and the
chemical potential presented in Figs. 1 and 2, however, defi-
nitely rule out this possibility. The new accurate N-resolved
calculations of excited energy levels reveal, however, an in-
teresting coincidence between the intersections of the excited
level curves with the chemical potential and the experimen-
tally observed magic numbers.

The link between the level crossings found in the calcu-
lations and in the experimental magic numbers is provided
by considering the mechanism by which clusters are formed
in the free jet expansion. Virtually all theories of the kinetics
of homogeneous nucleation assume that cluster growth is
dominated by the following three-body reaction:

Hey_; + He+ X = Hey + X, (20)

where X is a spectator particle required to fulfill the energy
and momentum conservation laws. As is well known the fre-
quency of atom collisions to form clusters drops rapidly in
the initial stages of the gas expansion53 since the density
decreases roughly as z2, where z is the distance from the
orifice. Typically, after a reduced distance of only about
z/D=2, where D is the orifice diameter, three-body colli-
sions no longer occur, and two-body collisions cease after
about z/D=10." In the well-known sudden freeze model
used to describe the rotational and vibrational temperatures
of the molecules in gas expansions it is assumed that the
underlying inelastic collision processes instead of falling off
gradually are terminated at some fixed point in the down-
stream flow. Here it is assumed that the equilibrium pro-
cesses associated with cluster growth are also abruptly ter-
minated. The frozen equilibrium is then assumed to be
maintained by further downstream since the remaining two-
body collisions are too few in number or too feeble to affect
the cluster size distribution. Finally it is important to note
that model calculations of cluster growth have revealed a

direct correlation between anomalies in the equilibrium con-
stants for the growth of clusters of a specific size and the
abundances of clusters of the same size.”> Confirmation of
this model comes from recent diffraction measurements of
the mole fractions of small mixed 4HemSHen clusters. By
assuming effective equilibrium temperatures which increased
smoothly with size N up to N=m+n="7 a close correlation
with the predicted binding energies could be established.”*

In the present context the expanding gas was described
as an ideal-gas mixture of atoms and clusters of various
sizes. The equilibrium constant related to Eq. (20) can then
be given in terms of the partition functions,

= = =
__ ANEx =N
K=s——"7—""="-. (21)
EN-1215x  BN-171

which is independent of the spectator particle X. The parti-
tion function for each cluster is the product of the center-of-
mass translational (Zy) and internal (&) partition functions

EN = ZNgN' (22)

The center-of-mass translational partition function can be
written as

1
Zn=13 J dpe" NI = (\ (), (23)
where A\ is the thermal de Broglie wavelength of a cluster:
22 ) 12
A(N) = . 24
T( ) (Nka ( )

The internal partition function is simply the sum of
Boltzmann factors for the discrete bound levels of the cluster
with N atoms

"bound

énv= > gje_Ej(N)/kT, (25)
J=0

where g; is the degeneracy of the jth level, and E;(N) is the
energy of the bound level, which is a negative quantity. In
our case, for a level of angular momentum L, the degeneracy
is g=2L+1. To explain the magic numbers it is convenient to
first extract explicitly the term associated with the ground
state by substituting E j(N):Eg))(N)+AEj(N),

Mhound

(0)

&= e o (N)/kT(l + 2 g e—AEj(N)/kT)7 (26)
J=1

where AE;(N) is the positive excitation energy of level j
taken with respect to the ground-state energy E(()O).

Since the equilibrium constant Eq. (21) is dominated by
the quotient =,/ Ey_;, this ratio is examined in more detail,
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FIG. 7. (a) The energies E; of the collective excitations for different values
of the angular momentum and the chemical potential are plotted as a func-
tion of N. (b) The ratio of the partition functions Zy/Zy_, is plotted versus
N. At the threshold values in (a) the ratio shows maxima.
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For cluster sizes with a certain fixed number of bound states
u(N) and AE(N) are smooth functions of N, and the quotient
in Eq. (27) will also be a smooth function. However when
for a size N* an additional level becomes bound, then an
additional term enters into the sum in the numerator on the
right-hand side of Eq. (27) not present in the denominator.
Thus the ratio is expected to jump sharply at N=N". For the
next larger cluster N+ 1 both this cluster and the cluster with
N" atoms will have the same number of bound states once
more and the quotient will be nearly the same as for N
<N".

Before computing the partition functions the raw data on
the energy levels shown in Fig. 3 were smoothed by fitting to
the liquid-drop formula Eq. (15). The smoothed results are
displayed in Fig. 7(a) together with the calculated chemical
potentials. The N values at which the energy levels cross the
chemical potential curve are also indicated in the figure. The
(0,1) level has not been included since this level is assumed
not to be bound, as explained in Sec. II B. The effect of the
(1,0) level is minimal, since its threshold is almost superim-
posed on the (0,2) threshold. The exact position of the first
three crossings is expected to have errors of about AN==+1.
The value N=41, related to the (0,5) level, is the least pre-
cisely determined because of the large computational errors
in the region of large clusters.

The partition function quotients Eq. (27) are plotted in
Fig. 7(b) for three different assumed temperatures: T, the
source temperature, and two lower temperatures close to the

J. Chem. Phys. 124, 084307 (2006)
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FIG. 8. The boson to center-of-mass distribution function p(R) from N=3 to
50 in steps of 1, obtained from the direct DMC simulation.

actual values at which the cluster size distributions are ex-
pected to be frozen in. It is gratifying to find that the spikes
occur at the same number sizes N =8, 14, 25, and 41 for all
three temperatures. Moreover as expected they agree with
the sizes at which the excitation levels cross the chemical
potential curve. Table IV compares the N* corresponding to
the spikes with the magic numbers based on the raw () data
[Fig. 7(a)] and those from the G(N) distributions. Remark-
ably satisfactory agreement is found for all the observed
magic numbers with the exception of N*=22.

Thus contrary to our initial expectations these magic
numbers are not at all related to enhanced ground-state bind-
ing energies at specific values of N. They are, in fact, stabil-
ity thresholds related to the cluster sizes at which excited
levels cross the chemical potential curve from above and
become stabilized. Thus the good agreement of the experi-
mental magic numbers with the crossing of the energy levels
with the chemical potential confirms the precision of these
calculated curves. As far as we are aware this is also the first
experimental evidence for such a mechanism for the produc-
tion of magic numbers. The reasonable agreement between
the trend of the measured peak intensities with cluster size
and the predicted spikes in Fig. 7 gives new support to the
simple equilibrium model. The results also nicely confirm
the predicted smoothed size distributions of larger clusters
formed in free jet expansions.55

V. THE SHAPE OF THE DROPLETS

Additional insight into the structure of the droplets
comes from one-body radial distribution functions p(R),
which are plotted in Fig. 8 as a function of the distance R
from the center-of-mass of the droplet from N=3 to N=50.
They correspond to particle densities since they are normal-
ized to the total number of particles

J dRp(R) = N.

The erratic behavior seen near the origin is related to the
large statistical errors resulting from the small volume in
which the DMC points are sampled. The steady increase in
the density at the origin from N=3 up to N=20, where it is
nearly constant and close to the value 0.0216 A~ of the bulk
density is, however, reliable and has been reported
previously.7’8
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FIG. 9. Left panel: the boson-boson
distribution function from N=3 to 50
in steps of 1, obtained from the direct
simulation. The larger the number N,
the longer the tail of the distribution,
with a monotonic behavior. Right
panel: the two-boson distribution func-
tion for N=20, 30, 40, and 50 atoms
(solid lines). The experimental two-
body correlation function is plotted
(dashed line) on an arbitrary scale. The
shape of the HFD-B(HE) two-body in-
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Many of the radial distributions exhibit slight oscilla-
tions in the falloff region. For N= 10 a first shoulder appears
near the surface, and a second shoulder is also visible in the
inner region for N=30. These persistent oscillations have
been previously observed for N=70 within a Green’s-
function Monte Carlo (GFMC) calculation’ and for N=70
and 112 within a DMC calculation.® Tt was suggested that
such oscillations could be a surface effect similar to the Frie-
del oscillations of electrons near the surface of a metal.”® In
their pioneering GFMC calculations,’ Pandharipande et al.
assumed these structures to result from spurious correlations
along the stochastic random walk, but this has been ruled out
by subsequent studies as well as by the present systematic
analysis. Such oscillations might also reflect an underlying
quasisolid structure which, although not included in the
importance-sampling driving function, could be magnified
by the DMC evolution. Similar oscillations are obtained em-
ploying the finite-range OT functional,*' which incorporates
a phenomenological short-distance repulsion. As the authors
of Ref. 41 pointed out, these surface oscillations are related
to the fact that the OT functional nicely reproduces the
strong peak observed in the bulk static response function at
the roton wavelength. However, the true origin of these den-
sity oscillations is still not understood.

Another quantity of interest is the two-body distribution
function pgp, which is the probability of finding a second
boson particle as a function of the interparticle distance with
respect to a given boson particle normalized in the following
way:

f drpgg(r)=1.

Figure 9 shows a plot of the two-body distribution functions
as a function of N (left panel). For some selected clusters
they are also plotted in the left panel of Fig. 9 together with
the two-body correlation function measured in the bulk.”’
The bulk correlation function is plotted on an arbitrary scale
because of the different units and normalization of our two-
body distribution functions. As a reference, the shape of the
HFD-B(HE) interaction is also plotted. Notice that the short-
range repulsion in the potential leads to a vanishing two-
body density for a relative distance r<2 A, independent of
N. The location of the first peak has a slight but noticeable
shift, going from 3.75 A for N=3 down to 3.6 A for N=50.
With further increase in size its position is expected to coin-

teraction employed in the calculation
is also plotted (dotted line, left scale).

cide with that in the bulk. Beyond N=30 an additional shoul-
der is apparent at a relative distance of around 6-7 A close to
the second peak in the bulk. Finally, it is interesting to note
that the two-particle density function at its maximum in-
creases with size up to about N =20, where it is nearly three
times greater than in the bulk, before dropping off at larger
distances. This effect is probably related to the centrosym-
metric structure which leads to an initial compression of the
small very weakly bound clusters. Beyond N>20 this com-
pression is reduced since the particles can spread out over a
greater volume.

The root-mean-square distances are displayed in Fig. 10.
The upper curve corresponds to the relative distance between
atoms, and the lower one to the distance between atoms and
the center of mass. Also plotted are N'/3-dependent fits for
N=20. Both distances decrease with decreasing N down to a
minimum at N=6, and then increase sharply while approach-
ing the mean distance of the dimer, which has been measured
to be 52+4 A.*® Thus the many-body additivity of the two-
body potentials has a dramatic effect on reducing the inter-
atomic distances.

VI. A MODIFIED LIQUID-DROP MODEL OF
ELEMENTARY EXCITATIONS

The analysis of the normal modes of an incompressible
liquid drop goes back to the 1879 work of Rayleigh.59 His
classical model can also explain the main features of the
excitations of quantum systems such as the collective modes
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FIG. 10. Root-mean-square distances between atoms (circles, upper curve)
and the center-of-mass (squares, lower curve) are plotted as a function of the
number of atoms in the cluster. The dashed lines correspond to a N'/3 fit of
these distances for N=30.
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of atomic nuclei® and the elementary excitations of quantum
fluid clusters.®"*? The liquid-drop model gives reliable pre-
dictions for finite systems when the number of their constitu-
ents is sufficiently large. For small systems with some modi-
fications the model is able to provide a simple physical
model with which to explain the present microscopic DMC
results.

In its simplest and usual form the liquid-drop model con-
siders a sharp-edged spherical droplet of homogeneous fluid,
characterized by the bulk particle density p, and a sharp step
function radius Ry py=2.22N"? A. The so-called equivalent
uniform radius R is related to the mean-square radius de-
fined as

o

f R’p(R)R*dR

(R)=— : (28)
f p(R)R*dR
0
and is given by the following relationship:
Ry = (R, (29)

which can be obtained by substituting p(R)=p,®(R,—R) into
Eq. (28), where O(r) is the Heaviside step function. This
radius is larger than R;py; since it takes into account the
actual density distribution of a finite-sized cluster which is
smaller than p,. With these boundary conditions the solution
of the hydrodynamical equations gives rise to compressional
and surface modes, whose excitation energies depend on N
as N3 and N™12, respectively.®!

A. Surface modes

The (n=0,L>0) excitations correspond to surface
modes, described by ripplonlike oscillations with radial fre-

quencies given by59’61
o 12
W= sLIL-1)(L+2)| (30)
mpoRy

where 0,=0.354 ergs/cm? is the surface tension™ of the flat
surface. Obviously this expression, which predicts a sharp
rise in the frequencies with reduction in cluster radius and
size, is in direct contradiction with the energy levels found
here.

Tamura® is probably the first to consider the corrections
needed to apply the liquid-drop model to small clusters. To
account for the diffuse profile of the density, he assumed that
the radial dependence of the particle density profile is de-
scribed by a Fermi function

J. Chem. Phys. 124, 084307 (2006)
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FIG. 11. DMC-calculated radial number density distributions for N=10, 20,
30, 40, and 50 plotted vs the distance to the cluster’s center of mass. The
dashed lines show best fits of the falloff region with the Fermi function Eq.
31).

Pa
1 +exp{(R - R,)/d}’

p(R) = (31)

where d is the falloff range of the surface density, which
defines the width parameter 7=d/R,. Tamura thus derived
the following modified Rayleigh formula:

Ogn LI(L—D(L+2)+(4m3)7] [
1+ (7/3)7L(2L +1)

- deRZ ’ G2
where o4y, is a dynamical surface tension which will be
discussed below. This expression is valid within second or-
der in 7. For large droplets, 7 goes to zero, and this equation
reduces to Eq. (30).

Figure 11 compares some of the DMC-calculated radial
density distributions (Fig. 8) for sizes from N=10 to 50 in
steps of 10 with best fits using Eq. (31).”” The Fermi function
in Fig. 11 provides an excellent fit of the important surface
region, but breaks down in the central region. Since Tamura’s
derivation of Eq. (32) is most sensitive to the region around
R, the inner deviations are not expected to affect the results.
The 90%-10% falloff width is about 4 A, which is somewhat
smaller than the width of 6.4+1.3 A measured for larger
droplets consisting of 10°~10* atoms.® For these small clus-
ters, however, the width becomes comparable to the cluster
radius and can be expected to have a big effect on the surface
excitations. The best-fit parameters are summarized in Table
V where the radius R; is compared with the liquid-drop
model radius R; py and Ry as defined in Eq. (29).

A comparison of Eq. (32) with the present DMC excita-
tion energies provides much better results than Eq. (30), but

TABLE V. Best-fit parameters of DMC radial density distributions and other measures of *He cluster radii.

N Pd(/if‘%) d (&) R, (&) Ripm (A) Ry (&)
10 0.0140 0.909 5.06 4.78 6.61
20 0.0163 0.877 6.27 6.03 7.44
30 0.0169 0.887 7.16 6.90 8.17
40 0.0174 0.906 7.85 7.59 3.82
50 0.0174 0912 8.48 8.18 9.36
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FIG. 12. Comparison of surface tensions. The static surface tension (dashed
line) is compared with the best fit of the energy levels using Tamura’s
expression (solid line).

still diverges for small N. Apparently Tamura’s equation
should be corrected for other finite-size effects. One possi-
bility for improving the fit is to treat oy, as an adjustable
parameter, which can be fitted to reproduce, for each N, the
set of calculated DMC excitation energies. It is indeed quite
remarkable to see that this leads to a uniquely defined
smooth curve for oy, as a function of N (Fig. 12) and that
this curve is able to reproduce nicely the excitation curves
for each of the (n,L)=(0,2), (0,3), and (0,4) levels over their
entire ranges of N. The agreement with the (0,5) level is not
so good, but is also satisfactory in view of the uncertainties
in the calculated curves. The resulting best-fit curve in Fig.
12 decreases with decreasing N and extrapolates to o=0 as
N—0 as expected. Since this surface tension is determined
from the elastic stretching response it has been designated
here as a dynamic surface tension ogyy,.

The present calculations here also provide the possibility
to calculate the surface energy of a droplet by subtracting the
bulk volume contribution from the ground-state energies
EE)O) (N). The usual way for calculating the surface energy of
the bulk (see, e.g., Ref. 66) can be used to define the static
surface tension of the droplet as

EY(N) - w,N

Tyai(N) =
‘tat( ) 47TR§ff(N)

, (33)

where u, is the bulk chemical potential (u,=-7.196 K at
T=0) and R is an effective radius of the droplet. The nu-
merator is the difference between the ground-state energy of
a droplet Ef)o)(N) and the energy of the same number of at-
oms in the bulk w,N. In the limit N—o, Eq. (33) gives
indeed the surface tension of the liquid. The optimal choice
of R in order to take account of the gradual decrease in the
density at the surface is a matter of ongoing discussion in the
literature.®” Here the conventional definition is used accord-
ing to which R is the equivalent radius R, of a sharp-edged
droplet with a uniform density distribution as defined in Eq.
(29). This so-called static surface tension is compared with
the dynamic surface tension in Fig. 12.

It is indeed gratifying that the surface tensions deter-
mined by these two largely independent methods agree so
nicely down to sizes of N=30. This good agreement pro-

J. Chem. Phys. 124, 084307 (2006)

vides circumstantial evidence in support of our use of Tamu-
ra’s formula for estimating oyy,(N). This encourages us to
argue that our procedure may also be valid for N=<30 as
indicated by the good agreement of not one but three levels
at N=25, and even good agreement for the (0,2) and (0,3)
levels down to the magic number of N=14. The larger values
for the static surface tension suggest perhaps that the choice
of R underestimates the true value.

Thus the extensive calculations presented here provide a
new approach for determining the surface tension of small
droplets which is an ongoing issue.® The advantage of the
new method used here is that it incorporates the size depen-
dence of a series of excited-state levels instead of only the
ground-state energy as in the conventional approach Eq.
(33). Although Tamura’s formula, Eq. (32), also scales with
an estimate of R,, the width of the outer density falloff re-
gion is correctly accounted for in the energy-level differ-
ences. Hopefully it will be possible to further improve the
liquid-drop model to account for the size dependence of the
surface tension in a more rigorous way. An even more mi-
croscopic approach can now be envisaged since the pair dis-
tribution functions are also available from the DMC calcula-
tions.

B. Compressional modes

The liquid-drop model also predicts the existence, for
each angular momentum state L, of compressional or breath-
ing modes, which correspond to our vibrational (n>0,L)
states. The lowest excitation for L=0 has a radial frequency
given by60

aT bc 172
w0=_(;> , (34)

where Ry is the equivalent uniform droplet radius [Eq. (29)],
and b,. is the bulk compressibility coefficient. It is related to
the speed of sound ¢ by h.=mc? and its bulk value is about
27 K.

The previous discussion about the surface tension sug-
gests a similar analysis of the compressibility coefficient
b.(N) of each cluster. Following the study about the nuclear
giant monopolar resonance,”” the following expression can
be deduced from our calculated monopolar excitation ener-
gies AE(*)(N):

bo(N) = 5[ AE(N)R(N) . (35)

_m_
B
The results are plotted in Fig. 13 (left panel) as dots, together
with the bulk compressibility coefficient. In this range of N,
the values of the cluster compressibilities are much smaller
than in the bulk by a factor of 3.6 at N=50. In Fig. 13 (right
panel) the energy per particle in the clusters is found to show
a remarkably similar trend with the number of constituents,
although they are smaller by only about a factor of 2.5 at
N=50.

VIl. CONCLUSIONS

Stimulated by the unexpected observation of magic-
enhanced intensities for certain “He cluster sizes in free jet
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FIG. 13. Left panel: the compressibility coefficient deduced form Eq. (35)
as a function of the number N of atoms. Right panel: the energy per particle
as a function of the number N of atoms. For comparison, the bulk values are
also plotted.

expansions a renewed computational study using the diffu-
sion Monte Carlo 0 K method has been undertaken. The
experiments were made possible using matter-wave diffrac-
tion from nanostructured transmission gratings, which is pro-
vided for a nondestructive analysis of the neutral cluster
sizes produced in free jet expansions. In view of the high
resolution of the experiments the calculations were carried
for each cluster size between N=3 and 50 for the first time.
Even at this resolution the calculated total ground-state en-
ergies show a completely smooth monotonic increase with
cluster size. The chemical potential obtained from the slope
of the binding energy with size also shows a smooth increase
in excellent agreement with earlier calculations for selected
sizes'® and more recent calculations™ also designed to ex-
plain the same experiments. Thus these calculations rule out
convincingly the usual explanation of magic numbers in
terms of enhanced stabilities for certain cluster sizes. This,
perhaps, is not surprising, since the earlier computational
studies also did not find enhanced stabilities, which are also
not expected a priori in view of the liquid nature of the
clusters.

Excited-state energy levels were also calculated as a
function of N using an importance-sampling technique which
is described in detail. For the lowest n=0 vibrational mode
bound excited states were found for L=2, 3, 4, and 5. The
size thresholds for binding increased with increasing L. Once
bound the level energies decrease slowly with size. They are
much smaller than those predicted using the standard liquid-
drop model which predicts diverging values with decreasing
size. At large sizes, on the other hand, the calculations sug-
gest a behavior which extrapolates to that expected for the
liquid-drop model. The dipolar excitation, L=1, which is for-
bidden in a simple collective model because of the center-of-
mass constraint does not appear to be bound in the region
investigated. The calculation of the vibrational (1,0) mode
requires the use of sum rules techniques together with a ge-
neric monopolar excitation operator. The optimum calcula-
tions reveal a threshold for stability at sizes between 6 and 8§,
close to the threshold for the n=0,L=2 state. As opposed to
the (0, L) levels the energy of the (1,0) level increases slowly
with size but remains stable up to N=50 with an energy well
below the chemical potential.

J. Chem. Phys. 124, 084307 (2006)

To explain the correspondence between the size thresh-
olds and the observed magic numbers an equilibrium model
with a fixed sudden freeze temperature is used to predict the
relative cluster concentrations. Thus the ratio of the partition
functions which enters into the equilibrium constant shows
sharp spikes at threshold sizes independent of the assumed
sudden freeze temperature. The calculated size thresholds for
stability of these modes are in excellent agreement with the
magic numbers at about 10, 14, 26, and 44, but do not lie
close to another experimental magic number at N*=22. The
good agreement between the experimental magic numbers
and theoretical stability thresholds thus provide rather direct
confirmation of the theoretical calculations. Furthermore the
agreement lends additional credence to the simple sudden
freeze equilibrium model of cluster growth.

The theoretical results on the cluster radial distribution
functions have been found to be instrumental in understand-
ing the large discrepancies between the energy levels calcu-
lated here and those predicted by the liquid-drop model. Us-
ing a theory of Tamura® part of the differences can be
accounted for by the finite width of the radial density at the
surface of the clusters. The remaining differences can be
largely removed by assuming a smooth decrease in the clus-
ter surface tension with decreasing N. Thus it has been pos-
sible to extract for the first time information on the size de-
pendence of the surface tension of small liquid clusters.

Additional insight into the remarkable properties of
small “He clusters comes from the pair distribution functions
which are sharply peaked at interparticle distances of about
3.6 A and pass through a maximum at N= 20, which is three
times larger than in the bulk. Finally a remarkable reduction
in the cluster compressibility compared to the bulk could be
established.

The present combined theoretical and experimental in-
vestigation, we believe, provides the most comprehensive
and accurate description of many of the important properties
of small “He clusters. More work remains to be done, for one
additional experiment is needed to confirm the magic num-
ber N*=22, which cannot be explained presently. Since the
concept of temperatures of small clusters is still a somewhat
open issue a more realistic model of cluster growth is called
for. Also the rate of evaporation from small clusters has so
far not been investigated using a microscopic calculation, but
is required to estimate the effective temperatures of small
clusters. Calculations at finite temperatures would be desir-
able and indeed it is surprising that few calculations at finite
temperatures have been carried out for small “‘He
clusters.”””"" Finally the effect of the superfluidity on the
physical properties of these small clusters still needs to be
examined.
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