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Abstract

This thesis is intended to fulfill the requirements of the Math and Physics
departments at Harvey Mudd College. We begin with a brief introduc-
tion to the study of surfactant dynamics followed by some background on
the experimental framework our work is related to. We then go through
a derivation of the model we use, and explore in depth the nature of the
Equation of State (EoS), the relationship between the surface tension on a
fluid and the surfactant concentration. We consider the effect of using an
empirical equation of state on the results of the simulations and compare
the new results against the results produced using a multilayer (EoS) as
well as experimental observations. We find that the empirical EoS leads to
two new behaviors - preserving of large gradients of surfactant concentra-
tion and the occurrence of dynamics in distinct regimes. These behaviors
suggest that the empirical EoS improves the agreement of the model’s pre-
diction with experiment.
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Chapter 1

Introduction

Surfactant-driven dynamics on thin liquid films has been a rich area of
study in applied mathematics since the 1990’s. One reason to study sur-
factant-driven flow is that it plays an important part in the respiration
process—the alveolar wall in the human lung is a surfactant-driven thin
film system. The alveolar wall is covered by a layer of mucus (a thin film),
which usually has DPPC [} a surfactant, on its surface. When babies are
born prematurely, the DPPC-producing cells in the lungs are often under-
developed. Present treatment involves intubating the babies and forcing a
bolus of surfactant down their lungs. This method does not always work,
and when it fails it can prove fatal to the infant. A hypothesis for why
the surfactant delivery mechanism fails is that the surfactant does not pass
through all the airways down to the alveoli. This research aims to better un-
derstand surfactant spreading in the hope that we can eventually improve
the surfactant delivery mechanism.

In addition to the long term goal of aiding delivery mechanisms for pul-
monary surfactant, surfactant-driven flow on thin films is a physical phe-
nomenon that exhibits very interesting behavior and has numerous indus-
trial applications. By performing experiments and developing a model to
describe surfactant-driven flow, we hope to gain some amount of predictive
ability. An important step in posing the surfactant-driven thin film flow as
a mathematical problem is to relate the surface tension of a fluid to the sur-
factant concentration. This relation is exceedingly important as it describes
how the surfactant ‘drives’ the fluid. In this thesis, we consider the effect of
an empirically determined relation on the results of the simulations of the

IDPPC stands for dipalmitoylphosphatidylcholin and is a phospholipid that is the major
constituent of pulmonary surfactant.



2 Introduction

model. We compare the results to a previously used (non-empiric) relation,
and interpret the results in the context of experimental observations. We
find that the empiric relation improves our model’s agreement with exper-
iments in certain important respects, though further work is necessary to
fully understand the impact of this relation.



Chapter 2

The Experiment

2.1 Some Physical Intuition

In the Summer and Fall of 2013, our group spent a considerable amount of
time setting up the surfactant spreading experiments at Harvey Mudd Col-
lege and learning how to operate it. With the help of Stephen Strickland, a
PhD student at NC State University, we ported over an experimental setup
conceptualized at the Daniels Non-Linear Lab at NC State University while
automating several aspects of the experimental setup. Working on the ex-
periments provided me with some physical intuition that was invaluable
while working with the simulations. So, before we extensively explore the
surfactant thin-film model, I believe it would be useful to go through the
experimental setup to better understand the system. This should also prove
useful when comparing some of the simulation results to experimental ob-
servations in Chapter|6]

2.1.1 The Setup

This section will provide a general overview of the experiment and data
collection. Further details of the experimental procedures and data analy-
sis can be found in Peter Megson’s thesis (Megson, 2014). The experiment
was designed to create a reproducible initial condition, and record the dy-
namics as the system evolves in time. Two initial conditions are chosen:
inward spreading and outward spreading. In both cases a ring of radius 3
cm is used to separate the spatial domain into two distinct regions, the in-
side and the outside. Depending on whether the run is inward or outward
spreading, one of the two regions is filled with surfactant (this will be dis-
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a. The initial condition for inward spreading b. The initial condition for outward spreading
runs: high surfactant concentration in an  runs: high surfactant concentration in a
annular region with no surfactant in a cen-  central disk with no surfactant in the sur-
tral disk. rounding annular region.

Figure 2.1 Initial conditions used in the lab.

cussed in greater detail in Chapter[6). A top-down view of these two initial
conditions is presented in Figure 2.1| where the green represents a region
of high surfactant concentration while the black represents a region of low
surfactant concentration. The surfactant is deposited on a thin film (Tmm)
of glycerol. Once the surfactant and glycerol are deemed to have reached
equilibrium (i.e. uniformly spread out), the ring is lifted and the system
is allowed to evolve. The glycerol takes about an hour and a half to reach
equilibrium, while the surfactant takes about a half hour to do the same.
In the inward spreading case, we see the fluid and surfactant moving in-
ward, while in the outward spreading case we see the fluid and surfactant
moving outward.

2.1.2 Limitations of Data Collection

The data collection in the experiments extracts two pieces of information
from images of the system evolving—the height of the film and the sur-
factant concentration profile. This information is important since the pre-
dominant model that describes surfactant-driven flow can be described in
terms of two equations, one each for the height and surfactant concentra-
tion (the details of the model can be found in Chapter [3). While the details
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of the data collection are beyond the scope of this thesis, it is important to
note that the data collection techniques used require the height and sur-
factant profiles to be azimuthally symmetric. Furthermore, experimentally,
we have observed that our profiles are azimuthally symmetric when we
start with a symmetric initial condition. This motivates our choice of az-
imuthally symmetric initial conditions in the simulations.

2.2 Key Components of the Experiment

The goal of modeling any physical phenomenon is to pose the problem in a
mathematical framework. To pose our experiment as a mathematical prob-
lem, we need to identify the key components of the experiment so we can
explicitly account for them in the model. In this experiment, we identify
three important components: the substrate, the fluid and the surfactant.
Each of these components bear closer scrutiny.

As stated in Chapter [l the long-term motivation of the project is to
study the surfactant dynamics in the context of their role in the human
respiration process. So, we need to understand the simplifications our
model makes with respect to the alveolar wall of the lungs; this would
help us eventually move toward a model that is more directly applicable to
surfactant-replacement therapy.

SURFACTANT

“ e
MUCUS
MEMBRANE

SUBSTRATE

SUBSECTION OF
ALVEOLAR WALL

ALVEOLUS

Figure 2.2 The alveolus of the human lung with the three components perti-
nent to our model
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2.2.1 The Substrate

In the lung, the substrate is the alveolar wall. This is a highly non-uniform,
ciliated surface and proves to be very difficult to model or recreate in a
lab setting. Mathematically, the substrate determines the geometry of the
boundary at the lower surface of the fluid and the flux conditions there.
Applying boundary conditions on complex geometries is difficult,and com-
putationally expensive. Incorporating such a boundary into an experiment
is even more difficult; instead, in the lab, we use a rigid aluminum well
with a silicon wafer on top of it as the substrate. Consequently, we stick to
a rigid, impermeable boundary on the lower surface in the model as well.

2.2.2 The Fluid

The ultimate goal of our research group is to understand surfactant-driven
dynamics on mucus, which is a viscoelastic fluid. Modeling viscoelastic flu-
ids has proven challenging, and hence many present models for surfactant-
driven flow are developed over viscous fluids. Previous experimentation
and modeling has used glycerine as the underlying film. This thesis inves-
tigates the agreement between experiment and simulations for the model
developed for a viscous fluid. From a mathematical perspective, using a
viscous fluid allows us to use Navier-Stokes” Equations as a starting point;
this greatly aids the modeling process.

2.2.3 The Surfactant

A surfactant is a chemical that when present in or on a liquid, reduces the
surface tension. Hence, the presence of a surfactant concentration gradient
creates a surface tension gradient, which in turn causes a surface stress.
The surfaces stress then causes motion in the underlying liquid, and the
surfactant is transported along with the bulk. The surface stresses which
arise in the presence of surface tension gradients are termed Marangoni
forces and will be a central aspect of study.

Since surfactants are complex chemicals it is important to understand
how they interact with the bulk and the substrate. A surfactant usually
has a hydrophyllic head and a hydrophobic tail—in DPPC (the surfactant
found in the human lung), the PC chain is the hydrophyllic head. When
the surfactant concentration is below a critical concentration level, the sur-
factant molecules are present as a monolayer on the surface—individual
molecules with the tail oriented away from the surface and the head present
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at the film-air interface. At large concentrations, the surfactant molecules
can form complicated structures like micelles and bilayers. Micelles are
spheres of surfactant where all the tails are bunched together on the inside
while the heads are oriented radially outward; in a bilayer, the surfactants
form a two molecule sheet of surfactant where the tails are grouped in the
middle of the layer and the heads are on the outside. A diagram of a mono-
layer of surfactant and micelles is presented in Figure In our investiga-
tion of surfactant-driven dynamics, we are mostly focused on the first case,
the monolayer, though we do briefly consider the effect of starting with a
large initial surfactant concentration in Chapter 6|

-«— Monolayer Alr
:>\\T /’é'. Fluid
TNe
AV 7N\
..///lw Micelles
.
U

Figure 2.3 A diagram of a monolayer of surfactant on the surface of the liquid
with micelles present in the bulk. In our experiments we avoid the formations
of micelles by ensuring the initial surfactant concentration is below the critical
micelle concentration.

It is also worthwhile to note that we restrict ourselves to insoluble sur-
factant. We further assume that all the chemical properties and variations
between surfactants are captured by the relationship between the surfac-
tant concentration and the surface tension (discussed in Chapter |5| The
experimental data is collected using NBD-PC ﬂ While this thesis is not con-
cerned with the experiment per se, it is possible that replacing DPPC with

INBD-PC stands for nitrobenzofuran-conjugated phosphatidylcholine. Here, a second
fluorescent molecule is added to the PC tail of DPPC. This is fluorescent tail is central to
extracting surfactant concentration data. Further details can be found in Peter Megson’s
senior thesis(Megson| 2014).
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NBD-PC could have an effect on the dynamics, and hence comparisons. We
try to make accurate comparisons between the experiment and the model
by using a relation between surfactant concentration and surface tension
that is specific to NBD-PC.



Chapter 3

The Model

3.1 The Model for a Viscous Fluid

Since this thesis aims to fulfill the requirements of both the Mathematics
and Physics departments, I will go through the derivation of the model for
surfactant-driven thin film flow on a viscous fluid in detail. This model
was developed initially by (Gaver and Grotberg| (1990) though this partic-
ular derivation follows that presented by Ellen Swanson in her PhD thesis
(Swanson, [2010). The general idea is to begin with the Navier-Stokes equa-
tions and apply some assumptions to reduce them to the Stokes equations.
We then use the pressure and velocity fields with appropriate boundary
conditions to extract a depth averaged velocity. Finally, we use conserva-
tion of mass and transport of surfactant to arrive at the governing equations
in height and surfactant concentration.

3.1.1 Overarching Assumptions

By choosing a viscous fluid and and a uniform, rigid substrate, we have al-
ready made two important assumptions. There are three more assumptions
that are central to this derivation. First, the Reynold’s number (a dimen-
sionless quantity that describes the level of turbulence the flow) is assumed
to be very small, in other words, the flow is slow. Second, we assume that
the flow is incompressible and third, we use the lubrication approximation.
This approximation implies that the characteristic height of a fluid is much
smaller than the characteristic length. These assumptions will be explained
in greater detail at the points at which they are used in the derivation.
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3.1.2 An Aside on Notation

We use Einstein tensor notation to facilitate deriving the governing equa-
tions. The Navier-Stokes equations are easier to manipulate using this ten-
sor notation; once we obtain the necessary equations from Navier-Stokes,
we revert to vector notation.

Let the basis set {x,y,z} map to {x1,x2,x3}. Next, any vector v =
(v1,v2,v3) will be denoted as just v;. If there is a repeated index, this rep-
resents an implicit sum—so v;u; = Y ; v;u; = viuy + vaup + v3usz, the dot
product of v and u. The final bit of notation pertains to the representation

of derivatives— 2% is represented as u; 1. If there is more than one deriva-

dxy
. Lo . 2
tive, they are applied in the order from left to right. So afzia“xl
Uj12.
Here is a list of common operations listed in vector notation with its
analog in Einstein tensor notation. u and v are vectors, €;j is the Levi-
Civita rank-3 tensor and §;; is the Kronecker delta. €;j and J;; are defined

below.
1 ifi=j
0 ifi#j
1 if (i,j,k) = (1,2,3),(3,1,2),(2,3,1

)
€ijk = -1 if(i,j,k) = (1,3,2),(3,2,1),(2,1,3)
0 otherwise

would be

u-v=1uo; Vu:ui,j V-uzui/i
Vxu= €ijkUj k Au = Ui jj.

Also, if we have a scalar f, then Vf = f;. As an example, we show how
we derive the tensor representation of the vector Laplacian.

Au=V-(Vu) =V - (u;;) = (u;j); =

3.1.3 Simplifying Navier-Stokes

We consider a fluid which has an arbitrary velocity profile. Let u; represent
the velocity vector, where u; can be dependent on x; and ¢ (where f is time)
so u = u(x;,t). The dynamics of any Newtonian fluid are described by the
Navier-Stokes equations. The Navier-Stokes equation are presented below
(Lyzenga and Bernoff, 2013).

dui

PEi+ Wi = p—- (3.1)
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o+ (otm)m =0 (3.2)
Hij = (_P + U”n,n)fsij + y(ui,j + u]‘,j). (3.3)

In the equations above, p is the mass density, I1;; is the stress tensor,
u the velocity field, p is the pressure and F; is any external force (per unit
mass) on the system. 1 and y are the two kinds of viscosities—with u be-
ing the kinematic viscosity and # the bulk viscosity. Also, the over-dot in
p represents a derivative with respect to time. Usually, these equations are
complete on their own. In our case we have an additional relation that ac-
counts for the effect of the surfactant—this will be explored later.

We begin by applying the incompressibility condition—this tells us that
the density is contant with time. Consequently Equation[3.2]becomes

Pun’n - 0 — un,n - O. (3.4)

In other words, the velocity field is divergence free. In the two-dimensional
case, this translates to
uy,1 +uzp +uzz =0. (3.5)

We now notice that the divergence of u is present in the stress strain
relation in Equation We can now simplify the stress strain relation by

using Equation

Hi]' = _Péij + y(ui,]- + uj, i). (3.6)
Next, we substitute I';; from Equation [3.6into Equation[3.1} This gives
us,
pFi + ((=pdij + p(uij + uji)) j = puii + Puipttn. (3.7)
Note that we have expanded out the full derivative of u with respect to
time using the chain rule. Simplifying this further,

PFi = pj + wijj + ujij = pli + PUipiin. (3.8)

Since we can reorder the partial derivatives on the velocity, the term u; ;; =
u; i is the gradient of the divergence and that, again, is zero. Dropping that
term,

pF — pj+uij; = p; + pljntin. (3.9)

Next, we consider the external forcing term F;; in this system the only ex-
ternal force present is gravity. For generality, we introduce a parameter «
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which is defined to be the angle of incline of the substrate. The force due to
gravity is then (confining ourselves to the x — z plane)

F = (gsina,0, —gcosa)

with ¢ being the regular acceleration due to gravity. Since we are con-
fining ourselves to two-dimensions, Equation should result in three
equations—one for each component of the velocity profile. Switching to
regular vector notation Equation 3.8 becomes

oFi—pi+ Ujjj = Pilli + PUnUjp. (3.10)
It is now appropriate to apply our first assumptions—that is the flow
is slow. In other words the Reynolds number Re = LY« 1 (where L

1

and U are characteristic length and velocity scales whiéh will be defined
soon). In this regime it is fair to assume that the convective acceleration
term is negligible compared to the i term. An in depth discussion of the
relative magnitude of this term in a low Reynolds number regime can be
found in Fields and Waves by |Lyzenga and Bernoffi (2013). We now arrive at
the Stokes’ equations; they are the linearized version of the Navier-Stokes
equations as the non-linear convective term is absent.

PFi —pit Ujjj = ou;. (311)
Before we move on to non-dimensionalizing the above system, it is
worth considering the external forcing vector F; in greater detail. If we
were to be completely general, we would assume an arbitrary angle of in-
clination a. Since all the experimental data we will compare this against is
going to be in the x — y plane or & = 0, we assume that the forcing vector
F = (0, —g,0). It is not difficult to generalize this derivation to incorporate
arbitrary «.

3.1.4 Non-Dimensionalizing this System

Non-dimensionalizing a system is extremely useful and important when
one intends to numerically solve a system. This has two advantages—the
quantities are now measured with respect to a scale that is intrinsic to the
system as opposed to some arbitrary scale (such as the SI units). The second
advantage is that code written for non-dimensionalized systems is usually
more flexible and versatile’. In order to non-dimensionalize this equation,
we need to define a some characteristic quantities. Below L, W and H rep-
resent the characteristic length scales in the x, y and z directions. Note that
v is the projection of the velocity, u on to the x — y plane.



The Model for a Viscous Fluid 13

x=1L% y=Wyg z = HZ v = UDJ.

An implicit assumption in the above definitions is that the velocity in
both the x and y directions have the same characteristic length scales. We
now apply the thin film approximation. The thin film approximation as-
sumes that the parameter H/L = € < 1. In other words the characteristic
length scale of the fluid is much larger than the characteristic height scale.
In our specific case, the film is usually about a few millimeters tall while it
is tens of centimeters across, making this assumption valid. Furthermore,
for simplicity we restrict the velocity field to be in just two dimensions, x
and z. This derivation is, again, easily generalized to all three dimensions
and it is carried out in an analogous manner. Setting u; = 0, the Stokes
equations become

pF —pi+vijj = po; (3.12)

Ui = 0. (313)

Implementing the scalings described in Equation 3.5

u 1
fﬁi + ﬁﬁé =0. (3.14)

We now balance the terms on u3 to get

UH
Uz = Tﬁg = €Uﬁ3. (3.15)
With this scaling for u3, we substitute the dimensionless quantities into the

Stokes equations.

1 1 . 1 . ‘
— Pt Ui+ gptlass) = pUth (3.16)
1 1 . 1. -
pg — P+ Ul ii + gailass) = pUiis. (3.17)

Rewriting these in terms of €,

—€eHp; + U(ezﬁllﬁ + 123,33) =0 (3.18)
H?0g — eHp; + U(ezal,ﬁ +1333) = 0. (3.19)

This yields the following pressure scaling,
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Implementing this scaling, and keeping terms to first order, we arrive at the
following set of equations (in dimensional coordinates),

p1 = Mus3 (3.20)
ps = —p§- (3.21)

3.1.5 Applying Boundary Conditions

We introduce the first unknown that we are interested in, the height of the
fluid. This takes the form of a boundary condition at the surface, h(x,t) =
z. Next, we apply the normal stress boundary condition, i.e. the normal
stress on the surface balances the atmospheric pressure. So, at the surface,

P — Patm = —YK. (3.22)

Here « is the curvature of the surface, puy, is the atmospheric pressure and
7 is the intrinsic surface tension of the fluid. To first order, we can approxi-
mate the curvature as « = hy,. This boundary condition becomes

P — Patm = _7}111- (3.23)

Next, we consider the tangential surface stress. The tangential surface
stress is influenced by the surfactant concentration at the surface. We in-
troduce the equation of state, o(T'), to describe this relation (more on this
in Chapter [5). For now, we leave this in its general form. The bound-
ary condition requires knowledge of a%a(l“). We note that even with the
surfactant-gradient contributions, we can consider the surface stress as the
stress tensor evaluated on the surface of the fluid. So, %U(F) =T
Here f (1,0,0) corresponds to the vector that is tangential to the surface in
the x-direction and 2 = (0,0,1) is the normal vector to the free surface.
Evaluating the tensor product gives us Ty3. Since this is an off diagonal
term of the stress tensor, we know this must be the result of a non-zero
strain-rate tensor. So we have

)

—0(T') =2uDss.

5.0 (1) = 2uD1s
Note that D;; = 1/2(u; ; + u;;) was defined earlier. For the two dimensional
flow we are considering, D13 = 1/2(u13 + us1). Under the lubrication

approximation, u3; < u13 as the motion we are interested in primarily in
the x — y plane. This allows us to form the final boundary condition

0
aa(r) = Uuy3.



The Model for a Viscous Fluid 15

3.1.6 Integrating the Pressure PDE

Since pressure is a scalar, we can integrate Equation[3.20|applying the bound-
ary conditions described in the previous subsection. Integrating Equation
results in

p = uhiy — pg(h — z) + patm (3.24)

This is then differentiated with respect to x to give,
p1 = uhi1 — pghi. (3.25)
Plugging in the relationship with py,
puzz = phin — pghi. (3.26)

By definition, the height & is independent of z, so we can integrate with
respect to z and apply the tangential surface stress condition to get

puz = (phin — pght)(h — z) + o7. (3.27)

We integrate once more, but this time we apply the no-slip boundary con-

dition to get
2

z
puz = (phi11 — pghy) (hz — E) + 01z. (3.28)

3.1.7 Applying Conservation of Mass

The next step is to apply conservation of mass, but to do so we need to de-
fine an average velocity. We use a depth-averaged velocity for this purpose
1 h

1= — d 3.29
il yhouz (3.29)

Plugging in for u,

1 h h?
U= W <(,‘Llh111 — pghl)g + 0'12> . (330)

We now use this depth-averaged velocity in the expression for conservation
of mass, which is
oh  d(hi)
ot ox

(3.31)
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Equation is a statement of conservation of mass, where we equate the
time rate of change of the height to the flux of fluid at that point. Substitut-
ing in for the depth-averaged velocity gives us the height equation
1 h3 h?
he + = ((uhinn — pght) 5 +015-)1 = 0. (3.32)
U 3 2
We then apply conservation of surfactant, equating the flux of the sur-
factant with the time rate of change, adding on an ad-hoc diffusion term.
We assume here that the surfactant is transported at the bulk velocity. Con-
servation of surfactant with diffusion gives us the following relation

I+ (Fﬁ)l = DI'q1. (3.33)
where D is a diffusion constant. Substituting in for 7 gives us the surfactant
equation

1 Th? Th?
I+ ﬁ((‘uhlll —pgh1)7 +(717)1 = DTI'1;. (3.34)

Since both the height and the surfactant equations are conservation laws
that contain 7, it is not surprising that the terms in both the equations have
very similar forms.

3.1.8 The Governing Equations

Finally, we arrive at the two governing equations of this system—one for
the evolution of the height of the film, and the second for the evolution
of surfactant concentration. Together, they form a coupled system of non-
linear, mixed, partial differential equations. The non-dimensionalized form
of the system is presented below where / is the height and I' is the surfac-
tant concentration. Note that we now switch back to vector notation, as that
allows us to represent the equations more compactly. The vector notation
would also provide greater physical intuition for a mathematical audience.

hi +V - (%hZVU(F)) =BV (%h3Vh) —xV - (%h3VAh) (3.35)
[+ V- (hI'Ve(T)) =BV - (%hZFVh) —xV - (%hZFVAh) + AT (3.36)
The constants in the equations above are defined as follows:

H? H?

n=
o
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3.1.9 Interpreting the Governing Equations

We consider each term of the height equation and the diffusion term in the
surfactant equation. The h?Vo(T) term represents the influence of the
surfactant concentration. o (T') is the equation of state, and, in our case, it is
empirically determined. This term accounts for the effect of the change in
surface stress due to the surfactant concentration gradient. If I is set to 0,
i.e. there is no surfactant, we recover the height equation that describes a
thin film.  The h3Vh terms arises from applying conservation of mass on
the fluid and represents the influence of gravity. Note that constants such as
g, the acceleration due to gravity, are clubbed into the constant . The
last term h3V Ah represents capillary forces which would exist whenever
the fluid is perturbed (non—uniform height). The constant x encompasses
the capillarity constant. This term represents the intrinsic surface tension
of the fluid (surface tension without the surfactant).

The corresponding terms in Equation represent the change in sur-
factant concentration for precisely the same reasons. We assume that the
surfactant at the surface is carried along with the fluid when the fluid
moves.The three terms which determine the motion of the fluid are also
present in Equation There is an additional AT term in Equation [3.36]
This is an ad-hoc term which represents diffusion; the surfactant is thus as-
sumed to spread by Fick’s Law along in addition to being transported by
the bulk.

3.1.10 Initial Conditions

The coupled system described in Equation[3.35/and Equation 3.36} we need
initial conditions to complete posing the problem mathematically. As dis-
cussed in Chapter[2) we need azimuthally symmetric initial conditions. The
two initial conditions we use are inward spreading and outward spreading.
For both initial conditions, we divide the spatial domain into two regions:
an inner disk and an outer ring. The initial fluid height is uniform in both
cases, though the surfactant concentrations differ. In the inward spreading
initial condition, we set the surfactant concentration to be high in the annu-
lar region and low in the disk. The difference in surface tension will cause
the fluid to be pulled into the disk, hence this is called inward spreading.
The outward spreading case is the exact opposite where we have a high
surfactant concentration in the disk and low surfactant concentration in
the annular region. We would expect the fluid to get pulled outward for
this initial condition. A radial profile of these two initial conditions are
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Figure 3.1 Initial conditions used in inward simulations.
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Figure 3.2 Initial conditions used in outward simulations.
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presented in Figures|3.1{and The initial condition for the height is con-
stant; for the surfactant though, we define a piece-wise function while us-
ing a high degree polynomial (usually a 10th degree polynomial) to create
a steep yet non-infinite derivative at the boundary between the high and
no surfactant. We should note that the initial conditions we are using are
a simplification of the true initial condition in the experiments. This is be-
cause the lifting of the ring causes a meniscus to form; the dynamics begin
when the meniscus breaks. These initial conditions completely ignore the
meniscus.






Chapter 4

Numerics

The governing equations derived in the previous sections are highly non-
linear, and hence are challenging to solve numerically. Over the past five
years, Jonathan Claridge, Rachel Levy and Jeffrey Wong have developed
a software suite that solves fourth-order, non-linear, mixed type systems
(Claridge et al, [1990). This is the software we will be using, though there
are other options available such as EPDCOL (Craster and Matar, 2006).

4.1 Implicit Solvers by Claridge, Levy and Wong

Implicit Solvers, the suite developed by Claridge, Levy and Wong is an
extension to Clawpack, an open-source software that was developed by
Randy Leveque’s group out of the University of Washington. The numeri-
cal computation is performed in Fortran, but there is a Python wrapper that
facilitates easy use. Clawpack, which stands for Conservation Law Pack-
age, is built to solve systems of PDEs that can be expressed in the form of
conservation laws, i.e when one can represent the system in the unknown
uasu; + V- F(u) = 0. Expressing a system as a conservation law decou-
ples the spatial and time derivatives, which facilitates numerical solutions.
This method restricts the class of PDEs to hyperbolic PDEs. However, the
system presented in Equation and Equation is a mixed type—it
consists of hyperbolic terms and parabolic terms. Claridge et al.’s exten-
sion solves non-linear, mixed, PDE’s by leveraging Clawpack to solve the
hyperbolic parts and an implicit method to solve the parabolic parts.
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411 The Mechanics of the Implicit Solver

Most PDE solvers employ three steps to go from a PDE with initial and
boundary conditions to the solution—reduce the PDE to an ODE, solve the
ODE using an integration scheme, and then recover the solution by solving
the system of equations that results from solving the ODE. The mechanics
of implicit solvers is explained using this framework.

Converting the PDE into an ODE: The first step is to convert the PDE
into an ODE. This essentially involves getting rid of one of the derivatives
by approximating them. Implicit Solvers chooses to approximate the spa-
tial derivatives by discretizing the spatial domain into square grids, and
then calculating the fluxes into and out of these grid cells. This then con-
verts the PDE into an ODE in time. It is important to note that Implicit
Solvers is a finite volume method as opposed to finite difference method.
The fluxes (in our case for height and surfactant concentration) are then
calculated using user-inputted expressions that are determined by the ex-
act PDE system under consideration.

Integrating the ODE: Claridge et al. employ the Crank-Nicolson scheme
for second-order integration to convert the ODE to a system of algebraic
equations. The Crank-Nicolson scheme involves the joining of half steps
of forward and backward Euler integration. For a function u in one spatial
dimension where

ou ou 9°u
— =F t, == =% 41
at (u/ x/ 7 axl ax2> ( )
the Crank-Nicolson method employs the following finite difference
u'tt — " 1 n+1 n—1
—x = E[Fi +F'. (4.2)

where i represents the discretization in space and n represents the dis-
cretization in time. This integration scheme is chosen since it is very stable
for parabolic terms, which are the terms that Implicit Solvers directly deals
with.

Solving the algebraic system: The algebraic system that results from
the previous step then needs to be solved to recover the desired function
values. If the algebraic system is linear, then BiCGSTAB (Biconjugate gra-
dient Stability) is used to solve the linear system of equations. The choice
of BiCGSTAB is fairly arbitrary as other schemes like CGSTAB would have
worked too; however, BICGSTAB does converge quickly to a solution and
produces accurate results for our PDE system. With many PDEs, like ours,
the integration scheme in the previous step produces a nonlinear system of
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equations—this is a consequence of the PDEs themselves being nonlinear.
In this case, Implicit Solvers then uses continuous space linearization to
convert the nonlinear system into a linear system that BICGSTAB can then
solve.

The last important piece of the solver is the implementation of bound-
ary conditions using ghost cells. Essentially, instead of using irregular sten-
cils on the boundary, the program keeps track of the values on "ghost cells’
that are located outside the region of interest. The values for these ghost
cells are determined by extrapolating the values of height and surfactant
concentration using a cubic polynomial approximation.






Chapter 5

Experimental Factors that
Inform the Model

5.1 The Equation of State

An equation of state relates various system variables; examples include
pressure, temperature and volume in the ideal gas equation or the stress-
strain relation in continuum mechanics. In our case, the equation of state re-
lates the surface tension to the surfactant concentration (¢(T')). The incom-
pressible Navier-Stokes equations under the lubrication approximation do
not account for the influence of surfactant on the surface stress of the fluid.
Without the equation of state, the equations for the time-evolution of the
height of the thin film and the surfactant concentration are uncoupled; it
is the equation of state that incorporates the surfactant ‘driving” the fluid
behavior. The equation of state closes the system by providing this missing
relation.

5.1.1 Previous Equation of States

Our model requires a monotonically decreasing function for the equation
of state since, up to a minimum surface tension, a larger surfactant con-
centration corresponds to a smaller surface tension. The simplest equation
of state we could use, given this constraint, would be a decreasing linear
function. Apart from the simple form and physical motivation, a linear
equation of state has a constant derivative. This facilitates analytical in-
vestigation, as the simple form allows for asymptotic similarity solutions
(Jensen, [1994). Though Jensen (1994), (Gaver and Grotberg,|[1990), and oth-
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Figure 5.1 The linear equation of state

ers have used a linear relation, a critical issue with a linear relation is that
with enough surfactant, one could achieve a negative stress as seen in Fig-
ure (for a surfactant concentration greater than 1) . This does not con-
form to the physical limitations of the system. The stress can never become
negative, and should instead approach some minimum stress level. One
way to model this is to have a decreasing function that asymptotically ap-
proaches the minimum stress level; this minimum stress would be empir-
ically determined. This approach motivated multilayer equation of state.
The multilayer equation of state (in blue in Figure takes on the form
o) = (lJrlTP and can be tuned to asymptotically approach a minimum
stress level using the parameter a.

However, the multilayer equation of state is independent of the surfac-
tant used; it ignores the specific chemical properties of individual surfac-
tants. Hence, the next step was to consider if NBD-PC, the specific sur-
factant our experiments employed had a different equation of state. A
review of the literature revealed that Tsukanova et al.|(2002) had in fact
collected data which indicated that the relation resembles a hyperbolic tan-
gent. Stephen Strickland from NC State then collected more data at the
Daniels Lab at NC State to reaffirm this finding. This data has prompted us
to compare the simulation results generated using the empirical equation
of state with experimental observations.

It is important to note that even though Strickland’s data suggests to a
hyperbolic tangent equation of state, it is not guaranteed that the surfac-
tant in our experiments will behave in the same manner. Strickland’s data
was collected in a Langmuir trough, an apparatus that has a rectangular
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Figure 5.2 Different Equations of State with Stephen Strickland’s data in red.

geometry with a thick film. A Langmuir trough compresses the molecules
on the surface of a fluid, and measures the resistance to this compression.
It involves a cuboidal bath with a movable plate that compresses the top
layer of the fluid. A pressure sensor records the resistance the plate en-
counters thereby measuring the surface pressure. The surface pressure is
in some ways the inverse of surface tension: surface pressure = I'g— sur-
face tension of a fluid which has surfactant (where Iy is the free surface
tension of the fluid, i.e the surface tension when no surfactant is present).
We expect this intrinsic surface tension to be the maximum surface tension
of the fluid. As we start adding surfactant, the surface tension reduces,
causing the surface pressure to increase. A good analogy is that of a rubber
sheet—when stretched taught, it is under maximum tension. If we subject
it to a tangential compressive force (against the tension), the sheet looses
its tautness thereby reducing tension. The surface pressure is analogous to
the compressive force applied to fold the rubber sheet.

5.1.2 Impact of the EoS

Since one of the primary aims of this thesis is to compare the results pro-
duced by the multilayer and the empirical EoS, it is worth considering ex-
actly how the EoS plays into the system. As we saw in Chapter |3, the gov-
erning equations for both surfactant and height containa Vo (T') term. Thus
it is not the EoS itself, but rather its gradient that influences the height and
surfactant profiles. Expanding the gradient using the chain rule, we see
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that

V. (5.1)

Thus, there are two important pieces—first, the shape of the derivative of
the EoS (with respect to I') and the surfactant concentration gradient at
the given point. Based on this understanding, we can identify a couple
of important differences between the multilayer and empirical EoS. These
two EoS, along with their derivatives are plotted in Figures and

respectively.
1\ l ~
. - N r
-1 ”/ S ol — T
-2}/ do -3 - o
af dr 4 dr
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a. The multilayer EoS and its derivative. The b. The empirical EoS and its derivative. The
derivative increases in magnitude as the  derivative is non-zero for a very small por-
concentration reduces. tion (in this case between concentrations

of 0.6 and 1).

Figure 5.3 The multilayer and empirical EoS with their derivatives. Note that
the exact values are not the same as those used in the simulations, though the
general shape is the same.

As we see in in Figure and Figure the difference in the func-
tional forms cause a marked difference in the derivatives. The multilayer
equation of state has maximum derivative at low surfactant concentrations.
Thus, the lower the surfactant concentration, the greater the influence of
this term. On the other hand, the empirical EoS has a near zero derivative
for the majority of the concentration domain. Thus, it is only in the narrow
band between about 0.6 and 1 (in Figure that the EoS even influences
the dynamics. Consequently, unlike with the multilayer EoS, for very high
and very low surfactant concentrations, we expect the surfactant motion to
be governed by diffusion, while there would be rapid dynamics when in
the narrow region non-zero region of the derivative.

In order to aid interpreting of results in Chapter [6, we divide the em-
pirical EoS into 3 regions—A, B and C based on whether the derivative is
non-zero—this division is presented in Figure[5.4, We can then consider the



Nondimensionalizing the Equations 29

o (')

14r Region A Region B Region C

1.2}

1.0¢
0.8
0.6

0.4

0.2

ogb———— L.
0.0 0.5 10 15 20

Figure 5.4 The empirical EoS can be divided into three regions based on the
value of its derivative (whether the derivative is non-zero or not). This division
will be referred to in Section@to interpret the simulated profiles.

surfactant concentration dynamics in relation to these three regions. Inter-
estingly, we see that the choice of representation of the empirical EoS will
significantly affect our results.For example, if we had chosen a piece-wise
linear relationship, the derivative, and hence the results would likely be
different than those produced with a tanh EoS.

5.2 Nondimensionalizing the Equations

Dimensionless quantities are preferred when numerically solving DEs as
the output are easier to interpret. Usually, characteristic quantities are used
to scale the dimensional quantities, thus rendering the results as some frac-
tion of the characteristic quantity. For the surfactant spreading experiments
the following characteristic quantities are used in this process (these quan-
tities are specific to our experiment, and would vary for different setups).
In addition to the characteristic quantities listed in Table we also
use a few other material constants. These help non-dimensionalize other
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Dimensional Quantity | Char. gty | Description
height—h(r, t) H Initial fluid height
spatial coordinate—r L Ring radius
surfactant concentration—I" I'. Critical micelle concentration
surface tension - ¢ S Surface tension range (max-min)

Table 5.1 Characteristic quantities

dimensional constants that exist in the equations. This allows to define

Constant Description
v Viscosity of fluid
g Acceleration due to gravity
D Diffusivity constant of the fluid
09 Surface tension of surfactant-free fluid
Y Fluid density

Table 5.2  Fluid and environmental parameters

2
the scaling for time T = g—g, and the following constants p = %, the

2
capillarity constant, x = ‘@fz and the Peclet number, § = g—g. In addition,

we require a few fluid-specific constants. The simulations presented in this
thesis correspond to simulations on glycerol; thus the pertinent parameters
of glycerol are listed in Table

Variable Value Variable Value
H 1-2 mm g 9.8ms?
L 3 cm D 10~* cm? /s
T, 0.2 mg/cm? o0 64 mN/m
S 27 mN/m Y 1.26 ¢/cm®
v 0.950 Pa's B 0.950 Pa s
K 0.01 - -

Table 5.3 Numerical values used for glycerol simulations

5.2.1 Non-dimensionalizing the New Equation of State

The next step is to non-dimensionalize experimentally measured equation
of state. The surface tension will be non-dimensionalized using the range
of possible surface tension as defined by the EoS. The tanh approximation
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provides a nice way to define the max and the min (as the limits at 3-co of
the approximation). The surfactant concentration is non-dimensionalized
by using the critical micelle concentration as the characteristic concentra-
tion. In order to do this quantitatively, we need to perform a curve fit on
the measured data. I used Igor Pro, a software that employs non-linear
least squares to create best fit functions for data. At this point, it is worth
considering the choice of a hyperbolic tangent as the functional form for
the equation of state. We could have used any other functional form that
resembled a step function such as a sigmoid. We found, however, that the
fits created were more or less identical with next to identical residuals. The
X2 or ‘goodness of fit measure was also basically the same (though not very
good because of the sharp turn at a surfactant concentration of about 0.2.
Since our group had previously worked with the tanh form, we just stuck
with it. The tanh and a sample sigmoid fit are presented in Figure and

Figure respectively.
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a. Fitting a tanh functional form to EoS data collected at the Daniels Nonlinear Lab at NCSU.
The fit is in black with the data in red.
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b. Fitting a sigmoid functional form to EoS data collected at the Daniels Nonlinear Lab at
NCSU. The fit is in black with the data in red.

Figure 5.5 Fitting a functional form to experimental data collected at NCSU.
Note the similarity in the fits and residuals.
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Simulation Results

6.1 Investigating the Impact of the EoS

As stated in Section [5, we are trying to improve the agreement of the sim-
ulations with experiment by using an empirical equation of state. In addi-
tion to this goal, we are also looking to study the mathematical impact of
the empirical equation of state (tanh functional form) on the solutions to
the PDE system described in Equations and

6.1.1 Sanity Checks

Before making these comparisons however, we need to make a few cursory
checks regarding the output of the simulations: we need to verify that the
numerical solutions to our model are also azimuthally symmetric (just like
in the experiments) and that our pde solver conserves mass and surfactant

Verifying Azimuthal Symmetry of the Solutions

The azimuthal symmetry of the solutions is an interesting feature. It is im-
portant to note that we do not explicitly enforce azimuthal symmetry, the
solutions ‘just happen’ to be azimuthally symmetric. Apart from the in-
tuition that we gain from the experimental data, a physical argument also
supports azimuthally symmetric solutions. Given an azimuthally symmet-
ric initial condition, there is no reason for the forces described by Navier-
Stokes equations and the surfactant concentration gradient stresses to favor
one direction over another. However, if we were to add random noise to
our initial condition, we would obtain fingering. Since our experiments do
not show fingering (at least on the length scales that we can detect and are
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Figure 6.1 A slice at # = 0 of the height profile in blue with the azimuthally
averaged profile in black. We see perfect agreement.

interested in), we do not add noise to our initial conditions. A radial slice
of out solution at # = 0 along with the azimuthally averaged solution is
presented in Figure Note that the dotted line and the curve agree very
well.

Verifying conservation of mass and surfactant

An important part of the derivation of the model involves using conserva-
tion of mass and by extension conservation of surfactant. Hence, to verify
if the numerical results are faithful to the model, we need to make sure
that the output is indeed conservering mass and surfactant. To do this we
integrate the area under the height and surfactant profiles using an approx-
imate integration scheme (trapezoidal method) at different times. Plots of
the respective areas (which correspond to the total fluid and the total sur-
factant) over time for an outward spreading run are presented in Figures
and Since these plots are derived from the azimuthally averaged
profiles, when we integrate, we need to make sure that the values at larger
radius are weighted more (by a factor of 27tr). Note that while the lines
look very flat, there is some slight variation on the order of 10~ and 103
for the fluid and surfactant respectively, which is due to the numerical error
given our gridsize of about 0.03. The height profile shows a minor increase
at about t = 1.6 second, we believe this is negligible.
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Figure 6.2 Verifying conservation of mass and surfactant

6.1.2 Comparing the Multilayer and the Empirical EoS

We now want to compare the performance of the multilayer equation of
state to the empirical equation of state. We make both qualitative and quan-
titative comparisons. The qualitative comparisons involve making key ob-
servations regarding the similarities and the differences between the results
using the two EoSs. The quantitative comparisons involve extracting key
statistics which are easy to contrast against experimental data.

In all most of the following figures (unless otherwise noted), we use a
spatial domain of x € [—27,27] and y € [—27, 27]. We use 500 grid points
in both the x and y directions giving us a grid cell of size 0.06. We also
run our simulations for around 5 seconds for inward spreading runs and
2.5 seconds outward spreading runs. The reason I did not run them for
longer is that a single simulation for one of these takes 36 hours. We had
to compromise the length of simulations against the number of data points
and ability to look at our results.
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6.1.3 Quantitative Comparisons

While the influence of the change in functional form of the equation of state
on the results is mathematically interesting, the ultimate purpose of this in-
vestigation is to bring the simulation results closer to the experimental ob-
servations. A good way to compare the two is to identify key statistics that
can be easily extracted from both the simulation and experimental data.
These statistics or characteristics can also provide reasonable quantitative
comparisons between the two equations of state. The following list are pos-
sible characteristics we might wish to extract. In this thesis, we focus on the
height at the center and the leading edge of the surfactant.

* Marangoni ridge: There are three important characteristics associated
with the Marangoni ridge—the height of the ridge, the position of the
ridge and the spreading rate of the ridge (velocity of the ridge).

* Leading edge of surfactant: There are two important characteristics
associated with the leading edge—again the position of th edge, and
the spreading rate.

¢ Statistics related to the center: This is especially relevant to the inward
spreading runs thought outward spreading has also lead to interest-
ing behavior at the center. Here we are just looking at the height and
surfactant concentrations at the center over time.

* The anular trough in the wake of the wave is also another interest-
ing feature; this can be viewed as a complement of the Marangoni
ridge that arises since mass is conserved. We would be interested in
the depth, position of the lowest point, and possibly the width of the
trough.

6.1.4 Inward Spreading Simulations
The surfactant and height profiles using the multilayer equation of state
and the empirical equation of state are presented in Figures[6.3/and

Surfactant Profiles

We begin with a discussion of the surfactant profiles, as the surfactant be-
havior informs the height profiles. There are important qualitative differ-
ences in the evolution of the surfactant with respect to the two equations of
state.
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onds).

Figure 6.3 Surfactant profiles for the multilayer and empirical EoS at 0.6 T';..

First, we note that there is a difference in the general shape of the pro-
files. The multilayer equation of state smoothens the steep gradient in the
surfactant initial condition very quickly, leading to a a gentle slope in the
surfactant "hole’. The empirical EoS on the other hand maintains the steep
gradient even at relatively late times. Next, we see that the multilayer EoS
closes the hole in less than 2 seconds while this does not occur with the
empirical EoS. The empirical EoS thus appears to lead to slower dynamics
(at least at initial concentrations of around 0.6 I';).

The difference in shapes can be explained, to a large extent, by the dif-
ferent functional forms of the two EoSs. The multilayer EoS has the largest
derivative for the low amounts of surfactant; consequently, we see the sur-
factant at low concentrations spread inward faster. Also, we note that once
the hole is closed, it takes a long tome for it to fill out. One reason for this
is that the surfactant concentration has a local minimum at » = 0 after hole
closure. The local minimum implies that VI' = 0. Furthermore as the sur-
factant concentration increases (by diffusion or otherwise), g—‘f reduces due
to the decreasing nature of the multilayer EoS. On the other hand, with the
empirical EoS, g—‘lf is basically 0 for surfactant concentrations less than 0.6I.
Consequently, we see the surfactant ‘creeping’ inward in the case of the
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Figure 6.4 Surfactant profiles from experimental runs carried out at the
Daniels Non-Linear Lab at NCSU. We see steep surfactant gradients similar to
those produced by the empirical EoS. |Strickland et al.| (2014)

empirical EoS, leading to slower dynamics.

We note that the preserving of the steep gradient of surfactant con-
centration at the leading edge is a very promising sign for the empirical
EoS. Inward spreading experimental runs have yielded surfactant profiles
where a steep gradient is preserved as the leading edge moves inward. This
feature is clearly absent in the profiles created using the multilayer EoS. We
see surfactant profile data extracted at NC State Lab in Figure |6.4) where
the gradient is preserved Strickland et al.| (2014). However, we see that the
experimental profiles have an inward spreading peak of surfactant, while
our profiles are monontonically increasing with increasing r. It is possible
that this feature is due to meniscus effects caused by the lifting of the ring
(we are running simulations on this and should have some preliminary re-
sults soon), but this could also be indicative of the model not capturing an
important feature in the surfactant profile.

Height Profiles

The differences in the height profiles mirror those of the surfactant profiles.
There are two major differences—the time scale of dynamics is slower in
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a. The height profiles of an inward spreading b. The height profiles of an inward spreading
run starting with I'o = 0.6I'; at times t =  run starting with 'y = 0.6I'; at timest =0,
0, 1, 2, 3, 4 and 5 seconds using the mul- 1, 2, 3, 4 and 5 seconds using the empir-
tilayer EoS. We see that the central disten-  ical EoS. The central distension is smaller
sion (and Marangoni ridge) is larger while  while the time scale of dynamics is slower.
the distension also forms faster.

Figure 6.5 Height profiles for the multilayer and empirical EoS at 0.6 T'.

the case of the empirical EoS compared to the multilayer EoS. Since the
surfactant profiles drive the height profiles, this difference in time scales is
a consequence of a similar time scale difference in the surfactant profiles.
Next, we see that the height of the central distension is also different—
the multilayer EoS leads to a larger central distension. The cause of this
can again be tied back to the shapes of the respective equations of state.
The region of zero-stress in the middle causes the marangoni forces to be

considerably smaller with the empirical EoS, while the opposite is true with
(I)

the multilayer EoS—the central region has the largest force as d‘;—rr is larger
for smaller surfactant concentrations.

Our analysis of the difference in results produced by the two relations
hinges on the fact that a lot of the dynamics with Iy = 0.6I; is governed
by the flat region of the empirical EoS (region A) (while 0.6 itself is near
the boundary, the majority of the profile moves into region A at very short
times). Hence, if we were to increase the initial surfactant concentration, so
a larger proportion of the domain was in region B of the empirical EoS, we
would expect the results to be different. Hence, we try I'g = 0.8, which is
in the middle of region B. The surfactant and height profiles for I'y = 0.8,
are presented in Figures[6.6/and

As the EoS analysis suggests, the surfactant hole now closes at a simi-
lar rates with both equations of state, though the shape of the profiles are
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differ much from the 0.6 case. the profiles is similar, starting in region B

of the EoS speeds up the time scale of the
dynamics tremendously.

Figure 6.6 Surfactant profiles for the multilayer and empirical EoS with Iy =
0.8I.

different as discussed above. Interestingly the height profiles produced by
the empirical EoS are still slower than the multilayer EoS. This differential
behavior is likely since as seen in Equation 3.36] the EoS influences the sur-
factant profile through I'Vo (T') term as opposed to justa Vo (I') term in the
height profiles. One possibility is that the presence of the extra I' causes the
surfactant dynamics to speed up, while not affecting the height dynamics;
however we need to study this further.

Regime Hypothesis

Based on the functional forms of the multilayer and empirical EoS, a key
difference we have identified is that the empirical EoS has three distinct re-
gions where we expect qualitatively different behavior, as opposed to the
multilayer EoS, where no distinct regions exist. Thus, we expect a signif-
icant ‘jump’ or transition in results as the initial surfactant concentration
moves from region A to region B, while such a transition would not be
expected in the case of the multilayer EoS. In fact this is exactly what we
see—such a transition exists somewhere in between 0.6 and 0.8 I'; as seen in
the surfactant concentration plots in Figure Furthermore, such a transi-
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a. The height profiles of an inward spread- b. The height profiles of an inward spreading
ing run starting with I'j = 0.81; at times  run starting with 'y = 0.8[; at times t = 0,
t=0,1, 2, 3, 4 and 5 seconds using the 1, 2, 3,4 and 5 seconds using the empirical
multilayer EoS. The dynamics do not dif-  EoS. While the shape of the profiles is simi-
fer much from the 0.6I'; case. The profiles lar, starting in region B of the EoS does not
are qualitatively similar to those produced  seem to change the height dynamics too
by the empirical EoS, though the time scale much—the height profile is still far behind
is faster with the multilayer EoS. that of the multilayer EoS.

Figure 6.7 Height profiles for the multilayer and empirical EoS with I'j =
0.8r.

tion does not exist in the multilayer EoS, as evidenced by the corresponding
plot in Figure There is preliminary evidence seen by Strickland et al.
(Strickland et al., 2014) which suggests that such a transition might occur
in the experiments as well, but this needs to be investigated further.

A significant issue with the simulations identified by Strickland et al.
is that the simulations occur on a much slower time scale than the experi-
ments. The use of the new EoS does not appear to fix that issue, especially
when we are in region A, as the empirical EoS either slows down the dy-
namics or seems to produce dynamics that occur on a comparable time
scale. The time scale discrepancy might point to some deeper flaw in the
model, though it could point to an error in the non-dimensionalization as
well.

Spreading Rate of Surfactant

A reasonable next step is to consider the spreading rate of the surfactant.
Jensen, when he first derived this model, identified an asymptotic spread-
ing rate of the surfactant using self-similarity solutions. He identified the
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Figure 6.8 The surfactant profiles at different I'g for empirical EoS.
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Figure 6.9 The surfactant profiles at different I'y for multilayer EoS. The dy-
namics hasten as I’y increases but in a uniform way. There is no transition to a
different regime.
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Figure 6.10 Analyzing the leading edge of the surfactant in inward spreading
runs using the empirical EoS.

asymptotic spreading rate in terms of t; the time when the surfactant hole
closes. Jensen’s prediction was that (Jensen, 1994)

rs o< (t, — )08 (6.1)

Strickland et al. found that simulations produced using the multilayer
EoS had a spreading rate of close to 0.8 while experimental data also sug-
gested a similar rate (the experimental data was reliable for only 0.6 and
0.8 I'c)Strickland et al.|(2014). Consequently, we identify how the spread-
ing rate using the empirical EoS compares ﬂ In Figure we see the
position of the leading edge of the surfactant against time. Note that this
plot also suggests that 0.2 and 0.4 I'. operate in a different regime than
the 0.8I'; run. Unfortunately, since these simulations take 36 hours, time
constraints did not allow us to run these for longer. We only simulate up to

Due to the presence of the diffusion term DI'yy, mathematically there is no leading
edge—the diffusion term ensures that there is non-zero surfactant concentration for all
space and for all t > 0. However, due to numerical precision, the surfactant concentra-
tion does not instantaneously become non-zero for all space. Hence we use the position
of the first instance where the surfactant concentration is greater than 1073 to denote the
leading edge.
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hole closure in the 0.8, case. In Figurewe see alog log plot of (¢, —t)
versus the position of the leading edge (¢, was identified to be about 2.75
seconds). If we ignore the initial transience, we see that the slope is about
0.775, which is pretty close to Jensen’s estimate of 0.8. Thus any difference
in the speed with which the surfactant moves (in regime B) between the
empirical and multilayer EoS must be due to the proportionality constant
rather than the exponent. Since Strickland et al found that experimental
evidence suggested a spreading rate of around 0.8, it is good that the em-
pirical EoS retains this important characteristic.
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a. The height of the central distension versus b. Log log plot of the leading edge of the sur-
time for for I'y = 0.2, 0.4, 0.6 and 0.8I.. factant against time for I'g = 0.81'.. We fit
We see reaffirmation of different behavior  h. against t — t,,;, where t,, is the time the
at low and high T'. surfactant hole closes. The slope of -0.12

leads to a slower relaxation than seen in
the simulations produced using the multi-
layer EoS.

Figure 6.11 Analyzing the height of the central distension in inward spreading
runs using the empirical EoS.

Another important characteristic of inward spreading surfactant flow
is the rate at which the central distension decays, i.e. the evolution of the
height at the center after the distension reaches maximum height. There
are no theoretical predictions for the rate of distension decay. However,
Strickland et al. found that the multilayer EoS led to a rate of distension
decay of about & = —0.33 where

he = (t— t)" 62)
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and t,, is the time at which the distension reaches maximum height Strick-
land et al|(2014). Furthermore, Strickland et al. found preliminary exper-
imental evidence to support this rate of decay. We repeat this calculation
for profiles produced by the empirical EoS. Again, like with the spread-
ing rate of the surfactant, the distension reaches maximum height only for
0.8I; in the time we simulated for; hence we can only calculate this rate for
one value. This rate was calculated to be —0.12 for I'y = 0.8T".. While this
seems to disagree with the experimental data collected by Strickland et al,
further work needs to be done to establish this conclusively. We need to
identify these rates for other values of I'. and collect multiple experimental
runs to ensure the findings. In Figure [p.11al we see the height of the disten-
sion against time for different values of I'y and in Figure we see the
calculation of the rate of decay.

6.1.5 Outward Spreading Simulations

In addition our exploration of inward spreading simulations, we also stud-
ied the outward spreading case, albeit in not as much depth as inward
spreading. The surfactant and height profiles of the multilayer equation
of state and the empirical equation of state are presented in Figures
and and Figures [6.13a] and [6.13b| respectively. As before, we begin
with some observations about the qualitative differences between the pro-
files produced by the two EoS.

Surfactant Profiles

Like in the case of the inward spreading of surfactant, there are impor-
tant qualitative differences between the profiles obtained from the empiri-
cal and multilayer EoS. These are discussed below.

First, we see that the amount of surfactant in the center drops consid-
erably faster in the case of the empirical equation of state as opposed to
the multilayer equation of state. However, the leading edge of the surfac-
tant moves outward faster in the case of the multilayer EoS. It is important
to note that the total surfactant present is approximately the same over all
time for both runs, though it might appear so. We reconcile these two seem-
ingly conflicting observations by noticing that, as with the inward spread-
ing surfactant profiles, the two EoS interact differently with the steep gra-
dient in initial surfactant concentration. The empirical EoS maintains the
sharp gradient as it spreads outward, while the gradient gets smoothened
in the case of the multilayer EoS. This behavior is consistent with what we
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a. The surfactant profiles of an outward b. The surfactant profiles of an outward
spreading run starting with I'j = 0.8  spreading run starting with I’y = 0.8I'; at
at times t = 0, 0.25, 0.5, 0.75 and 1 sec- timest =0, 0.25, 0.5, 0.75 and 1 second
ond using the multilayer EoS. Notice the  using the empirical EoS. Notice the pro-
box-like shape of the profiles, and the rate  files are now more diffuse, the peak posi-
at which the peak surfactant concentration  tion drops relatively slowly and the surfac-
drops. tant spreads outward faster.

Figure 6.12 Surfactant profiles for the multilayer and empirical EoS.

noticed in the inward spreading simulations.

It is interesting to note that the initial dynamics for the empirical simu-
lation is very fast—the central surfactant concentration drops to about 0.6I'c
in 0.25 seconds, while after that it slows down considerably. This is another
instance of the system beginning in region B of the EoS and then moving
to region A. Furthermore, it appears that in the long term, whatever sur-
factant concentration we begin with, (since we are spreading outward with
a relatively small total amount of surfactant in relation to the size of the
domain), the system would make the transition from region B to region A.
This would not happen in the case of the multilayer EoS, and so at long
times, we expect the profiles simulated using the multilayer EoS to display

faster dynamics than those seen in profiles generated using the empirical
EoS.

Height Profiles

Much like with the surfactant profiles, we see some important qualitative
differences between the height profiles produced by the two EoS.

The first major difference one notices is that the behavior at the center
is widely different. The height at the center drops considerably faster in
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a. The height profiles of an outward spreading b. Theheight profiles of an outward spreading
run starting with I'o = 0.8I'; attimest =0,  run starting with ' = 0.8I'; at timest = 0,
0.25, 0.5, 0.75 and 1 second using the mul-  0.25, 0.5, 0.75 and 1 second using the em-
tilayer EoS. We see an anular Marangoni  pirical EoS. The anular Marangoni ridge is
ridge spreading outward while the height  very similar to that of the simulations us-
at the center decreases rather quickly. The  ing the empirical EoS. The behavior at the
height of the ridge is also considerably less  center is however markedly different.
than in the multilayer case.

Figure 6.13 Height profiles for the multilayer and empirical EoS.

the case of the empirical EoS as opposed to the multilayer EoS. Second,
the height of the Marangoni ridge is also considerably higher in the case
of the multilayer EoS. This is possibly because the simulations that use the
empirical EoS spend very little time in region B. Hence the Vo (T') term is
non zero for a very short period of time, unlike with the multilayer EoS. We
notice a similar transition from region B to region A here as well—the first
quarter second has quick dynamics, followed by very slow dynamics.

Leading Edge of the Surfactant

The visual comparisons between the two EoSs suggested that the leading
edge of the surfactant is one property which considerably differs between
the two EoS. We want to compare our results against those of Swanson et
al.; hence we use the same initial surfactant concentrations of 0.13,0.21,0.26
and 0.30I'; even though they are all in region A Swanson et al. (2013). The
position of the leading edge of the surfactant under the empirical EoS, plot-
ted against time is presented in Figure[6.14a] The fact that the leading edge
appears to be stationary for a certain amount of time following which it
makes a discontinuous jump to the next position is an artifact of the spatial
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0.30I'c. The discontinuities are an artifact  0.26 and 0.30I'.. The slopes are all be-
of the spatial discretization. tween 0.25 and 0.28.

Figure 6.14 Analyzing the leading edge of surfactant for the empirical EoS in
outward spreading runs.

discretization. A finer grid should get rid of this issue. In addition to the
position of the leading edge, we also identify the spreading rate defined to
be a such that 75 oc t* where 7, is the position of the leading edge. We do
this by calculating the slope of the linear relation we would see on a log-log
plot of the leading edge of the surfactant against time. As a result of the dis-
continuous progression of the leading edge, we cannot directly fit a linear
relation to the log-log data. To identify the slope, we take only the first in-
stance of the leading edge at a particular distance. Since the repeats at later
times are due to lack of spatial resolution, it is clear that those positions
are not accurate. Furthermore, we also throw out data for t < 1 second to
avoid an initial transient regime that is affected by the specifics of the initial
condition. The slopes we extract for all 4 initial surfactant concentrations
(betwen 0.13 and 0.4I;) are around 0.27. This agrees with the theoretical
estimate of 0.25 and the experimental results presented by Swanson et al
Swanson et al.| (2013).

6.1.6 Investigating the Behavior of the Model with Large I'y

In addition to exploring the difference between the profiles generated by
the two equations of state, we also notice different behavior at I'y < I'c and
I'yp > I'c. We need to keep in mind that our model was derived assuming a
monolayer, so we do not know how applicable the model’s predictions are.
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Figure 6.15 Outward spreading runs for I'g = I'c and I’y = 3I';

Nonetheless, the presence of qualitatively different behaviors in the two
regimes is interesting in and of itself, since this qualitative difference is only
present with the empirical EoS, and not with the multilayer EoS. In Figure
and Figure[6.15b|we have two examples of the the near-time behavior
of the surfactant concentration profiles with a empirical EoS in an outward
spreading run. The first figure presents the results with I'y = 1I'; while in
the second case I'y = 3I'c. In Figure the surfactant just dissipates in
a rather uniform manner, much like when I'g < I';. In Figure we see
the second case where I'y = 3I'c. A leading edge of surfactant emerges and
the central region becomes a reservoir, with the entire profile assuming a
‘sombrero-like” shape before ultimately dissipating in the same way as in
the first case. The presence of this leading leg for such large values of I'y
is interesting since a similar phenomenon is observed in the experiments,
although the experiments have a leading leg for I'y < I'c["| The lack of the
leading edge seen in experimental outward spreading runs for I'y < I'cisan
important drawback of our modelﬂ It is not entirely clear why this leading
edge is produced though it is probably because the regime transition from

ZNote that these simulations have been done on a square grid of size 47t to avoid the
Marangoni ridge running into the boundary

3These simulations were run with a tanh-shaped EoS, though not with the exact param-
eters of the fitted empirical EoS.
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region B to region C at I'.. Further study of this phenomenon is necessary to
completely understand the behavior of the empirical EoS, and could inform
our efforts to reproduce the leading leg of surfactant (in the model) for
smaller values of 'y as well.






Chapter 7

Conclusion

7.1 Summary of Results

In this thesis we considered the effect of an empirical equation of state in
the hope that there would be greater agreement between the predictions
of the thin-film surfactant model and experimental observations. Specifi-
cally, we compared the results produced by the empirical EoS with those of
the multilayer EoS. We noticed two important differences between the two
EoSs.

First, the empirical EoS preserves steep surfactant gradients while the
multilayer EoS smoothens out such gradients relatively quickly. This is
an improvement on the model since experimental observations show that
steep surfactant concentration gradients are preserved. Second we see that
dynamics caused by the empirical EoS can fall in different regimes de-
pending on the surfactant concentration. This is another feature that is
not present in the simulations generated using the multilayer EoS. How-
ever Strickland et al’s data is suggestive of the regime shift in experimental
observations as well (Strickland et al.,[2014). This however is far from con-
clusive and needs to be studied in much greater detail. The empirical EoS
retains good predictions on the surfactant spreading rates, which the mul-
tilayer EoS had as well. However, the rate of decay of the central distension
in inward spreading runs appears to be far slower in the case of the empiri-
cal EoS. This is another avenue of further exploration. In addition, we have
studied region A and region B of the empirical EoS but have only consid-
ered region C in passing. In order to fully understand the impact of the
empirical EoS, this is another avenue that needs to be explored.
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7.2 Future Work

While the empirical EoS improves the model’s agreement with experiment,
important discrepancies remain. In this section, we look at two avenues of
future work—simulations that could help improve our understanding and
further experimentation that could help fully determine the effectiveness
of the empirical EoS in modeling the system.

7.2.1 Simulations

There are four avenues for further research that can be aided by new simu-
lations.

Region C of the Empirical EoS

First, we have not really explored region C of the empirical EoS. Prelimi-
nary results suggested that there might be significantly different behavior
in region C, but we need to run simulations for a varied set of surfactant
concentrations (I would recommend 1.2, 5 and 10 I';). We saw how this
region of the EoS might affect outward spreading runs but have not yet
considered the inward spreading case.

Timescale Issues

Strickland et al identified time scale issues to be a predominant concern
with the profiles produced by the multilayer EoS (Strickland et al., 2014).
The empirical EoS does not affect the time scale in a simple manner—the
precise impact seems to depend on the regime the dynamics are in; the
fact the dynamics can transition from one regime to another in a single
run further complicates this issue. Filling out the simulations for many
different values of T’y (less than I';) would us understand this issue better.

Meniscus Effects

Although the empirical EoS improves the agreement with experiment of
the surfactant profiles, there is still one major discrepancy between the sim-
ulated and experimentally observed surfactant profiles—there is an surfac-
tant ridge in experimental inward spreading runs which we do not see in
the simulations. The present hypothesis is that this caused due to a menis-
cus forming in the experiments. Running simulations with a meniscus in
the initial condition might help clarify this issue.
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Different Functional Forms for the EoS

An important approximation we made in the modeling process was to fit a
tanh to experimental data of the EoS. The exact choice of the fitting function
is important since functions with similar shapes could have vastly different
derivatives. For example, it would be interesting to see how the results
change with a piecewise linear approximation instead of a tanh fit.

7.2.2 Experimental Runs

In addition to more simulations, experimental verification of the validity of
the empirical EoS is important. There are four categories of experimental
runs that would help gauge the effectiveness of the empirical EoS.

Regime Changes

An important prediction of the empirical EoS is that there are distinct regimes
with different dynamics. One way to verify this would be to conduct ex-
periments that test the behavior peculiar to these regimes. For example,
an experiment where the inside and the outside of the ring have surfactant
concentrations that are different but in region A would be useful. The em-
pirical EoS would predict that diffusion would be the primary method of
motion for the surfactant, so the time scale would be much slower than if
one of the regions (or both regions) had surfactant concentrations in region
B.

EoS Data

The EoS data was collected by Strickland on a Langmuir trough which is
a thick film. It is unclear if the thickness of the film affects this relation, so
verifying the data on a thin film would be very helpful.

Experiments at Large I'y

We also want to test the validity of the model for I'y > I'.. While we do not
expect the model to be accurate in this region, it would be interesting to see
how the experiments compare to the simulations for such high surfactant
concentrations.
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Filling out the Parameter Space

Like with the simulations, we have experimental data for a limited num-
ber of initial surfactant concentrations. More data will allow us to make
better comparisons, especially with characteristics like the spreading and
decay rates. Furthermore, we also need repetitions at each value of I'y so
we obtain error ranges on the experimental data.



Appendix A

Defining the Problem for the
Implicit Solver

This description will be focused on the Surfactant equations (and not any
fourth order system in general). There are six key components to the defin-
ing the surfactant-thin film system.

* Defining system parameters—This is handled in setrun.py, a python
wrapper function. All system parameters such as 8, and « are set
here. Apart from this, the grid size, time step, end time, mesh size,
grid location and other run parameters are also defined. Importantly,
the type of boundary condition is also specified in this wrapper func-
tion. For our runs so far we use the following values for B, § and
K:

Bx~1 66~10% x~1072

¢ Implementing the boundary conditions—This is handled in the file
setimplicitboundarydata.f90. This file specifies the boundary conditions
in the format described in setrun.py. If the boundary conditions are
set to be periodic or there are no boundary conditions (out flow con-
dition), then nothing needs to be specified. Else, the boundary con-
dition can involve any combination of the height or its three deriva-
tives, and the surfactant concentration or its derivative. Note that two
conditions need to be specified for the height while one needs to be
specified for the surfactant concentration.

* Implementing the intial conditions—This is handled in the file ginit.f90.
The default initial condition is to have a planar region of liquid with
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surfactant on it and an adjacent region with no liquid or surfactant
on it. Changing this initial condition to a radial initial condition has
proven difficult. Simple changes to the initial conditions, such as
making the height profile uniform, are causing Newton’s method to
not converge. So far we have got only two sets of initial conditions
to work—the default where a half plane of fluid spreads and second
where both the height and the surfactant concentration are constant.
The fact that we are having so much difficulty changing the initial
conditions suggests that either we are implementing the boundary
conditions incorrectly, or there are some deeper problems within the
code.

¢ Calculating the fluxes—This is the part of the program where the gov-
erning equations get encoded; this is done in applypdeoperator. The
fluxes are calculated at the center of each grid cell by calculating h;
and I'; to the left and right. These are then subtracted to obtain the
flux. We notice that the  term is missing in the calculation of the sur-
factant flux. We believe this to be an error, though it does not explain
the convergence issues.

* Incorporating the equation of state: This is handled in surfacetensionu-
tils.f90. This is a simple file where the user inputs the required equa-
tion of state and its derivative. The defaults are a linear and inverse
cubic EOS. I have added in a tanh EOS as well.

¢ Plotting and setting run paramters: There are no built in plotting
methods. I used plotting tools developed by Eric Autry in Matlab
Autry et al|(2011). I believe that the Clawpack plotting libraries such
as plotclaw?2 can be used as well though this requires an auxiliary file
setplots.py which is not provided.
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