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In this work, I studied the hybrid system based on self-assembled guanosine crystal 

(SAGC) conjugated to wide-bandgap semiconductor gallium nitride (GaN).  Guanosine is one of 

the four bases of DNA and has the lowest oxidation energy, which favors carrier transport.  It 

also has large dipole moment.  Guanosine molecules self-assemble to ribbon-like structure in 

confined space.  GaN surface can have positive or negative polarity depending on whether the 

surface is Ga- or N-terminated.  I studied SAGC in confined space between two electrodes.  The 

current-voltage characteristics can be explained very well with the theory of metal-

semiconductor-metal (MSM) structure.  I-V curves also show strong rectification effect, which 

can be explained by the intrinsic polarization along the axis of ribbon-like structure of SAGC.  

GaN substrate property influences the properties of SAGC.  So SAGC has semiconductor 

properties within the confined space up to 458nm.  When the gap distance gets up to 484nm, the 

structure with guanosine shows resistance characteristics.  The photocurrent measurements show 

that the bandgap of SAGC is about 3.3-3.4eV and affected by substrate properties.  The MSM 

structure based on SAGC can be used as photodetector in UV region. 

Then I show that the periodic structure based on GaN and SAGC can have photonic 

bandgaps.  The bandgap size and the band edges can be tuned by tuning lattice parameters.  

Light propagation and emission can be tuned by photonic crystals. So the hybrid photonic crystal 

can be potentially used to detect guanosine molecules.  If guanosine molecules are used as 

functional linker to other biomolecules which usually absorb or emit light in blue to UV region, 

the hybrid photonic crystal can also be used to tune the coupling of light source to guanosine 

molecules, then to other biomolecules. 
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CHAPTER 1

INTRODUCTION

1.1. Background

Semiconductor devices can hold more transistors and have improved efficiency if transis-

tors can be made smaller. In 1965, Gordon E. Moore predicted that the density of transistor

of a circuitry based on silicon doubles about every 18 monthes[1]. That was called Moore’s

law. The device integration density on silicon chips increases steadily for about four decades

by following Moore’s law. The leading semiconductor companies can manufacture devices

with feature size less than 100nm. A modern microprocessor can have more than 500 million

transistors. Electronic integrated circuits are inherently single-channel connected device ar-

rays within a two-dimensional printed circuit board[2]. By further shrinking transistor size,

it is facing technical, physical and economical limits. These limits will be reached in a few

years[3]. At the same time, insulator is getting thinner and finally current leakage will cause

short circuit[4]. Manufacture cost increases drastically with further size reduction.

Those limitations and application requirements inspired extensive research aimed at de-

veloping new materials, device concepts, and fabrication approaches that may enable the in-

tegrated devices to overcome the limitations of the conventional microelectronic technology.

Researchers in semiconductor industry and academy are looking for alternative materials

to overcome these limits. Hybrid organic-inorganic system is one of alternative solutions.

Hybrid organic-inorganic materials can be integrated into one nanoscale composite[5] and

harness the properties of both organic and inorganic materials. Organic materials are struc-

tural flexible and can have high efficient luminescence and large degree of polarizability

because organic molecules generally interact weakly by hydrogen bond and van der Waals

force. The manufacture cost of the devices based on organic materials can be low because
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they can be massive produced. The electronic properties of the materials can also be tuned.

Inorganic material molecules typically interact strongly by covalent and ionic bond. So in-

organic materials can have high electrical mobility, a wide range of bandgaps and dielectric

constants, and substantial mechanical and thermal stability[6]. By intelligent design, the

hybrid system can have properties that either component does not exhibit or even have

more significant properties than that of either component[7]. During past years, diode and

transistor based on carbon-nanotube, DNA, and other materials[8, 9, 10, 11, 12] have already

been fabricated.

Like the trend in electronic technology, the shrinking of optical devices and systems to

nanoscale is essential for photonic technology. Compared with electronic circuits, photonic

circuits are multiple wavelength channels that information can flow simultaneously and don’t

have crosstalk or heat dissipations problems[2]. The integrated circuits of photonic devices

can have lower cost, smaller size, lower power dissipation[13], improved performance, higher

yield throughput. So there is a tendency to replace ”slower” electronic devices with ”faster”

photonic devices. The integration of photonic devices requires novel approaches of control-

ling, routing, and processing optical signals[14].

Conventional photonic devices like light emitting diode (LED), laser diode (LD) or pho-

tonic crystals (PC), generally based on Si, GaAs or InP, are working only in infrared (IR)

region. Those semiconductors can not work in the regions from visible to ultraviolet (UV)

because the bandgaps of Si, GaAs and InP are 1.12eV, 1.43eV and 1.29eV respectively. They

absorb light in those regions. Wide-bandgap semiconductors are essential to make devices

working in visible to UV regions. Wide-bandgap semiconductors are generally compound

materials, like III(indium, gallium, or aluminium)-nitride (InN, GaN and AlN), silicon car-

bide (SiC), zinc oxide (ZnO). III-nitride semiconductors are direct bandgap. Because the

bandgaps of InN, GaN and AlN are 0.65eV, 3.43eV and 6.05eV at room temperature[15],

respectively, the bandgaps of III-nitride compounds can cover the whole range from infrared

to ultraviolet.
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1.2. Photodetector

A variety applications in military, scientific and security drive the development of ultra-

violet (UV) photodetector that is sensitive to UV but blind to visible light[16, 17, 18, 19].

Because silicon is narrow bandgap semiconductor and silicon photodetectors absorb near-

infrared to ultraviolet light, the detector background is high[17]. Band filters are required

to block visible light background[20]. While wide bandgap semiconductors don’t absorb

visible light and are sensitive to UV, the photodetectors based on wide bandgap semicon-

ductors are sensitive only to UV. The design of photodetector can be simplified because the

filters are not used[17]. Gallium nitride (GaN), one of the widely used direct, wide-bandgap

semiconductors, can be used for UV photodetector[20, 16, 17, 18, 21].

1.3. Photonic Crystals

Photonic crystals (PC) or photonic band gaps (PBG) are periodical structures with al-

ternatives dielectric materials in one-, two-, or three-dimension. It was first proposed almost

simultaneously by E. Yablonovitch[22] and S. John[23], respectively, in 1987. In last two

decades, PCs are widely studied and used as waveguides[24, 25], fibers[26, 27, 28, 29], and

microcavities[30] to control light propagation and emission. The periodicity of the structure

is usually in the order of light wavelength in the material that the photonic crystal is made

of. Photonic band gap is open under certain circumstances, like suitable lattice structure,

parameters and refractive index contrast of the composed materials. That is certain elec-

tromagnetic wave modes don’t exist in the bandgap within photonic crystals. So photonic

crystals influence spontaneous emission rate and light wave propagation. Bandgap can open

in all direction with three-dimensional structures. But it is very difficult to fabricates[31, 32]

photonic crystals in three-dimension. Photonic crystal slabs, as shown in Fig. 1.1 are two-

dimensional structures with finite thickness. It uses totally internal reflection to confine light

inside the slab[33]. This structure are widely used because it is much easier to fabricate.

Bandgap will be very small if slab thickness is too small because guided mode is very close

to light cone and very weakly confined. If the slab is too thick, bandgap is also small because
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(a) (b)

Figure 1.1. Photonic crystal slab (a)Triangular lattice of holes in dielectric

slab. (b) Square lattice of rods in air.

higher-order mode in vertical direction can be easily added. There is an optimum slab thick-

ness so that photonic crystal slab has the largest bandgap for certain lattice parameters[33].

Because of imperfect confinement along direction perpendicular to slab surface, the perfor-

mance of optical devices based on PC slabs is not as good as that of photonic crystal with

real three-dimensional confinement. So PC slabs are quasi three-dimensional. A variety of

passive and active optical components can be fabricated and integrated into one chip by

introducing defects into PC slabs.

1.4. Basic Properties of Used Materials

1.4.1. III-Nitride

III-nitrides are direct wide-bandgap III-V semiconductors. They have low dielectric con-

stants, high thermal conductivity, and resistant to chemical etching[34]. So the devices based

on III-nitrides can be used in harsh conditions. Because the bond strengths are very high,

the melting points are also high. It probably is the same reason that thread dislocations

are prohibited to move and the reliability of devices based on such semiconductors is supe-

rior than the devices based on II-VI and other III-V semiconductors[35]. They have both
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wurtzite and zinc-blende lattice structures. The wurtzite lattice structure is thermodynam-

ically stable[36, 37] and more commonly used. The electronic properties of two crystalline

structure are related, but different[34]. Because there is no native substrates for III-nitrides,

they have large lattice mismatch to substrates. Although sapphire substrate has large lat-

tice mismatch, it is widely used because high quality GaN has already been grown on it.

In Table 1.1, lattice constants of nitrides and sapphires are listed. Because the lattice mis-

Table 1.1. Lattice constants of III-nitrides and sapphire

AlN GaN InN Sapphire

a 3.111Å 3.189Å 3.544Å 4.758Å

c 4.980Å 5.182Å 5.718Å 12.991Å

match between GaN and sapphire substrate is about 16% when GaN is grown along c(0001)

direction, the density of threading dislocation can reach up to 1010cm−2[38].

The bandgap of InGaN alloy covers from red to UV region of spectrum because the

bandgaps of InN and GaN are 0.65eV and 3.43eV at room temperature, respectively. The

alloy is thought to be direct in entire alloy range[35]. The direct bandgap materials can

have high quantum efficiency and be potentially used for light emitters and photodetectors.

InGaN is used as active layer in quantum well structures. Although InGaN quantum wells

are widely used for LED and laser diode(LD), the emission mechanisms are still not totally

explained because of large lattice mismatch and polarization of wurtzite lattice structure.

The large lattice mismatch can cause phase separation and form thread dislocation that

may act as non-radiative centers. The strong polarization has quantum confined Stark effect

(QCSE) that reduces oscillator strength, red-shift emission energy of quantum wells, or

blue-shift emission energy with increasing excitation intensity[15].

1.4.2. Self-Assembled Guanosine Supramolecule

DNA carries the genetic code of organisms and has a fundamental role in biological

processes. It has four bases: guanosine (G), cytosine (C), adenine (A), and thymine (T).
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The base guanosine can only pair with cytosine by three hydrogen bonds. The base adenine

can only pair with thymine by two hydrogen bonds. The properties of self-assembly and

self-recognition and the ability to synthesize to any sequence make DNA potentially used

in molecular electronics and nanotechnology[39, 40, 41]. DNA can be used as template or

element of nano-circuits.

The four bases are aromatic compounds with planar, unsaturated, benzene-ring struc-

ture. The atomic pz orbitals of the bases which are perpendicular to the base plane can

form delocalized π bonds and π∗ anti-bonds[40]. The energy difference of the two bonds

is 3.75eV[42]. If the bases are brought together and their interaction is strong enough,

the energy levels broaden. Finally, the energy band gap can be formed with reduced en-

ergy. Based on the above considerations, Eley and Spivey suggested that the stacked DNA

bases can be conductive[43]. There are several factors that complicate the conductive be-

havior of DNA. First, unlike conventional crystals, DNA helical structures are not periodic.

Second, non-negligible forces on stacked DNA bases by surrounding water molecules and

counterions must also be considered. Finally, DNA bases have much large vibration com-

pared with conventional crystal atoms. Experimental conductive results of DNA cover from

insulator[8, 44, 45, 46], semiconductor[47], ohmic[48, 49, 50, 51, 52], even superconductor[53]

depending on experimental condition, DNA sequences, length of the sequence, DNA molec-

ular character, microstructure used, interfacial character, and preparation protocol. By

modifying base radicals and doping, conductivity of DNA can be tuned[40].

There are two theoretical approaches to study DNA conductivity, model calculation

and ab initio calculation with Hartree-Fock method, density function theory (DFT), and

quantum molecular dynamics methods. Because experimental results of conductivity are

not conclusive, the degrees of freedom and the energy scales are difficult to be determined

in model calculation. Single charge transfer is a developed model with several different

mechanisms proposed. The mechanism can be one or a combination of superexchange[54],

incoherent hopping[55, 56, 57] or band-like transport[58] depending on DNA sequence and
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donor-bridge-acceptor energetics. In ab initio calculation, the number of unit cells is re-

stricted by computation capacity of computers.

DNA structure can be changed by the presence of water molecules because DNA bases

have hydrophobic base. DNA has stable B form if one nucleotide has more than 13 water

molecules[59] and A form if there are 5-10 water molecules around one nucleotide. B form

has stronger atomic pz overlapping between neighboring bases. The electronic coupling in A

form is almost zero because of the competition between σ and π coupling of pz orbitals[40].

Mechanical stretching can cause other form of DNA structures. Meanwhile, the dipole

moment of water molecules is also changed by the presence of charged DNA[60].

Among DNA bases, guanosine has the lowest oxidation energy, which favors charge

transfer[61]. Guanosine and cytosine have the largest polarity among the bases[62]. The

strong intrinsic dipole moment of guanosine is up to 7 Debye[62, 63], so self-assembled

guanosine crystals (SAGCs) also have strong polarity. As shown in Fig. 1.2, the unique

Figure 1.2. Guanosine base structure.

sequence groups of guanosine work as donor or acceptor of hydrogen bonds[64]. Those

groups play an important role in self-assembling and self-recognition processes. Rinaldi et

al. modified guanosine molecules and tested different solvents to tune the conduction of
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the self-assembled structures[65]. The modification of guanosine molecules adjusts the po-

tential difference between molecules and contacts. The solvents can change the length of

self-assembled supramolecules so that the length is in the order of resolution of modern

lithography technology. The modified guanosine derivatives self-assemble into ribbon-like

structure (as shown in Fig. 1.3) on silicon substrate if its concentration in chloroform (CHCl3)

is 3.3×10−2M. They found that SAGC behaves like diode by current-voltage characterization

if the distance between electrodes is less than 100nm[65]. The bandgap of SAGC is about

3.4eV by photocurrent measurements[65].

Figure 1.3. Self-assembled ribbon-like structure of deoxyguanosine deriva-

tives on solid state surface. Reprinted with permission from R. Cingolani, et

al., Phys. E, 13, 1229, (2002). c©2002 Elsevier Science B.V.

1.5. Overview of the Dissertation

In this work, we concentrate on the optical and electrical properties of hybrid nanostruc-

tures based on wide-bandgap semiconductor gallium nitride. There are four parts in this

work. In the first part, the current-voltage characteristic of metal-semiconductor-metal struc-

ture is discussed. The second part is about current-voltage characteristics of self-assembled

guanosine structure (SAGC) in nano-electrodes. The third part is the photocurrent measure-

ment of SAGC in nano-structure. The last part is about the GaN/SAGC hybrid photonic

crystal.
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CHAPTER 2

CURRENT-VOLTAGE CHARACTERISTIC OF METAL-SEMICONDUCTOR-METAL

STRUCTURE

2.1. Schottky Contacts

Metal-semiconductor contacts can behave like Schottky contact or ohmic contact. At

ideal condition, ohmic contacts have no energy barrier between metal and semiconductor.

But the energy barrier is not zero for Schottky contacts. Fig. 1(a) shows the band diagram

of metal and n-type semiconductor before they get contacted. In the figure, Evac is the

energy level of vacuum. EFm is the Fermi level of the metal. q is the magnitude of electron

charge. qΦm is the work function of the metal that is the potential difference between Fermi

level and vacuum energy level. Ec, Ev, and EFs are conduction band edge, valence band

edge and Fermi energy of the semiconductor, respectively. qχs is the electron affinity of

the semiconductor that is the energy difference between conduction band edge and vacuum

energy level. qΦn is the energy difference between Fermi level and conduction band edge

in the semiconductor. When the two materials get closed and form intimate and abrupt

contact, negative charges accumulate at metal side and positive charges with equal amount

also accumulate at semiconductor side because of Fermi levels alignment in the two materials.

Then, valence band and conduction band bend and potential barrier forms between metal

and semiconductor, as shown in Fig. 1(b). If the semiconductor is p-type, the bands bend

downward instead of upward for n-type semiconductor. In the figure, Φb is the potential

barrier height that electrons must overcome to move from metal to semiconductor. The

barrier height is given by

Φb = Φm − χs (1)
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(a)

(b)

Figure 2.1. (a) The band diagram of separated metal and semiconductor.

(b) The band diagram of Schottky contact without applied bias voltage.

Φbi is the built-in potential that electrons must overcome to move from semiconductor to

metal. The built-in potential is given by

Φbi = Φb − Φn (2)
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Because the carrier concentration is relatively low in semiconductor compared with that of

metal, the positive charges are distributed from the metal-semiconductor interface to certain

depth in semiconductor. The layer that has the positive charges is depletion region. xd is

the edge of depletion layer.

Suppose the depletion layer has abrupt edge and the donors in the layer are fully depleted,

the positive charge density ρ = qND inside the depletion layer, where ND is the donor

concentration. Otherwise, the charge density is 0. By solving Poisson’s equation inside the

depletion layer in one-dimension

dE(x)

dx
=

ρ

εs

=
qND

εs

(3)

where εs is the dielectric constant of the semiconductor. We get

E(x) =
qND

εs

(x− xd) (4)

with boundary condition E(x) = 0 for x ≥ xd. The maximum electric field |Emax| =

qNdxd/εs at x = 0, which is the interface position. By integrating electric field in the

depletion layer, the potential in the layer is

ψ(x) = −
∫ x

0

E(x′)dx′ = −1

2

qND

εs

[(xd − x)2 − x2
d] =

qND

εs

(xxd −
1

2
x2) (5)

So the built-in potential

Φbi = ψ(xd)− ψ(0) =
1

2

qND

εs

x2
d =

1

2
Emaxxd (6)

Then we can get the thickness of the depletion layer without applied bias voltage

xd =

√
2εs

qND

(
Φbi −

kT

q

)
(7)

The correction term kT/q comes from the majority carriers distribution tail, where k is

Boltzmann constant and T is temperature.

If bias voltage is applied to the contact, the built-in potential and also the depletion

layer thickness are changed. The built-in potential decreases if the metal is applied with

positive voltage and the semiconductor with negative voltage, as shown in Fig. 2(a). The
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(a)

(b)

Figure 2.2. (a) Energy band diagram of forward bias. (b) Energy band

diagram of reverse bias

Fermi energy of metal is lowered relative to that of semiconductor. This is the forward-bias

condition. The electrons move easier from semiconductor to metal because of the lower

barrier. The thickness of the depletion layer is also decreased, then the electric field at

interface is weaker. The built-in potential increases if the metal is applied with negative

voltage and the semiconductor with positive voltage, as shown in Fig. 2(b). The Fermi energy

of the metal is higher than that of the semiconductor. The thickness of the depletion layer
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increases, then the electric field at the interface is stronger. Meanwhile, the electrons have to

overcome higher barrier to move from semiconductor to metal. This is the reverse condition.

But the potential barrier height Φb doesn’t change. That means, at ideal condition, the

electrons in metal still have the same barrier height moving from metal to semiconductor no

matter what the applied bias voltage is.

With applied bias voltage V (positive for forward bias and negative for reverse bias), the

built-in potential now changes to Φbi − V and the thickness of depletion layer changes to

xd =

√
2εs

qND

(
Φbi − V −

kT

q

)
(8)

At forward-bias condition, the junction can have large current because of lowered built-in

potential. At reverse-bias condition, the junction has small current because of raised built-in

potential. So the junction has rectifying effect.

2.1.1. Barrier Height Changing Effects

For ideal, intimate and abrupt contacts, the barrier potential height depends only on the

work function of the metal and the electron affinity of the semiconductor. But in reality,

the barrier height can be changed by Schottky effect and metal-induced-gap-states (MIGS)

effect. So the current-voltage relation is more complicate and deviates from the ideal curve.

Even for same metal and semiconductor, the surface of the materials can be different due to

varied fabrication conditions. This will make the current-voltage characteristic of the device

even more complicate. But we are going to discuss only Schottky effect and MIGS effect in

this work.

2.1.1.1. Schottky Effect. Schottky effect is the lowering of barrier height due to induced

charges at the metal-semiconductor interface by charged carriers in semiconductor. Suppose

an electron exists at position x in semiconductor from the interface of metal and n-type

semiconductor, it induces positive surface charge on the metal surface, as shown in Fig. 3(a).

The interaction of the electron and the induced surface charge is equivalent to the interaction

of the electron and its image with positive charge at −x in metal (Fig. 3(b)). This interaction
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(a) (b)

(c)

Figure 2.3. (a) Electron in semiconductor and induced positive charges on

metal surface. (b) Electron in semiconductor and positive image charge in

metal. (c) Band diagram of Schottky effect.

will reduce the barrier height, as shown in Fig. 3(c). The force between the electron and its
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image charge is

F = − q2

4πεs(2x)2
= − q2

16πεsx2
(9)

Then the work that moves the electron from infinity to position x is

W = −
∫ x

∞
F (x)dx = − q2

16πεsx
(10)

Suppose an external electric field E is applied along x direction, the total potential energy

of an electron at position x in semiconductor is

ψ(x) = −qEx− q2

16πεsx
(11)

At the highest potential energy at position xm,
dψ(x)
dx

∣∣∣
x=xm

= 0. Then from above equation,

we can get

xm =

√
q

16πεsE
(12)

From Fig. 3(c) and Eq. 11, the lowering of potential barrier height is

∆Φ = |ψ(xm)| =
√

qE

4πεs

(13)

Because the Schottky effect is mainly in the layer very close to the interface, the electric

field at the interface, which is the maximum electric field, can be used in the above equation.

From Eq. 4, Eq. 8, and set x = 0, then the above equation changes to

∆Φ =

√
qEmax

4πεs

(14)

with the maximum electric field

Emax =

√
2qND

εs

(
φbi − V −

kT

q

)
(15)

From the above equation, we can see that the lowering of the barrier height is proportional

to the 1/4 power of applied voltage. At forward bias condition, the barrier height lowering

is less than that at zero bias voltage because the applied voltage is positive. At reverse bias

condition, the barrier height lowering is greater than that at zero bias voltage. So the carriers
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can move easier from metal to semiconductor at reverse bias condition than at forward bias

condition.

In the derivation of the barrier height lowering, the static permittivity εs of bulk semi-

conductor is used. If the interface emitted electrons move from the interface to x = xm in

a shorter time than the dielectric relaxation time, the semiconductor is not fully polarized

in such a short time. Then the permittivity in the region near the interface from x = 0 to

x = xm, may be different from that of the static value.

Figure 2.4. Schematic of energy band diagram of metal and n-type semi-

conductor contact with an interfacial layer and the charge distribution in the

layer.

2.1.1.2. Metal-Induced-Gap-States. As metal gets contact with semiconductor, as shown

in Fig. 2.4, the conduction band of the metal overlaps with both valence band and the part

of forbidden band below Fermi level. The wave functions of states near the interface on

both sides are bulk-like if the energy of the states is below the valence band edge. But

the wave function of metal can only tunnel into the forbidden band gap of semiconductor

because of the continuity condition of wave function if the energy of the stats is above the
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valence band edge and below Fermi level[66]. The wave function tail causes the formation

of a metal-semiconductor interface layer and energy states inside the layer[67]. The states

are called metal-induced-gap-states[68]. The MIGS is dominantly donor-like if the states

are closer to valence-band edge and acceptor-like if the states are closer to conduction band

edge. The branch point is the energy of the states at which the dominant characteristics of

MIGS changes. The net charge in the layer can be positive, neutral, or negative depending

on whether the branch point is above, equal, or below the Fermi level.

At thermal equilibrium, the interface is electrically neutral. So

Qm +Qs = 0 (16)

where Qm is the charge at metal side and Qs is the charge at semiconductor side. On the

semiconductor side, the charge includes surface charge at interface and space charge in the

depletion layer. Then we can rewrite the above equation as

Qm +Qss +Qsc = 0 (17)

where Qss is the surface charge and Qsc is the space charge in the depletion layer. The charges

at interface form a layer with thickness, δ, in the order of angstroms and the potential drop

across the layer is ∆. Due to the alignment of Fermi level of metal and surface states, the

surface states Qss and the potential drop ∆ depend on the applied voltage[69].

Because the surface states and the bulk traps in the depletion layer are in thermal equi-

librium with the metal and the semiconductor, respectively, there is a region close to the

interface whose quasi-Fermi level stays in between the Fermi levels of the metal and the

semiconductor. Inside this layer, the states filled with electrons are in thermal equilibrium

with the semiconductor and the empty states are in thermal equilibrium with the metal.

That means, part of the states in this near-surface layer (NSL) are always in thermal equi-

librium with the semiconductor and the accumulated charge is voltage dependent. Electrons

can tunnel through the near-surface layer, just like through the barrier, ∆, of the interface

layer. If the density of states inside the layer is too low, it can be just neglected. If the
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density of states inside the layer is too high, the effect can not be differentiated because the

electron transport is not sensitive to the barrier shape. Brillson, et al.[70] and Hashizume,

et al.[71] observed the states below conduction band edge near the interface and inside the

depletion region due to metal deposition on GaN and AlGaN surfaces, respectively. The

charge density in NSL can increase or decrease the charge density inside the depletion layer,

so it can be very different from the other part in the depletion region.

Suppose ∆NSL is the potential drop across the near-surface layer with the thickness δNSL.

It is voltage dependent. If we don’t consider Schottky effect, the barrier height can be written

as

Φeff = Φb0 −∆NSL (18)

Figure 2.5. Schematic representation of the role of a NSL in an energy-band

diagram of a Schottky interface. For simplicity, the interfacial layer is not

shown. Reprinted with permission from Cojocari and Hartnagel, J. Vac. Sci.

Technol. B, 24, 2544 (2006). c©2006, American Institute of Physics
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In the Fig. 2.5, donor and acceptor states in near-surface layer are shown. The states

just below the conduction band are donors and the states just above the Fermi level of the

metal are acceptors. We assume that the density of donors is higher than that of acceptors.

Depending on the quasi Fermi level, there are three different regimes.

(1) The quasi Fermi level is close to the acceptor states in this regime. As the applied

voltage increases, the total negative charges of acceptors decrease. The first and

second figures of Fig. 2.5 show the effect. The potential ∆NSL increases because

of the remained positive charged donors. Then according to Eq. 18, the effective

barrier height is higher.

(2) Negative charged acceptors only neutralize part of positive charged donors near

the quasi Fermi level, as shown in the third figure of Fig. 2.5. The potential drop

∆NSL, is relative stable with the change of applied voltage. Then the near-surface

layer is transparent to current flow.

(3) The quasi Fermi level is close to the donor states in this regime. Suppose both

donor and acceptor have higher density than the doping concentration and either

donor or acceptor has much higher state density than the other. As shown in the

fourth figure of Fig. 2.5, if the applied voltage increases, the total positive charge of

donors decreases. Then the potential ∆NSL decreases, the effective barrier height

Φeff increases. The positive charged doping atoms are neutralized by the relative

dense acceptors in NSL, and the remained negative charged acceptors can raise the

conduction band edge. Then the donor density is tend to increase and reduce the

effect of acceptors. So the quasi Fermi level in NSL has constant energy difference

compared with donor states and conduction band edge. That means, the quasi

Fermi level is pinned to the donor states in NSL. So the conduction band in the

near-surface layer has flat region. If the voltage is too high, as shown in the fifth

figure of Fig. 2.5, the potential ∆NSL can be negative, the effective barrier gets

higher.
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For a very coarse approximation, we assume that the thickness δNSL doesn’t change with

the applied voltage and the net charge density ρ inside NSL changes linearly with the applied

voltage at regime 1 and 3. The potential ∆NSL can be written as

∆NSL(V ) =
1

2

ρ(V )

εs

δ2
NSL = c1(V − c2) (19)

following Eq. 6 with constants c1 and c2.

2.1.2. Current Transport Properties

Figure 2.6. Schematic of four different transport mechanisms in metal-

semiconductor (n-type) contact.

Here we just consider metal and n-type semiconductor Schottky contact now. The Schot-

tky contact is unipolar device because the current transport is mainly by majority carriers.

There are four transport mechanisms in the device, as shown in Fig. 2.6. First, electrons

with energy higher than the barrier height transport from semiconductor to metal. This is

the dominate mechanism for the semiconductor with moderate doping. Second, electrons

with energy lower than barrier height tunnel through the barrier to metal. This mechanism

is mainly occurred in heavily doped semiconductor. Third, electron-hole recombination in
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depletion layer. Fourth, holes are injected from metal to semiconductor. This mechanism is

actually the electron-hole recombination in neutral region.

For the first transport mechanism, there are thermionic emission, diffusion, and combined

thermionic-diffusion theories. Usually, thermionic emission theory is applied to high-mobility

semiconductor device and diffusion theory is applied to low-mobility semiconductor device.

2.1.2.1. Thermionic Emission Theory. Thermionic emission theory proposed by Bethe[72]

is based on the assumptions that the electron energy is much larger than kT and higher than

the barrier height so that the shape of the barrier can be ignored. The current depends only

on the barrier height and carrier concentration. Meanwhile, thermal equilibrium is also

established at metal-semiconductor interface.

At first, we don’t consider Schottky effect, that means the barrier height doesn’t change

with applied bias voltage. By integrating the carriers with energy higher than barrier height

and moves along −x direction, the current density flow from semiconductor to metal is

Jsm =

∫ ∞
EF +qΦb0

qvxdn (20)

where vx is the carrier velocity along −x direction. In consideration of density of states and

distribution function of carriers, finally the current density can be written as[73]

Jsm = A∗T 2 exp(−qΦb0

kT
) exp(

qV

kT
) (21)

where

A∗ =
4πqm∗k2

h3
(22)

is the effective Richardson constant of thermionic emission. Quantum mechanical reflection

and optical phonon scattering effects are not considered in the above derivation. h is Planck’s

constant. m∗ is the effective mass of carriers in semiconductor and depends on the carrier

transport direction in semiconductor. If the effective mass of the carriers at conduction band

edge is isotropic, A∗/A = m∗/m0 where m0 is the mass of free electron, A = 120A/cm2K2

is Richardson constant for free electron. For semiconductors with anisotropic effective mass,
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the effective Richardson constant of a single energy minimum is[74]

A∗l
A

=
1

m0

(l21m
∗
ym
∗
z + l22m

∗
zm
∗
x + l23m

∗
xm
∗
y)1/2 (23)

where l = (l1, l2, l3) is the direction of the emitting plane. l1, l2, l3 are the projections of l

to principal axes of the ellipsoid. m∗x, m∗y, and m∗z are the components of the effective mass

tensor.

When electrons flow from metal to semiconductor, the current density doesn’t change

with applied bias voltage because the barrier height is independent of the bias voltage. Then

the current density should be same as the current density from semiconductor to metal

by setting the applied bias voltage to zero. The current density flowing from metal to

semiconductor is

Jms = −A∗T 2 exp(−qΦb0

kT
) (24)

By adding Eq. 21 and Eq. 24, the total current density is

Jn = A∗T 2 exp(−qΦb0

kT
)

[
exp(

qV

kT
)− 1

]
= JST

[
exp(

qV

kT
)− 1

]
(25)

where

JST = A∗T 2 exp

(
−qΦb0

kT

)
(26)

is the saturation current density in thermionic emission process.

In consideration of Schottky effect, the barrier height changes with applied bias voltage.

Then Φeff = Φb0 −∆Φ has to replace Φb0 in Eqs. 21, 24, 25, and 26.

2.1.2.2. Diffusion Theory. Diffusion theory developed by Schottky[75] is based on the

assumptions that the carrier energy is much larger than kT and higher than the barrier

height. The theory considers the electron collisions within the depletion region. The mean

free path of the carriers in the depletion region is less than the thickness of the depletion

layer. So the diffusion and the drift theories of carriers are valid in the depletion region.

22



In the depletion region, electrons diffuse along their concentration gradient direction and

drift along local electric field direction. So the electron current density is

Jn = q

[
n(x)µnE(x) +Dn

∂n(x)

∂x

]
= qDn

[
−qn(x)

kT

∂ψ(x)

∂x
+
∂n(x)

∂x

]
(27)

where E(x) is electric field, ψ(x) is electric potential, µn is the electron mobility, n(x)

is electron concentration along x direction, and Dn is the diffusion constant of electron.

Mobility is the proportional constant between drift velocity and local electric field at low

electric field strength. The relation between the mobility and the diffusion constant of

electron is

Dn =
kT

q
µn (28)

Hole has the similar relation of the mobility and the diffusion constant.

At steady-state condition, the current density is constant along x direction if recombi-

nation process is not included. By multiplying exp[−qψ(x)/kT ] at both sides of Eq. 27 and

then integrating in the depletion region. Then the right-hand side is

RHS = qDn

∫ xd

0

[
−qn(x)

kT

∂ψ(x)

∂x
+
∂n(x)

∂x

]
exp

[
−qψ(x)

kT

]
dx

= qDn

∫ xd

0

d

{
n(x) exp

[
−qψ(x)

kT

]}
dx

dx

= qDnn(x)exp

[
−qψ(x)

kT

] ∣∣∣∣xd

0

(29)

The boundary conditions are

ψ(0) = 0

ψ(xd) = Φbi − V

n(0) = NC exp

(
−qΦb0

kT

)
n(xd) = NC exp

(
−qΦn

kT

)
(30)
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where NC is the effective density of states in conduction band. In the boundary conditions for

electron density n(x), Boltzmann distribution is used because the energy difference between

conduction band and Fermi level is greater than several kT . Then the current density is

Jn = qNCDn

exp

(
−qΦb0

kT

)[
exp

(
qV

kT

)
− 1

]
∫ xd

0

exp

[
−qψ(x)

kT

]
dx

(31)

If we neglect Schottky effect, substitute Eq. 5 into the above equation and use Eq. 8, then

we can get

Jn ≈
q2NCDn

kT

√
2qND(Φbi − V )

εs

exp

(
−Φb0

kT

)[
exp

(
qV

kT

)
− 1

]
= JSD

[
exp

(
qV

kT

)
− 1

]
(32)

where

JSD =
q2NCDn

kT

√
2qND(Φbi − V )

εs

exp

(
−qΦb0

kT

)
(33)

is the saturation current density for diffusion process. Compare Eq. 26 and Eq. 33, we can

see that the saturation current density in thermionic emission process is more sensitive with

temperature, while the saturation current density in diffusion process is more sensitive with

applied voltage.

2.1.2.3. Thermionic Emission-Diffusion Theory. Crowell and Sze[76] combined Bethe’s

thermionic emission theory and Schottky’s diffusion theory to develop a new theory for the

calculation of current flow in Schottky contact. Fig. 2.7 shows the energy band diagram of

Schottky contact with the consideration of Schottky effect. Fully depletion approximation

between the interface to x = xd is used, which means the donors are all ionized. Because

xm is comparable to the mean free path of electrons and the potential changes too fast in

the region from the metal-semiconductor interface to x = xm, neither quasi-fermi level nor

effective density of states is suitable to describe the electron distribution in the thin layer

from x = 0 to x = xm. In the region from x = xm to x = xd, quasi-fermi level or imref ϕ(x)
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Figure 2.7. Band diagram of Schottky contact with Schottky effect.

can be used to find the current density. The current density is

J = −qµn(x)
dϕ(x)

dx
(34)

where µ is the electron mobility and n(x) is the electron density

n(x) = Nc exp
{ q

kT
[ψ(x)− ϕ(x)]

}
(35)

where ψ(x) is the electron potential, Nc is the effective density of states in the conduction

band. Then we can integrate Eq. 34 with n(x) from Eq. 35 from xm to xd. Now we get

exp

[
−qϕ(xm)

kT

]
− exp

[
qV

kT

]
= − J

µNckT

∫ xd

xm

exp

[
−qψ(x)

kT

]
dx (36)

with the boundary condition

ϕ(xd) = −V (37)

where V is the applied bias voltage.

Suppose the narrow layer in between x = 0 and xm is a sink of electrons, the current

density is

J = q(nm − n0)vr (38)
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where vr is the effective recombination velocity at maximum potential energy, nm is the

electron density at xm when there is current flow and n0 is the electron density at xm at

quasi-equilibrium condition. At quasi-equilibrium condition, the position and the magnitude

of the highest electron potential don’t change during the procedure to reach equilibrium. If

Fermi level in metal is used as energy reference, then

n0 = Nc exp(−qφeff

kT
)

nm = Nc exp
{ q

kT
[−ϕ(xm)− φeff ]

}
(39)

Then we can get

J =
qNcvr

1 + vr/vd

exp

(
−qΦeff

kT

)[
exp

(
qV

kT

)
− 1

]
(40)

where

vd =

{
q

µkT

∫ xd

xm

exp
[
− q

kT
(ψ(x) + φeff )

]
dx

}−1

(41)

is the effective diffusion velocity for the electrons transport from xd to xm.

Suppose Maxwellian distribution can be used for electrons at the x ≥ xm region, and

only thermionic emitted electrons flow from metal to the x ≥ xm region. Then

vr =

∫∞
0
vx exp(−m∗v2

x/2kT )dvx∫∞
−∞ exp(−m∗v2

x/2kT )dvx

=

√
kT

2m∗π
=
A∗T 2

qNc

(42)

where A∗ is the effective Richardson constant, Nc = 2(2πm∗kT
h2 )3/2[73] is the density of

states in conduction band. If vd � vr, then

vr

1 + vr/vd

→ vr

So the thermionic emission theory can be applied. If vd � vr, then

vr

1 + vr/vd

→ vd

So the diffusion theory can be applied.

The electron potential can be replaced with

ψ = φeff + ∆Φ− Ex− q

16πεsx
(43)
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in Eq. 40 in consideration of Schottky effect in the current density.

In the thermionic emission process that is described by recombination velocity vr, the

electrons has a probability, fp, to be reflected back by electron optical-phonon scattering even

the electrons already pass the highest potential energy[77, 78]. The Maxwellian distribution

of electrons can also be changed because the electrons are quantum-mechanically reflected by

Schottky barrier and the electrons tunnel through Schottky barrier[79, 80]. By considering

the quantum-mechanical reflection and tunneling effects, we define fQ as the ratio of current

densities with the consideration of the effects and without the consideration of the effects.

The ratio fQ depends on the electric field and the energy difference between electron and

the potential maximum ψ(xm). Then the current density changes to

J = Js[exp(
qV

kT
)− 1] (44)

with

Js = A∗∗T 2 exp(−qφeff

kT
) (45)

A∗∗ =
fpfQA

∗

1 + fpfQvr/vd

(46)

The effective Richardson constants for electrons and holes are almost constant in the range

from about 104V/cm to about 105V/cm for metal-Si contact[81]. The value for holes is

smaller than that of electrons. The quasi-Fermi level, or imref is almost flat in the whole

depletion layer[82].

2.1.2.4. Tunneling Current. Tunneling current may be dominant if the semiconductor

is heavily doped or works at low temperature. The current density from semiconductor to

metal[79, 73]

Jsm =
A∗T

k

∫ q(Φb0−∆Φ)

0

FsT (η)(1− Fm)dη (47)

where η is potential energy measured from Φeff downward, as shown in Fig. 2.7. Fs and Fm

are the Fermi distribution of carriers in semiconductor and metal, respectively. T (η) is the

carriers transmission coefficient below Φeff through the barrier.
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Similarly, the current density from metal to semiconductor is

Jms = −A
∗T

k

∫ q(Φb0−∆Φ)

0

FmT (η)(1− Fs)dη (48)

The total tunneling current density is the summation of Eq. 47 and Eq. 48.

If the tunneling current flow is the dominate process, the transmission can be approxi-

mated as[83]

T (η) ∼ exp(−qΦeff

E00

) (49)

where

E00 =
q~
2

√
ND

εsm∗

ND is the donor concentration. Then the tunneling current density

Jt ∼ exp(−qΦeff

E00

) (50)

So the tunneling current density increases with donor concentration.

2.1.2.5. Minority Carrier Current Density. At low injection condition, current density

is due to majority carrier transport. As the forward bias voltage increases high enough,

the ratio, γ, of current density due to minority carrier to total current density is increasing

because of carrier drift.

The continuity and the current density equations are

1

q

∂Jp

∂x
+
pn − pn0

τp
= 0 (51)

qµppnE − qDp
∂pn

∂x
= Jp (52)

where µp is the hole mobility, Jp is hole current density, pn is the minority (hole) concentration

in n-type semiconductor, and pn0 is the hole concentration in thermal equilibrium condition.

The solution of the equations depends on the device structure.
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(a)

(b)

Figure 2.8. (a) Schematic of a simplified metal-semiconductor-metal struc-

ture. (b) Energy diagram of the simplified MSM structure.

2.2. Metal-Semiconductor-Metal Structure

The metal-semiconductor-metal (MSM) structures have two terminals with one piece of

semiconductor sandwiched in between two pieces of metal, as shown in Fig. 8(a). The two
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contacts at both sides of the semiconductor can be named as 1 and 2. Suppose the semicon-

ductor is n-type and the device is symmetric. Fig. 8(b) shows the energy band diagram of

the MSM structure with ideal, intimate and abrupt contacts at thermal equilibrium.

In the figure, L is the thickness of semiconductor slice. Φn1 and Φn2 are the potential

barrier heights for electrons at contacts 1 and 2, respectively. Φb1 and Φb2 are the built-in

potential for electrons at two contacts. Φp1 and Φp2 are the potential barrier heights for

holes at two contacts. If the barrier heights Φn1 = Φn2 and the two contacts have same size,

the MSM structure is symmetric.

The MSM structure actually is two back-to-back aligned Schottky contacts. Suppose

bias voltage is applied to two contacts with positive to the metal of contact 2 and negative

to the metal of contact 1. Then contact 1 is revers biased and contact 2 is forward biased.

As the applied bias voltage increases, the total depletion layer thickness of both contact also

increases. The total thickness is L when the applied voltage is reach-through voltage Vrt, as

shown in Fig. 9(a). This figure also shows the electric field within semiconductor. Fig. 9(b)

shows the energy diagram. At reach-through voltage Vrt, we can get the relation from Eq. 8

and Fig. 9(a) √
2εs

qND

(Φb1 + V1) +

√
2εs

qND

(Φb2 − V2) = L (53)

Then,

Vrt = V1 + V2 =
qND

2εs

L2 − (Φb1 − Φb2)− L
√

2qND

εs

(Φb2 − V2) (54)

As the applied bias voltage increases even higher, the thickness of the depletion layer at

contact 2 is getting smaller according to Eq. 7. Finally, the thickness of the depletion layer

is zero and the electric field is zero at contact 2, as shown in Fig. 10(a). Then the potential

energy at contact 2 doesn’t change, that means the curve of the potential energy is flat, as

shown in Fig. 10(b). The bias voltage under this condition is called flat-band voltage. From

Eq. 8

xd1 = L =

√
2εs

qND

(Φb1 + V1)
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(a)

(b)

Figure 2.9. At reach-through bias voltage, Vrt, (a) Electric field within semi-

conductor and the depletion regions. (b) Energy diagram of the structure.

xd2 = 0 =

√
2εs

qND

(Φb2 − V2) (55)

Then, we can get

Vfb = V1 + V2 =
qND

2εs

L2 − (Φb1 − Φb2) =
qND

2εs

L2 −∆Φb (56)

where ∆Φb = Φb1 − Φb2 is the difference of build-in potential at both contacts. Now Eq. 54

can be written as

Vrt = Vfb −
√

4(Vfb + ∆Φb)(Φb2 − V2) (57)
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(a)

(b)

Figure 2.10. At flat-band bias voltage, Vfb, (a) Electric field within semi-

conductor and the depletion region. (b) Energy diagram of the structure.

If the applied bias voltage keeps increasing, the band bends even lower, as shown in

Fig. 11(b). The electric fields at the two contacts are also increasing, as shown in Fig. 11(a),

until the device is breakdown due to the high electric field at reverse-biased contact.

2.2.1. Electron Current Transport

According to the applied voltage, the reach-through voltage, and the flat-band voltage,

the whole current-voltage curve can be divided into three regions: (1) V < Vrt, (2) Vrt ≤
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(a)

(b)

Figure 2.11. When the applied bias voltage is great than Vfb, (a) Electric

field within semiconductor. (b) Energy diagram of the structure.

V < Vfb, (3) V ≥ Vfb, and (4) the applied voltage above breakdown voltage. We will discuss

the first three regions separately except for the last case.

2.2.1.1. Small Applied Voltage Region V < Vrt. Suppose the applied voltages over contact

1 and 2 are V1 and V2 (Fig. 2.12), respectively. Then

V = V1 + V2 (58)
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(a)

(b)

Figure 2.12. At small voltage V < Vrt, (a) Electric field and (b) Energy

diagram of the structure.

Because of the restriction of current continuity, the currents due to majority carrier are equal

at both contacts, that is

Jn1 = Jn2 (59)
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From Eq. 44 and 45 with applied voltage V = −V1 for contact 1, the current density mag-

nitude with reverse bias is

Jn1 = A∗∗T 2 exp

(
−qΦeff

kT

)[
exp

(
−qV1

kT

)
− 1

]
= A∗∗T 2 exp

(
−qΦn1

kT

)
exp

(
q∆Φn1

kT

)[
1− exp

(
−qV1

kT

)]
(60)

with the consideration of Schottky effect. In additional to image effect, the barrier height

is also changed due to the penetration of electron wave function into semiconductor band

gap[81]. A static dipole layer is induced at the metal-semiconductor interface. Then the

barrier height varies slowly with the electric field. To a first approximation, the barrier

height change is[81]

(∆Φ)static ≈ α1Emax (61)

where α1 =
∂φn1

∂Emax

is the coefficient. From Eq. 15 and Fig. 8(b), the maximum electric fields

at two contacts are

Emax1 =

√
2qND

εs

(Vb1 + V1)

Emax2 =

√
2qND

εs

(Vb2 − V2) (62)

if we neglect the term kT/q when the term is relative small compared with the applied

voltage and the build-in potentials. Then Eq. 60 changes to[81, 84]

Jn1 = A∗∗n T
2 exp

(
−qΦn1

kT

)
exp

[ q
kT

(∆Φn1 + α1Emax1)
] [

1− exp

(
−qV1

kT

)]
(63)

And the forward current density change to

Jn2 = A∗∗n T
2 exp

(
−qφn2

kT

)
exp

[ q
kT

(∆Φn2 + α2Emax2)
] [

exp

(
qV2

kT

)
− 1

]
(64)

From Eqs. 59, 63, and 64, we get

(∆Φn1 −∆Φn2) + (α1Emax1 − α2Emax2)− (Φn1 − Φn2) =
kT

q
ln

 exp

(
qV2

kT

)
− 1

1− exp

(
−qV1

kT

)
 (65)

The current-voltage relation could be solved numerically from Eqs. 62 and 65.
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2.2.1.2. Vrt ≤ V < Vfb. In this region, the total thickness of the depletion layers is equal

to the thickness of the semiconductor. From Eqs. 8, 15, and 56, the maximum electric fields

at both contacts are

Emax1 =
V + Vfb + 2∆Φb

L

Emax2 =
|V − Vfb|

L
(66)

and the applied voltages at the two contacts are

V1 + Φb1 =
(V + Vfb + 2∆Φb)

2

4(Vfb + ∆Φb)

Φb2 − V2 =
(Vfb − V )2

4(Vfb + ∆Φb)
(67)

As the applied voltage increases, the barrier height of reverse-biased contact increases and

the other one decreases. The current density of electrons is restricted by that of the reverse-

biased contact and the same as Eq. 63.

2.2.1.3. V ≥ Vfb. As the applied voltage increases above the flat-band voltage, the elec-

tron current density can be gotten from Eq. 63 and Eq. 66 must be used to find the maximum

electric field at both contacts. As the applied voltage keeps increasing, finally the reverse-

biased contact will be breakdown because the electric field is stronger at the contact 1 than

that at the contact 2.

2.2.2. Hole Current Transport

The holes are from the thermionic-emission of contact 2. The potential barrier for holes

at the contact 2 is Φp2 + Φb2 − V2, as shown in Fig. 12(b). When the applied voltage is less

than the reach-through voltage Vrt, hole current is the diffusion transport from the depletion

layer edge, x2, of the contact 2 to the depletion layer edge, x1, of the contact 1. We can

substitute the following relations into Eq. 51

Jp = −qDp
∂pn(x)

∂x
(68)

Dp =
kT

q
µp (69)
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Now we get

∂2pn(x)

∂x2
− pn(x)− pn0

Dpτp
= 0 (70)

The general solution is

pn(x)− pn0 = A exp

(
x

Lp

)
+B exp

(
− x

Lp

)
(71)

where Lp =
√
Dpτp is the diffusion length. The boundary conditions are

pn(x1) = pn0 exp

(
−qV1

kT

)
pn(x2) = A∗pT

2 exp
[
− q

kT
(φp2 + φb2 − V2)

]
(72)

where A∗ is the effective Richardson constant of holes. Then the hole current density is[84]

Jp1 = qDp
dpn(x)

dx

∣∣∣
x1

=
qDppn0

Lp

tanh

(
x2 − x1

Lp

)[
1− exp

(
−qV1

kT

)]

+

A∗pT
2 exp

[
−q(Φp2 + Φb2)

kT

]
cosh

(
x2 − x1

Lp

) [
exp

(
qV2

kT

)
− 1

]
(73)

with the condition that Jp1 = 0 when the applied voltage is 0. If the applied voltage increase

over the reach-through voltage Vrt, the thickness of the neutral region reduces to zero. Then

the above equation still can be used with x2 − x1 = 0

Jp1 = A∗pT
2 exp

[
−q(Φp2 + Φb2)

kT

] [
exp

(
qV2

kT

)
− 1

]
(74)

Substitute Eq. 67 into the above equation, we can get

Jp1 = A∗pT
2 exp

(
−qΦp2

kT

)[
exp

(
− q(Vfb − V )2

4kT (Vfb + ∆Φb)

)
− exp

(
−qΦb2

kT

)]
(75)

Here Vrt ≤ V < Vfb. At V = Vfb, the above equation changes to

Jp1 = A∗pT
2 exp

(
−qΦp2

kT

)
(76)
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If the applied voltage keeps increasing above the flat-band voltage Vfb, the barrier lowering

effect at contact 2 must be included. Now the hole current density is[84]

Jp1 = A∗PT
2 exp

(
−qΦp2

kT

)
exp

(
q∆Φp2

kT

)
(77)

with V > Vfb and

∆Φp2 =

√
qEmax2

4~εs

=

√
q(V − Vfb)

4~εsL
(78)

2.2.3. Total Current Transport

The total current density is the summation of current density of holes and electrons. We

define the following quantities for the following parts.

Jns = A∗nT
2 exp

(
−qΦn1

kT

)
is the electron saturation current density.

Jps = A∗pT
2 exp

(
−qΦp2

kT

)
is the hole saturation current density.

According to the applied voltage, there are three different regions of current density.

2.2.3.1. V < Vrt. Add Eq. 60 and 73, we get

J = Jn1 + Jp1 = Jns exp

(
q∆Φn1

kT

)[
1− exp

(
−qV1

kT

)]
+
qDppn0

Lp

tanh

(
x2 − x1

Lp

)[
1− exp

(
−qV1

kT

)]
+

Jps

cosh

(
x2 − x1

Lp

) exp

(
−qΦb2

kT

)[
exp

(
qV2

kT

)
− 1

]
(79)

2.2.3.2. Vrt < V < Vfb. Add Eq. 60 and 75, then

J = Jns exp

(
q∆Φn1

kT

)[
1− exp

(
−qV1

kT

)]
+Jps

[
exp

(
− q(Vfb − V )2

4kT (Vfb + ∆Φb)

)
− exp

(
−qΦb2

kT

)]
≈ Jns exp

(
q∆Φn1

kT

)
+ Jps

[
exp

(
− q(Vfb − V )2

4kT (Vfb + ∆Φb)

)
− exp

(
−qΦb2

kT

)]
(80)

if V1 � kT
q .
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2.2.3.3. V > Vfb. Add Eq. 60 and 77 with the condition V1 � kT
q , then

J = Jns exp

(
q∆Φn1

kT

)
+ Jps exp

(
q∆Φp2

kT

)
(81)

From the above analysis, we can see that the metal-semiconductor-metal structure differs

from single Schottky contacts. Current flow in MSM structures is due to the transport of both

electrons and holes, but the current flow in Schottky contacts is mainly due to the transport

of majority carriers. Current-voltage curve of Schottky contacts is not symmetric, that means

it has rectifying effect. The current-voltage curve of MSM structures is symmetric and does

not have rectifying effect if the structure is symmetric. If the structure is not symmetric, like

different barrier heights or different sizes of two contacts, the current-voltage curve can be

asymmetric and has certain degree of rectifying effect. Because the total current density has

electron and hole parts in MSM structure, it is possible that the current flow is dominated

by either electron or hole carrier transport depending on the barrier height of the contacts.

If the electron current density dominates, the second terms in the Eq. 79, 80, and 81 can

be neglected. As the applied voltage is greater than the reach-through voltage, the current

density increases slowly with the applied voltage because it is proportional to exp(V 1/2).

The current density changes relative faster with the applied voltage as V < Vrt because of

the term [1− exp(−qV1/kT )]. If the hole transport dominates, the current density increases

slowly as V < Vrt, then very fast till V = Vfb, and finally slow down again. Because the

electron current density is restricted by reverse-biased contact, the hole current density can

be much larger than the electron current density at high bias voltage even if the barrier of

holes is higher than that of electrons.
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CHAPTER 3

CURRENT-VOLTAGE CHARACTERISTICS OF GALLIUM

NITRIDE/DEOXYGUANOSINE BASED PHOTODETECTOR

3.1. Background of Electronic Devices Based on Modified Deoxyguanosine

DNA molecules have self-assembly and self-recognition properties. The combination of

those properties of DNA and modern nano-fabrication technology stimulated researches

on the physical mechanism of conductivity. DNA based field effect transistor (FET)[11],

diode[85], and photodetector[65] have already fabricated. Among DNA bases, guanosine has

the lowest oxidation energy which favors charge transfer[61].

Guanosine derivatives have been successfully self-assembled on solid-state surface like

mica[86] and silicon[65, 63]. But the process on polar GaN surface is still not investigated.

GaN surface is polar because of its noncentrosymmetric wurtzite lattice structure and large

strain polarization field due to the absence of native substrate for epitaxial growth[35]. The

surface can be terminated by gallium or nitrogen layer to form positive or negative polarity.

The surface polarity may influence the self-assembling process of guanosine derivatives.

UV photodetectors have potential applications in sciences and industries. But many of

the commercially available detectors based on silicon (Si) have several drawbacks due to its

narrow bandgap. First, the photodetectors usually have to work at low-temperature because

they have large dark current at room temperature. Second, silicon is not so sensitive in

ultraviolet(UV) region as in visible and infrared regions[87]. Third, the efficiency of the

photodetectors is even reduced because external filters are used to block visible light. On

the other hand, wide bandgap materials, like gallium nitride (GaN), have lower dark current

at room temperature so that the devices based on such materials can work in UV region
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at room or even high temperatures[87]. Those devices based on GaN can work in harsh

conditions because of its hardness and resistance to chemicals.

Rinaldi, et al., modified guanosine molecules to tune the conductivity. They also studied

the effects of different solvents to change the self-assembly length of guanosine molecules

in order to get to the optical lithography scale[88]. As the concentration of modified de-

oxyguanosine derivatives (3′, 5′-di-O-decanoyl-2′-deoxyguanosine, dG(C10)2) in chloroform

(CHCl3) is in between 0.01 to 0.04M, two-dimensional ribbon-like structure self-assembled

on SiO2 surface. Otherwise, deoxyguanosine molecules only form disordered structure[63].

Checked with atomic force microscopy (AFM) measurements, the length of ribbon-like struc-

ture is found typically around 100nm[63]. Within this length scale, ribbons aligned to

form crystal structure. Above this length scale, only randomly ensemble of ribbon formed

just like in polycrystalline. They fabricated bow-tie shaped electrode structure by elec-

tron beam lithography (EBL), as shown in Fig. 3.1, and investigated the conductivity of

self-assembled deoxyguanosine by current-voltage(I-V) characterization with deoxyguano-

sine molecules bridging the two metal electrodes[65, 63, 88]. The I-V curves show strong

dependence on the distance between two electrodes. First, when the distance is about 800nm,

the curve is symmetric nonohmic and has the characteristic of hysteresis loop for upward-

downward voltage sweeps. Then, the distance is narrowed to about 120nm, the curve is

nonlinear. The current is zero when the voltage is in between -2V and 2V. Then the current

increases to sub-µA as the bias voltage increases. The hysteresis effect is very weak. Finally,

when the distance is further reduced to 60nm, the I-V curve changes to asymmetric and

shows rectifying characteristic. The current reaches up to the order of µA with positive bias

voltage to 10V, while the current is only in the order of nA with negative bias voltage. In the

first case, the device characteristic is similar to that of metal-dielectric-metal structure. The

device has the properties of metal-semiconductor-metal structure in the last case because it

shows clear diode characteristic[63]. The photocurrent measurements show that the bandgap

41



Figure 3.1. Left image is the schematic of the bow-tie structure. Right image

is an SEM image of the gold nanoelectrodes fabricated by EBL and lift-off onto

a SiO2/Si substrate. Reprinted with permission from R. Rinaldi, et. al., Appl.

Phys. Lett., 78, 3541 (2001). c©2001 American Institute of Physics

of the self-assembled guanosine structure is about 3.4eV[65, 63], which is very close to that

of GaN.

3.2. Experiments

3.2.1. Modified Deoxyguanosine Derivative Synthesis

The synthesis of deoxyguanosine derivative (DG) follows the protocol of Gottarelli, et

al.[89] The molecular weight of the deoxyguanosine derivative is 575.74. The modified de-

oxyguanosine derivatives (3′, 5′-di-O-decanoyl-2′-deoxyguanosine, dG(C10)2) powder is dis-

solved in chloroform (CHCl3) solution with concentration 3.3×10−2 M.

3.2.2. Atomic Force Microscopy Characterization

Atomic Force Microscopy(AFM) is widely used to measure surface features with atom

size resolution. As it raster scans the sample surface, AFM keeps the force constant between

its probe and the sample surface. The sharp probe is attached to a cantilever. The probe

position is monitored by a light beam that incidents on the cantilever and is reflected to a
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light sensor. As the distance between the probe and the sample surface changes, the force

also changes and the reflected beam position changes accordingly. The feedback system of

AFM sends signal to a piezoelectric transducer to adjust the probe position in perpendic-

ular direction to the sample surface through the cantilever. Then the force goes back to

its original level. The in-plane resolution depends on the sharpness of the probe used to

image the sample surface. The vertical resolution depends on the relative vibration of the

probe. By reducing the vibration from environment, the vertical resolution can be improved.

AFM has two operation mode: deflection (contact) mode and vibration (non-contact) mode.

In deflection mode, the roughness of the sample surface is directly recorded through the

deflection motion of the probe as it is trying to keep the force constant. In the vibration

mode, the cantilever is vibrated with a frequency at or close to its resonant frequency. Vi-

bration mode can be operated with frequency modulation and amplitude modulation. With

frequency modulation, the vibration frequency change is recorded as the distance changes.

With amplitude modulation, the amplitude and the phase of the vibration is recorded as

the distance changes. The phase change of the vibration is different for different material

surface.

GaN substrates with Ga- and N-polarity were measured by atomic force microscopy

with contact mode and 0o scan angle. The solution was spin-coated on GaN substrates by

dropping 10µL solution with 4000RPM speed and 30sec duration. The spin-coated samples

were measured by AFM also with contact mode and 00 scan angle. Then the qualities of

samples with different substrate surface polarities were compared.

3.2.3. Nano-Electrodes Fabrication

It is very crucial to select metal electrode for future electrical characterization. The Fermi

level of metal should be close to HOMO or LUMO states of SADG so that the potential

barrier height between two material is low. Here HOMO is highest occupied molecular

orbitals and LUMO is lowest unoccupied molecular orbitals. Fig. 3.2 shows some metals’

work function and the energy level of DNA bases. The guanosine molecules were modified
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to tailor its energy levels so that the Fermi level of SADG can be close to the work function

of one metal[88].

Figure 3.2. Schematics of work functions of gold and silver and energy levels

of DNA bases. The values of metal work functions are taken from Hodgman

and Veazey[90], Ashcroft and Mermin[91], and Barrow[92]. The energy level

of guanine are from Sugiyama and Saito[93] and Wetmore[94]. The values

of the other DNA bases adenine (A), thymine (T), and cytosine (C) were

deduced from yield data of charge transfer between DNA bases[95]. The energy

difference between π-π∗ of single base is 3.75eV[42].

GaN substrates that have better DG film quality were used to fabricate nano-electrodes.

The schematic of nano-electrodes structure is shown in Fig. 3.3(a). First, the substrates

were passivated with silicon nitride (Si3N4). The electrodes must be wire-bonded with wire

that is connected to power source and meters to form a close circuit for current-voltage

and photocurrent measurements. The smallest wire used in wire-bonder is about 15µm
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(a) (b)

(c) (d)

(e)

Figure 3.3. (a)Schematic of nano-electrodes, (b)SEM image of metal pad,

(c) SEM image of one pair of electrodes, (d) Confocal image of one pair of

electrodes, and (e) Mis-aligned nano-electrodes.

45



in diameter. It is much larger than the size of nano-electrodes which is in less than 1µm

scale. Meatal pads which are bigger than the wire must be fabricated first for wire-bonding.

Because the size of metal pads, as shown in Fig. 3.3(b), is too big for EBL fabrication, it will

take too long machine time. So the metal pads were deposited in vacuum evaporator with

masks. The thicknesses of chromium and gold are 8nm and 30nm, respectively. The size of

metal pads is about 200µm×80µm. The distance between two adjacent pads is 5µm. Then

electrodes with bow-tie shape (Fig. 3.3(c)) were fabricated by EBL in between two metal

pads. The confocal image Fig. 3.3(d) shows one pair of the fabricated nano-electrodes. We

can see clearly the bow-tie shape of the whole electrodes, part of meatal pads and the height

profile of the structure.

Then the electrodes were scanned by scanning electron microscopy (SEM) to check

the quality of them and get the real distance between two electrodes. During the whole

fabrication and the characterization procedures, some nano-electrodes may be mis-aligned

(Fig. 3.3(e)), damaged by wire-bonding or by other procedures. Only part of the fabricated

devices can work. The gap distances of the nano-electrodes that we are using are 72nm,

100nm, 458nm, and 484nm, respectively. We name the electrodes pairs NE56 with 72nm,

NE54 with 100nm, NE23 with 458nm and NE12 with 484nm. The substrate of electrode pair

NE54 was not passivated. The good electrodes were wire-bonded with gold wire. Finally,

the samples were mounted on a print circuit board (PCB) and the gold wires from electrodes

were soldered to leads of chip carrier for electrical measurements.

3.2.4. Current-Voltage and Photocurrent Characterization

During the measurements, samples were purged with nitrogen gas to prevent the absorp-

tion of humidity. The current-voltage (I-V) measurements were taken under dark. Both of

current-voltage (I-V) and photocurrent measurements were taken at room temperature. The

equipments used in both experiments were controlled by computer with LabVIEW program.

The computer communicates with equipments through GPIB interface with IEEE448.2 pro-

tocol. Before the measurements of self-assembled deoxyguanosine crystal (SADG) in between
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nano-electrodes, dark-current of nano-electrode pairs were measured first. Dark photocur-

rents were also measured. Then 3µL deoxyguanosine solution was dropped in between nano-

electrode pairs with Hamilton syringe, as shown in Fig. 3.4. In I-V measurement, HP 363

Figure 3.4. Schematic of the drop of deoxyguanosine solution in between

nano-electrodes

DC power supply and Keithley 486 Pico-Ammeter were connected in series with samples.

The applied bias to the samples changed from -10V to 10V with 0.1V step. The computer

can change the voltage of DC power supply and read the current value through the circuit

by pico-ammeter. While in photocurrent measurements, we used Oriel 6253 xenon arc lamp

with 150W power, Oriel 7200 monochromator with a grating of 1200lines/mm, Stanford

Research System SR850 lock-in amplifier, and SR540 chopper. Xenon lamp is a white light

source covering from UV to near-infrared. The light beam from xenon lamp is collimated

and focused on the entrance slit of the monochromator. The single wavelength light from

the exit of the monochromator passes the chopper, then is focused onto the samples. The

monochromator has a resolution of 0.1nm and works in 200nm to 1200nm range with blazing
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wavelength at 350nm. Lock-in amplifier is a phase-sensitive detector which collects only the

signal with frequencies falling in the very narrow band-width around a reference frequency.

The chopper controller is connected to lock-in amplifier directly through BNC cable and its

frequency is used as the reference frequency of lock-in amplifier. The frequency of chopper

is set to 1KHz in the photocurrent experiments. The measured signal from samples is sent

to lock-in amplifier by BNC cable. Voltage or current signal can be sent to lock-in amplifier.

Then the lock-in amplifier calculates Fourier transform of the product of input signal and

the internal sine or cosine wave which has reference frequency. The amplitude of the wave

which has a different frequency will be zero after Fourier transform. Only the wave which

has a very close frequency with the reference can be obtained in consideration of calcula-

tion and system error. Then the obtained signal is sent to a band-pass filter. Finally, the

signal-to-noise ratio is improved. The computer controls the monochromator to select single

wavelength of light that is focused to the samples and the lock-in amplifier to record the

voltage across the device. Lock-in amplifier scans for 10 second at each wavelength and then

record average voltage.

3.3. Results

3.3.1. AFM Measurements

From Fig. 3.5 to Fig. 3.8, AFM images of bare Ga- and N-polar GaN surface and DG

films on both surface are listed. In Table 3.1, the roughness of all samples are listed.

Table 3.1. Roughness of bare and SADG film on Ga- and N-face GaN substrate

Samples
Roughness(nm)

15µm×15µm 3µm×3µm 1µm×1µm

Ga-polar 6.463 5.356

SADG on Ga-polar 10.917 3.25 1.834

N-polar 11.271 7.747

SADG on N-polar 4.882 1.045

48



(a) (b)

(c) (d)

Figure 3.5. AFM images of Ga-polar surfaces with (a) top view of

15µm×15µm area, (b) 3-dimensional view of 15µm×15µm area, (c) top view

of 3µm×3µm area, and (d) 3-dimensional view of 3µm×3µm area.

From Fig. 3.5-3.6 and Tab. 3.1, Ga- and N-polar surface of GaN have the roughness of

5.356nm and 7.747nm for 3µm×3µm area, respectively. The roughness of Ga-polar surfaces

is also less than that of N-polar surface for 15µm×15µm area. Ga-polar surfaces of GaN are

smoother than N-polar as indicated by Ponce, et al.[96] Ga-polar surfaces show close-packed

islands with different sizes and shapes, as shown in Fig. 3.7(c). The boundaries of islands

are very clear. From Fig. 3.8(c), we can see that the islands on N-polar surfaces have less

density and relatively large size distribution. The boundaries change slowly in height from

island to island. So there are wide ditches between islands and the boundaries are not as

clear as that in Ga-polar surface. After the deposition, the self-assembled deoxyguanosine

films are smoother on N-polar surface than that on Ga-polar surface, as shown in Fig. 3.7-3.8
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(a) (b)

(c) (d)

Figure 3.6. AFM images of N-polar surfaces with (a) top view of

15µm×15µm area, (b) 3-dimensional view of 15µm×15µm area, (c) top view

of 3µm×3µm area, and (d) 3-dimensional view of 3µm×3µm area.

and Tab. 3.1. But as we compare Fig. 3.7(a) with Fig. 3.8(a), DG forms separate, different

shape islands with close sizes on Ga-polar substrate and very different size islands with long

and wide ditches in between islands on N-polar substrate. The structure of DG films on

Ga-polar substrate is similar to the substrates except for relative larger ditches between DG

islands. But the structure of DG films on N-polar substrates is not similar to the substrates.

For 3µm×3µm area, Fig. 3.7(c) on Ga-polar substrate shows clear thread-like structure,

but Fig. 3.8(c) does not show clear thread-like structure. Fig. 3.7(e) has the smallest area

with 1µm×1µm within one island on Ga-polar substrate and show very smooth surface with

roughness of only 1.834nm. So the Ga-polar surface has better quality, especially on very
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(a) (b)

(c) (d)

(e) (f)

Figure 3.7. AFM images of self-assembled deoxyguanosine structures on Ga-

polar surfaces with (a) top view of 15µm×15µm area, (b) 3-dimensional view

of 15µm×15µm area, (c) top view of 3µm×3µm area, (d) 3-dimensional view

of 3µm×3µm area, (e) top-view of 1µm×1µm area, and (f) 3-dimensional view

of 1µm×1µm area.
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(a) (b)

(c) (d)

Figure 3.8. AFM images of self-assembled deoxyguanosine structures on N-

polar surfaces with (a) top view of 15µm×15µm area, (b) 3-dimensional view

of 15µm×15µm area, (c) top view of 3µm×3µm area, and (d) 3-dimensional

view of 3µm×3µm area.

small area, for self-assembly process of deoxyguanosine derivative than N-polar surface does.

In the following experiments, we just used Ga-polar GaN substrates.

3.3.2. Current-Voltage Characterization Results

3.3.2.1. Dark Leakage Current of the Devices. The ribbon-like self-assembled deoxyguano-

sine structure and GaN substrate are parallel connected in between one pair of nano-

electrodes. If we want to get the current just passing through deoxyguanosine, we have

to get the current passing through the substrate first. The current through the GaN sub-

strate is called dark leakage current. In the measurements of dark leakage current, same
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(a) (b)

(c) (d)

Figure 3.9. Dark leakage currents between nano-electrodes for (a) electrode

pair NE56 with 72nm gap, (b) electrode pair NE54 with 100nm gap, (c) elec-

trode pair NE23 with 458nm gap, and (d) electrode pair NE12 with 484nm

gap.

settings were used as in the measurements of deoxyguanosine. From Fig. 3.9, the dark leak-

age currents of the devices are in pico-ampere level up to 10V bias except for the electrode

pair NE54. The current of electrode pair NE54 reaches about 80nA when the bias gets to

5V because its substrate was not passivated with silicon nitride. Dark leakage current curve

of electrode pair NE56, as shown in Fig. 3.9(a), has very small value at 0V bias and goes

up to about 4pA at 10V bias. Just like the characteristic of the electrode pair NE56, the

53



leakage current curve of the electrode pair NE54 in Fig. 3.9(b) is not zero either at 0V bias

and goes up to about 80nA to 5V. For the electrode pairs NE23 and NE12, Fig. 3.9(c) and

3.9(d) show the similar characteristics as that of NE56. Thermal excitation of carriers in

GaN semiconductor may cause the phenomena. As the bias goes up and overcomes the

potential barrier, the curves are more like straight line. Because the dark leakage current is

very small and closes to the measurement limit of Keithley pico-ammeter, the curves show

large fluctuation.

3.3.2.2. Current-Voltage Measurements of SADG. The I-V curves of the self-assembled

deoxyguanosine crystals in the four devices are shown in the Fig. 3.10. The currents show the

dependence on the gap distance and the substrate properties. The I-V curves (Fig. 3.10(a),

3.10(b), and 3.10(c)) of the device NE56, NE54, and NE23, respectively, show asymmetric,

rectifying diode-like characteristic. The current of NE56 reaches about 10nA at 10V forward

bias, but only in the order of pA at reverse bias. The current of NE23 can reach over 200nA

at 10V forward bias, and over 0.3nA at 10V reverse bias. But the current of NE54 gets

to several µA at forward and reverse bias, much higher than the other devices, probably

because the substrate of NE54 was not passivated. The I-V curve of the device NE12 shows

asymmetric resistance characteristics. The current in one direction is about three times

higher than in opposite direction at 10V bias and is higher than that of the devices NE56

and NE23. Next, we will discuss the current-voltage characteristics in detail of the devices

separately.

3.3.2.2.1. I-V of the Device NE56. Fig. 3.11 shows the I-V curve at forward bias condition.

From Fig. 3.11(b), we can see that the current increases slowly below 0.3V, then increases

faster up to about 2V. Finally, the current change slows down when the bias voltage is over

about 2V, as shown in Fig. 3.11(a) and this trend is clearer in Fig. 3.11(c) with logarithm

plot of current.

From the discussion of metal-semiconductor-metal current-voltage relation in Sect. 2.2.3

of Chap. 2, we can see that minority carrier transport must be dominant in this device
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(a) (b)

(c) (d)

Figure 3.10. Current-voltage curves of SADG bridging (a) electrode pair

NE56 with 72nm gap, (b) electrode pair NE54 with 100nm gap, (c) electrode

pair NE23 with 458nm gap, and (d) electrode pair NE12 with 484nm gap.

because the majority carrier transport follows the same trend if the applied bias voltage

is over the reach-through voltage Vrt. The change of majority carrier transport is relative

slow because it is proportional to exp(V 1/2) due to Schottky effect. The change of minority

carrier transport is much faster in the applied bias voltage range Vrt < V < Vfb because it

is proportional to exp[−(Vfb − V )2].
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(a) (b)

(c)

Figure 3.11. Experimental and fitting current-voltage curves of the device

NE56 with forward-bias (a) Linear plot of whole voltage range, (b) Linear plot

of small voltage range, and (c) Semi-logarithm plot of the whole voltage range.

Because there are just several points and the current is very low and close to dark leakage

current at the first part of I-V curve, we will not try to fit this part and just analysis the last

two parts when the applied voltage is greater than the estimated reach-through voltage Vrt.

From Fig. 3.11(b), the voltage at which the curve slope changes is estimated to be about

0.3V .
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For one MSM structure, the build-in potentials Φb1 and Φb2 at both contacts are constant.

So that the flat-band voltage Vfb is also constant from Eq. 56 in Chap. 2 because it depends

only on the build-in potential difference and the thickness of the semiconductor. If we neglect

the majority carrier transport, Eq. 80 can be simplified as

J ≈ Jpsexp

[
− q

4kT (Vfb + ∆Φb)
(Vfb − V )2

]
= Jps exp[−α(Vfb − V )2] (82)

where we set α =
q

4kT (Vfb + ∆Φb)
for simplicity. We also neglect the second term in the

square bracket of Eq. 80 because q/kT is 38.6V −1 at room temperature (300K) and make

the term very small even with small value of Φb2. Similarly, Eq. 81 can be simplified as

J = Jps exp

 q

kT

√
q(V − Vfb)

4~εsL

 = Jps exp
(
β
√
V − Vfb

)
(83)

where β =

√
q3/2

4k2T 2~εsL
, if we only consider Schottky effect. By piecewise fitting the data,

we can get

I(V ) = 5.38 exp
[
−0.57(V − 2.11)2

]
(nA) (84)

when 0.5V < V < 2.11V and

I(V ) = 5.38 exp
(

0.25
√
V − 2.11

)
(nA) (85)

when V > 2.11V . The red curves in Fig. 3.11(a) and 3.11(c) are the fitting result. We can

see the fitting curves match the experimental data very well. The flat-band voltage Vfb is

also shown with an arrow on the figures. So the constants are

Ips = 5.38± 0.13nA

Vfb = 2.11± 0.16V

α = 0.57± 0.09V −2

β = 0.25± 0.01V −1/2 (86)
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where Ips is the product of the saturation current density Jps and the cross section of the

contacts.

The dynamic resistance of the device under forward-bias condition is

R(V ) =
1

dI/dV
= −0.163 exp [0.57(V − 2.11)2]

V − 2.11
(GΩ) (87)

when V < 2.11V and

R(V ) = 1.487
√
V − 2.11 exp

(
−0.25

√
V − 2.11

)
(GΩ) (88)

when V > 2.11V . As the applied voltage increases in the range Vrt < V < Vfb, the dynamic

resistance first decreases slowly and then increases fast, especially when V is close Vfb. The

minimum resistance is about 0.287GΩ at V = 1.17V . The dynamic resistance increases fast

at first, then relative slowly when V > Vfb. The maximum resistance is about 2.070GΩ at

V = 10V . The dynamic resistance has a jump from V < Vfb side to V > Vfb side.

Fig. 3.12 shows the I-V curve at reverse-bias condition. The curve has similar trend as at

forward-bias condition. The current level is too low below 0.5V bias as shown in Fig. 3.12(b).

We can fit the curve with Eqs. 82 and 83 and get

I(V ) = 0.0029 exp
[
−0.56(V − 1.88)2

]
(nA) (89)

when 0.2V < V < 1.88V and

I(V ) = 0.0029 exp
(

0.27
√
V − 1.88

)
(nA) (90)

when V > 1.88V . The red curves in Figs. 3.12(a) and 3.12(c) are the fitting result and

match well with experimental data. The arrows in the above figures show the fitted flat-

band voltage. So the constants are

Ips = 0.0029± 0.0002nA

Vfb = 1.88± 0.16V

α = 0.56± 0.15V −2

β = 0.27± 0.02V −1/2 (91)
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(a) (b)

(c)

Figure 3.12. Experimental and fitting current-voltage curves of the device

NE56 with reverse-bias (a) Linear plot of the whole voltage range, (b) Linear

plot of the small voltage range, and (c) Semi-logarithm plot of the whole

voltage range.

The dynamic resistance under reverse-bias condition is

R(V ) = −307.882 exp [0.56(V − 1.88)2]

V − 1.88
(GΩ) (92)

when V < 1.88V and

R(V ) = 2554.28
√
V − 1.88 exp

(
−0.27

√
V − 1.88

)
(GΩ) (93)
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when V > 1.88V . The change of dynamic resistance has the similar trend as that under

forward-bias condition. The minimum dynamic resistance is 537.205GΩ at V = 0.935V

when Vrt < V < Vfb. The resistance at V = 10V is 3372.16GΩ. The dynamic resistance is

much bigger under reverse-bias condition.

Compare the results in Eq. 86 for forward-bias and Eq. 91 for reverse-bias conditions,

we can consider that the values of Vfb, α, and β are equal at both bias conditions within

the fitting error. The reason is that those three values depend only on the material system

and the device structure and don’t change with applied voltage. Meanwhile, the saturation

current depends on the barrier height of the forward-biased contact from the definition in

Sect. 2.2.3. Because the two saturation currents are different, the barrier height for minority

carrier must be different at both contacts. From the definition of saturation current in

Sect. 2.2.3 of Chap. 2, the current changes 10 times if the barrier height changes about

0.06V at room temperature and we assume the effective Richardson constant is same for

both contacts. The barrier height difference at two contacts is estimated to be 0.19V from

Eqs. 86 and 91.

3.3.2.2.2. I-V of the Device NE23. Fig. 3.13 shows the current-voltage curves of the device

NE23 under forward-bias condition. From Fig. 3.13(b), the current has the similar trends

as the device NE56 and changes also relative slow at about V < 0.5, although it is not so

clear as in the device NE56. We first try to fit the current-voltage data under forward-bias

condition with Eqs. 82 and 83 used for the device NE56. There is large discrepancy at

V < 1.4V region, as shown in Fig. 3.13(a). The reason is possibly that Eq. 82 only considers

Schottky effect. Now we can try to include the effect of the near-surface layer in the barrier

height change. From Eqs. 18 and 19, Eq. 84 changes to

J = Jps exp
[
−α(V − Vfb)

2 + c1(V − c2)
]

(94)
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(a) (b)

(c) (d)

Figure 3.13. I-V curves of experimental and fitting of device NE23 at

forward-bias condition (a) Semi-logarithm plot of the whole voltage range and

fitted with Eqs. 82 and 83, (b) Linear plot at small voltage range, (c) Lin-

ear plot of the whole voltage range and fitted with Eqs. 94 and 83, and (d)

Semi-logarithm plot of (c).

Same as the device NE56, we just try to fit the I-V curve with Eqs. 94 and 83 except for the

small voltage range. Then we get the current

I(V ) = 33.96 exp
[
−0.73(V − 2.61)2 + 0.66(V − 2.21)

]
(nA) (95)
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when 0.5V < V < 2.61V and

I(V ) = 33.96 exp
(

0.71
√
V − 2.61

)
(nA) (96)

when V > 2.61V . Figs. 3.13(c) and 3.13(d) show the fitting results as red curves. The fitting

result matches the experimental very well. The constants used in the equations are

Jps = 33.96± 0.97nA

Vfb = 2.61± 0.06V

α = 0.73± 0.23V −2

β = 0.71± 0.01V −1/2

c1 = 0.66± 0.26V −1

c2 = 2.21± 0.11V (97)

The dynamic resistance under forward-bias condition is

R(V ) =
0.029 exp [0.73(V − 2.61)2 − 0.66(V − 2.21)]

0.66− 1.46(V − 2.61)
(GΩ) (98)

when 0.5V < V < 2.61V , and

R(V ) = 0.083
√
V − 2.61 exp

(
−0.71

√
V − 2.61

)
(GΩ) (99)

when V > 2.61V . The dynamic resistance decreases first and then increases slowly in the

range 0.5V < V < 2.61v. The minimum resistance is 0.0266GΩ at V = 2.234V . In the

range V > 2.61V , the dynamic resistance changes differently from the device NE56 and

increases fast, then decreases slowly. At V = 4.594V , the resistance reaches its maximum

value 0.0430GΩ. There is also a jump at Vfb, the dynamic resistance is also larger at V < Vfb

side and similar to the device NE56.

Compared with the values in Eq. 86, we can see that the flat-band voltage Vfb of NE23 is

greater than the value of the device NE56 because of the larger thickness of the semiconductor
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layer. The saturation current of NE23 is larger. So the barrier height of forward-biased

contact in the device NE23 is lower than the height of the device NE56.

(a) (b)

Figure 3.14. Current-voltage curves of the device NE23 under reverse-bias

condition (a) Linear plot of whole voltage range and (b) Semi-logarithm plot

of whole voltage range.

The current-voltage curve of the device NE23 under reverse-bias condition is shown in

Fig. 3.14. Compare Fig. 3.14 with Fig. 3.12 of the device NE56, we can see that the I-V

curve of NE23 at the large voltage region is different from the curve of the device NE56.

Because the device NE56 considers only Schottky effect, we are trying to include the effect

of the near-surface layer to Eq. 83. Then Eq. 83 changes to

J = Jps exp
[
β
√
V − Vfb + c1(V − c2)

]
(100)

By piecewise fitting of the I-V curves under reverse-bias condition with Eqs. 82 and 100, we

can get

I(V ) = 0.050 exp
[
−2.34(V − 1.25)2

]
(nA) (101)

when V < 1.25V and

I(V ) = 0.050 exp
[
0.047

√
V − 1.25 + 0.23(V − 1.64)

]
(nA) (102)
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when V > 1.25V . The red curves in Fig. 3.14 are the fitting curves. They match the

experimental data very well. The fitted values are

Jps = 0.050± 0.011nA

Vfb = 1.25± 0.29V

α = 2.34± 1.79V −2

β = 0.047± 0.084V −1/2

c1 = 0.23± 0.02V −1

c2 = 1.64± 0.97V (103)

From the discussion of the device NE56, the barrier height difference at both contacts is

estimated to be 0.17V from Eqs. 97 and 103, which is slightly smaller than that of the device

NE56.

The dynamic resistance under reverse-bias condition is

R(V ) = −4.27 exp [2.34(V − 1.25)2]

V − 1.25
(GΩ) (104)

when V < 1.25V and

R(V ) =
20 exp

[
−0.047

√
V − 1.25− 0.23(V − 1.64)

]
0.23 + 0.0235(V − 1.25)−1/2

(GΩ) (105)

when V > 1.25V . The dynamic resistance first decreases, then increases fast in the range

V < 1.25V . It reaches its minimum 15.242GΩ at V = 0.788V . In the range V > 1.25V , the

dynamic resistance increases very fast and decreases slowly after it reaches the maximum

value 72.921GΩ at V = 1.541V .

From the above values, the effect of NSL should be dominant rather than Schottky effect

as V > Vfb. The current is at very low level, so the fitted value responsible for Schottky

effect has small value and very big error. The difference of the flat-band voltage Vfb under

forward- and reverse-biased conditions is possibly due to the NSL effect.
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From the previous discussion, we can see that the dynamic resistance of the devices are

very large. The first possible reason is that the diameter of the ribbon-like structure is in the

order of Ångrström and the resistance is proportional to the cross-section of the structure.

The second possible reason is that the carrier concentration is very low in the structure, so

the carrier injection can not be very fast. The third one is that the barrier height is high and

it causes the saturation current low. Compared the dynamic resistance of the device NE56

and NE23 under reverse-bias condition, we can see that the device NE23 has much smaller

dynamic resistance than that of the device NE56. This is probably mainly because NE23

has much higher saturation current than that of NE56. The saturation current ratio of NE23

to NE56 is 0.05/0.0029 ≈ 17. Under forward-bias condition, the dynamic resistance ratio

below Vfb has the similar value to the saturation current ratio of NE23 to NE56. But the

dynamic resistance of NE23 is even higher than that of NE56 above Vfb probably because of

the NSL effect of NE23 which is dominant instead of Schottky effect.

From Figs. 3.11 to 3.14, we can see that the current curve is smooth below the flat-

band voltage Vfb and fluctuates clearly near and above Vfb. The fluctuation is probably due

to the oscillation of current-voltage and NSL effect. For MSM structure, the capacitance

decreases slowly as the applied voltage increases in the range V > Vrt because the minority

carrier current increases[84]. Meanwhile, the dynamic resistance is much smaller in the

region Vrt < V < Vfb than that in the region V > Vfb except for the device NE23 under

forward-bias condition. The time constant of the structure is longer in the region V > Vfb.

The current is probably still oscillating when it is read by computer after the voltage change.

The change of potential drop in the near-surface-layer is induced by the redistribution

of charges on deep states in NSL. When the applied voltage changes, the process of charge

redistribution probably can not follow the voltage change so quickly and exactly. So the

charge redistribution may have damping oscillation process. It induces the oscillation of the

potential drop in NSL. For the device NE23 under forward-bias condition, the NSL effect is
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probably the dominant effect in current-voltage relation. So the current fluctuation may be

large due to the NSL effect.

(a) (b)

Figure 3.15. Experimental and fitting current-voltage curves of the device

NE54 under forward-bias condition (a) Linear plot of whole voltage range and

(b) Semi-logarithm plot of whole voltage range.

3.3.2.2.3. I-V of the Device NE54. Fig. 3.15 shows the I-V curves of the device NE54

under forward-bias condition. The current fluctuates largely at low voltage region. The

current jump from 3.4V to 3.5V may be due to experimental error. The current increases

fast when the applied voltage is over about 2.4V till the largest voltage. The curve doesn’t

show the change of increasing trend at large voltage. So we fit the curve just with Eq. 80

neglecting the majority carrier transport and get

I(V ) = 16.96 exp
[
−0.023(V − 15.48)2

]
− 0.31(µA) (106)

when V > 2.4V . The constant values are

Ips = 16.96± 1.24µA

Vfb = 15.48± 0.45V

α = 0.023± 0.001V −2
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c3 = 0.31± 0.04µA (107)

Here we set c3 = Jps exp

(
−qΦb2

kT

)
for the second term in the square bracket of Eq. 80. The

red curves in the figure are the fitting result. The fitted flat-band voltage Vfb is out of the

range of the applied voltage and the curve has only one trend above the small voltage region.

We have to increase the voltage even higher to get turn-point of the curve. The saturation

current is about three orders higher than that of the device NE56 and the gap distances of

the two device are close. The substrate property may play a very important role for the

difference because the substrate of NE56 was passivated, but not the device NE54. The

dynamic resistance under forward-bias condition is

R(V ) = −1.28 exp [0.023(V − 15.48)2]

V − 15.48
(MΩ) (108)

when V > 2.4V . The dynamic resistance keeps decreasing till 10V and reaches its minimum

value 0.467MΩ at 10V .

(a) (b)

Figure 3.16. Experimental and fitting current-voltage curves of the device

NE54 under reverse-bias condition (a) Linear plot of the whole voltage range

and (b) Semi-logarithm plot of the whole voltage range.

Fig. 3.16 shows the current-voltage curve under reverse-bias condition. The current keeps

at low level and increases very slowly from 0V to about 5V . Then the current goes up very
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fast and slows down over 8V . As discussed before, we can fit the curve with Eqs. 82 and 83

except the region below 5V . Then we get

I(V ) = 2.54 exp
[
−0.31(V − 9.08)2

]
(µA) (109)

when 5V < V < 9.08V and

I(V ) = 2.54 exp
(

0.44
√
V − 9.08

)
(µA) (110)

when V > 9.08V . The constant values are

Ips = 2.54± 0.02µA

Vfb = 9.08± 0.01V

α = 0.21± 0.01V −2

β = 0.44± 0.01V −1/2 (111)

The red curves are the fitted results and match the experimental data. The device NE54

has the same property of the flat-band voltage as that of the device NE23. The flat-band

voltages Vfb are different under forward- and reverse-bias condition and have larger value

under forward-bias condition. The barrier height difference at both contacts is estimated to

be 0.014V from Eqs. 107 and 111. The dynamic resistance under reverse-bias condition is

R(V ) = −0.635 exp [0.31(V − 9.08)2]

V − 9.08
(MΩ) (112)

when 5V < V < 9.08V and

R(V ) = 1.790
√
V − 9.08 exp

(
−0.44

√
V − 9.08

)
(MΩ) (113)

when V > 9.08V . The dynamic resistance first decreases fast, then very slow, and finally

increases very fast in the region 5V < V < 9.08V . The minimum value is 0.824MΩ at

V = 7.81V . The dynamic resistance increases monotonically when V > 9.08V . Compared

with the devices NE56 and NE23, the device NE54 has much smaller dynamic resistance

mainly due to the much larger saturation current.
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3.4. Discussion

From the above analysis of the four devices, the devices with gap distance up to 458nm

show semiconductor characteristics and the one with gap distance 484nm shows resistance

characteristics. So the length of self-assembled deoxyguanosine crystal is longer than that

Rinaldi, et al. got[65]. The carrier transport in SAGC is band-like. The current-voltage

curves show strong rectification characteristics and the minority carriers dominant the cur-

rent flow. That means the potential barriers at both contacts of the metal-semiconductor-

metal structure are not same and the barrier height of minority carriers is lower than that of

the majority carriers. Because the modified guanosine molecules have large dipole moment

up to 7 Debye. The self-assembled ribbon-like structure, as shown in Fig. 1.3, also has dipole

moment along the ribbon axis. Suppose the majority carriers in SAGC are electrons. When

the deoxyguanosine molecules self-assemble between two metal nano-electrodes, SAGC must

have polarization along the direction of the ribbon-like structure that connects the two metal

electrodes. This intrinsic polarization will tilt the band structure of SAGC and push the

Fermi level down to valence band. As the length of the ribbon-like structure gets longer,

the polarization should be stronger and the Fermi level is pushed deeper down to valence

band. When the self-assembled structure gets contact with metal electrodes, the Fermi level

in SAGC is going to align the Fermi level in the metal electrodes. The formed barriers at

two ends of the self-assembled ribbon-like structure will be different due to the tilted band

of SAGC. The difference should be larger for longer ribbon-like structure. But from the

discussion of the devices NE56 and NE23, we can see the opposite result. Probably NSL

effect induces the contradiction because it is clear shown in the device NE23. The lower the

Fermi level is, the lower the barrier height is for holes. So we can see that the saturation

current of the device NE23 with gap distance 458nm is higher than that of the device NE56

with gap distance 72nm.

Usually Schottky effect plays the most important role in current-voltage characteristics.

The effect of near-surface layer affects some devices under certain conditions. It is still not
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clear when the NSL effect has clear influence on the I-V characteristics. Because the barrier

height of contacts also depends on the materials, the interface of metal-semiconductor, and

fabrication process, et al., some of the fitting results, like the flat-band voltage of the devices

NE23 and NE54, can not be explained by the ideal model with consideration of Schottky

effect and NSL effect.

When we compare the result with that in Ref. [97] by Cingolani, et al., we can see several

different characteristics.

• The current-voltage curves are asymmetric even for the device with gap distance up

to 458nm in our research. The I-V curve in the reference is almost symmetric for

the device with 120nm gap distance. So the self-assembled structure may not have

strong polarization along the direction connecting the two metal electrodes because

the current depends on the barrier heights at two contacts as discussed previous.

Although the I-V curve shows MSM characteristics for the device with 120nm gap

distance, the semiconductor is probably not a simple parallel-strand ribbon-like

structure with same direction or the polarization of the structure is canceled out

because of unknown reasons if it is a parallel-strand ribbon-like structure.

• The currents in our devices is much lower than that in the reference except for

the device NE54 which has the similar current magnitude. Probably just like the

devices we used, the substrate properties causes the difference. The substrate of

the device NE54 was not passivated, but the substrate of the other devices were

passivated. Rinaldi, et al. used silicon substrate and the substrate was passivated

with silicon dioxide (SiO2).

• I-V curves of the device NE54 and the device with 60nm gap distance in the

reference don’t get to the flat-band voltage till 10V voltage because the currents

are still increasing very rapidly at 10V . The devices NE56, NE23 and the one with

120nm gap distance in the reference have similar flat-band voltage.
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• Because the saturation currents of the device NE56 and NE23 are lower than the

devices NE54 and that in the reference, the dynamic resistance is much bigger in

the device NE56 and NE23. So the response time of the devices may be different.

We can conclude that the deoxyguanosine molecules can self-assemble into semiconduc-

tor in confined spaces up to 458nm. The substrate property affects the self-assembly of

deoxyguanosine structure. The process of the same substrate can also have different impact

on SAGC. The intrinsic polarization of ribbon-like SAGC induces asymmetric I-V charac-

teristics. So the device based on SAGC can be used in rectifying circuits.
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CHAPTER 4

PHOTOCURRENT CHARACTERISTICS OF GALLIUM NITRIDE/

DEOXYGUANOSINE BASED PHOTODETECTOR

4.1. Metal-Semiconductor Photodiode

A photodiode based on semiconductor has a depletion region. The electron-hole pairs

created by incident photons are separated by the electric field in the depletion region. The

response time can be very short if the thickness of the region is small. But the quantum

efficiency may be low because the small volume that photons interact with semiconductor.

The photodiode can work under either bias or unbias condition. Under unbias condition, it

is called photovoltaic mode and works similar to solar cell. Under bias condition, photodi-

ode is reverse-biased to reduce carrier transmit time. The photodiode can be p-n junction,

metal-semiconductor diode, or p-i-n diode. Depending on the semiconductor material used,

photodiode has very different working region and efficiency because the semiconductor mate-

rial has its own absorption region. The absorption region determines the longest wavelength

of the incident light that the photodiode can detect. If the wavelength is too short, the

absorption of light and the creation of electron-hole pairs are mainly occurred in the narrow-

layer near surface. The created electron-hole pairs can recombine in a very short time, then

can not be collected. Silicon photodiodes can have very high quantum efficiency in near-

infrared regime while metal-semiconductor photodiode are very sensitive in UV and visible

regime because many semiconductors have high absorption coefficients in this region[73].

Metal-semiconductor photodiodes have different working regimes. Depending on the

incident photon energy and bias voltage, it can be

(1) When Eg > hν > qΦn and V < VB, where ν is the frequency of incident photons,

h is Planck constant, and VB is the breakdown voltage, the electrons in metal can
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be excited by incident photons to energy that is higher than the barrier height at

the metal-semiconductor contact. Electrons can also be excited from defect levels

to conduction band. The electrons then can be collect by the semiconductor.

(2) When hν > Eg and V < VB, electron-hole pairs are created by incident photons.

The electrons and the holes are collected by semiconductor and metal, respectively.

(3) When hν > Eg and V ≈ VB, it works like an avalanche photodiode. The electron-

hole pairs are created not only by incident photons but also by the carriers in

semiconductor.

4.2. Metal-Semiconductor-Metal Photodetector

Metal-semiconductor-metal photodetector is based on metal-semiconductor photodiode.

MSM photodetector based on wide-band gap semiconductor has very low dark current be-

cause the rectifying effect of Schottky contacts and the high resistivity of semiconductor[98].

The device also has very short response time due to small capacitance. It has already been

used for high-speed applications.

As photons incident on the semiconductor of the device, as shown in Fig. 2.8(a) in

Chap. 2, there are also three different regimes as described in the previous section. If the

energy of the incident photons are high enough to excite electrons from valence band or defect

levels to conduction band, there are two different situations in semiconductor. First, if the

electron-hole pairs are created inside depletion layer, electrons and holes drift to contacts

under electric field and then are collected by contacts or recombine. Second, the electrons and

the holes created outside the depletion layer, the neutral region, can diffuse to the depletion

layer, then are collected by the contacts or recombine. If the bias voltage is low, the carriers

can be tunneling through Schottky barriers and collected by contacts. As the bias voltage

increases, the thickness of the depletion layers and the electric fields inside the layer increase.

The thickness of neutral region decreases, and finally vanishes. The probability of carriers

collected will increases because the carriers can drift faster in higher electric field. So the
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photocurrent goes up as the bias voltage increases. As the bias voltage is even higher, the

photocurrent saturates.

4.3. Experimental Result

The fabrication and the photocurrent experimental procedure of the hybrid MSM struc-

tures are already described in Chap. 3. The devices used have the same names as in that

chapter. The relation between energy E in eV and the wavelength λ in nm of light is

E(eV ) =
1240

λ(nm)
(114)

Figure 4.1. Normalized photocurrents of the device NE56, NE23 and NE54

at 0V bias.

Fig. 4.1 shows the photocurrent curves at 0V bias of the devices NE56, NE23, and NE54 in

which SAGC show semiconductor characteristics in MSM structure as described in Chap. 3.

From Fig. 4.1, we can see that the photocurrent curves of all three devices are at very low

level, the background level, at long wavelength region of the incident light. As the wavelength
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decreases, that means the energy of photons increases, the photocurrent curves start to go up.

The wavelengthes at which the photocurrents start to increase are about 370nm(3.35eV ),

374nm(3.32eV ), and 364nm(3.41eV ), respectively, for the devices NE56, NE23 and NE54.

The photocurrents get to their high levels and then decrease slowly as the wavelength of inci-

dent light decreases even further. The photocurrents of the devices NE56, NE23, and NE54

get to the edge of the curves top at the wavelengths 357nm(3.47eV ), 359nm(3.45eV ), and

328nm(3.78eV ), respectively. So the bandgaps of self-assembled deoxyguanosine structure

in the device NE56 and NE23 are about 3.47eV (357nm) and 3.45eV (359nm), respectively.

The bandgap of the device NE54 is higher and get to about 3.78eV (328nm). The increasing

part of the curves of the devices NE56 and NE23 are almost parallel and steeper than that

of the device NE54.

Compared with the device NE56 and NE23, the SAGC in the device NE54 has larger

bandgap probably because of the relative weaker intrinsic polarization. The band is tilted

smaller if the intrinsic polarization is weaker. If the barrier height of Schottky contact is

small, the electrons in metal can be excited to high energy level so that the electrons can move

to semiconductor at relative long wavelength. So the increasing part of the photocurrent

curve can be gentle.

For the photocurrent curves, the bandgap of SAGC is larger in the device NE56 than that

in the device NE23. Because the length of the ribbon-like structure of SAGC is shorter in

NE56 than that in NE23, the intrinsic polarization should be weaker in NE56, just like what

is described in Chap. 3. This can induce the difference of the bandgaps. The increasing part

of the photocurrent curve is steep probably because the barrier height is relative high. The

electrons in metal can be excited to high energy levels at relative short wavelength. This

also proves the reasoning about the energy levels in MSM structure from current-voltage

characteristic as described in Chap. 3.

Fig. 4.2 shows the change of photocurrent in the device NE23 with the applied bias volt-

age. The photocurrent has a increasing trend with increasing voltage. But the wavelengths
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Figure 4.2. Photocurrents of the device NE23 at the applied bias from 0V to 5V .

at which the photocurrents start to increase are very close under all bias condition. That

means the barrier height doesn’t change, or change very tiny under the bias voltage from 0V

to 5V if the increasing of photocurrent at long wavelength is due to the electrons transport-

ing from metal to semiconductor. The top edges of the photocurrents are also very close.

The bandgap of SAGC doesn’t change with the applied bias voltage. The photocurrent at

5V bias is greater than that at 4V bias. So the photocurrent does not saturate at 5V and

can increase even higher at higher bias voltage. The fluctuation of photocurrent at short

wavelength may be because the intensity of xenon lamp drops fast and is weak at short

wavelength region.
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4.4. Discussion

From the photocurrent characteristic of MSM structure based on self-assembled de-

oxyguanosine structure, we can see that SAGC shows semiconductor characteristic at con-

fined space up to 458nm in length. The fabrication process of substrate also affects the con-

jugation and the alignment of energy levels of biomolecule deoxyguanosine to metal. So the

photocurrent has different slope and the wavelength at which the photocurrent starts to in-

crease. The intrinsic polarization also plays important role in the photocurrent measurement.

It tilts the bands of SAGC, so the bandgap changes. We can see that both current-voltage

and photocurrent characteristics show the same information about the metal-semiconductor-

metal structure based on self-assembled ribbon-like deoxyguanosine structure.
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CHAPTER 5

MODELING OF GALLIUM NITRIDE/DEOXYGUANOSINE-BASED HYBRID

PHOTONIC CRYSTAL

5.1. Introduction

Photonic crystals(PC) are widely used to tailor light propagation[99, 25, 26, 100, 101,

24, 102] and control spontaneous and stimulated light emission[103, 104, 105, 106, 107,

30]. Because gallium nitride(GaN) and its alloys are dominant materials for light-emitting

devices from green to UV region, photonic crystals based on GaN are investigated to improve

extraction efficiency of light emitting devices[108, 109, 110, 111]. GaN-based photonic crystal

nancocavities are also investigated to control light emission[104, 107, 106].

Because most biological agents emit or absorb lights in UV regime[112], the coupling

efficiency between light source and biomolecules is very important in developing biocompat-

ible nanophotonic sensing and labeling system in this regime. Among biomolecules, DNA

has a fundamental role in biological processes. Among the bases of DNA, guanosine has the

lowest oxidation potential, which favors carrier transport. The guanosine base has particular

sequence of hydrogen-bond groups (Fig. 1.2) that can work as donors or acceptors[89] and

promote the self-recognition and self-assembly processes in solution and directly onto solid

surfaces from solution. Depending on the environment, guanosine can undergo different self-

assembly pathways[89, 64]. Modified deoxyguanosine molecules self-assemble into ribbon-like

structure in confined space on silicon dioxide[97] and gallium nitride[113] surfaces. GaN sur-

face can form negative or positive polarity by nitrogen or gallium termination. The surface

polarity can be used to enhance the self-assembly process of deoxyguanosine. Gallium ter-

minated surface is found to be better than nitrogen terminated surface for the process, as

described in Chap. 3. SAGC has similar optical properties(∼ 3.4eV bandgap) as that of
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GaN from photocurrent measurement. Direct coupling of DNA nucleotides with GaN/AlN

QD was investigated for possible conjugating to other biomolecules and found enhancement

of photoluminescence from SAGC molecules[112].

The lattice constants of photonic crystal based on GaN are in the order of one or two

hundred nanometer in UV to blue region. The modified deoxyguanosine molecules can

self-assemble into crystal structure inside holes of GaN-based photonic crystals if the de-

oxyguanosine solution is infiltrated into the holes. By tuning lattice constant, hole radius,

and slab thickness, the density of states of light can be tuned in the photonic crystals.

So the coupling efficiency of deoxyguanosine to light source can be improved when the de-

oxyguanosine molecules are detected or work as functional linker to sense or label other

biomolecules. Similar method was used in polymer hydrogel photonic crystals to sense glu-

cose and lead[114, 115, 116]. The hybrid photonic crystal of GaN and SAGC with slab

structure and no defects are simulated in this chapter.

5.2. Softwares Introduction

We use two software to design hybrid photonic crystal, MIT Photonic-Bands(MPB) from

MIT and EMPLabTM from EM Photonics, Inc..

5.2.1. MIT Photonic-Bands

MIT Photonic-Bands(MPB) is a free software and was developed by Steven G. Johnson

and J. D. Joannopoulos’s Ab Initio Physics group. MPB can be used to compute band

structure of periodic dielectric structures, waveguides or resonator modes. It is based on

block-iterative frequency-domain methods in a planewave basis. The following part is the

basic introduction of the theory used in the software according to Ref. [117] by Johnson and

Joannopoulos.

Suppose light travels in linear dielectric medium without source, then

∇× 1

ε(~r)
∇× |H〉 = − 1

c2

∂2

∂t2
|H〉 (115)
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where |H〉 is the magnetic field, c is the speed of light, and ε(~r) is the dielectric function.

Suppose the dielectric function is periodic and a monochromatic light is considered, then

from Bloch’s theorem

|H〉 = ei(
~k · ~r − ωt)|H~k〉 (116)

where ω is the frequency, ~k is the Bloch wavevector, and |H~k〉 is a periodic function. Then

Eq. 115 changes to

Â~k|H~k〉 = (∇+ i~k)× 1

ε(~r)
(∇+ i~k)× |H~k〉 =

ω2

c2
|H~k〉 (117)

where Â~k is a Hermite operator. The function |H~k〉 can be expanded in some truncated basis

|H~k〉 ∼=
N∑

m=1

hm|bm〉 (118)

As the number N goes to infinity, the expression is the exact solution. Then Eq. 117 changes

to

Ah =
ω2

c2
Bh (119)

where h is the column vector of the coefficients hm, A and B are N × N matrices with

Amn = 〈bm|Â~k|bn〉 and Bmn = 〈bm|bn〉. Because only the dispersion relation of several lowest

bands are required and the number of the required bands are much smaller than N, the

software uses much less time to solve the required dispersion with iterative method, rather

than solve the dispersions of all N bands from Eq. 119. Now, the only challenging problem

is how to choose a compact, accurate basis with lowest number N so that it is possible to

compute Ah and Bh quickly and assure the transverse of magnetic field.

5.2.2. EMPLabTM

EMPLabTM is a general-purpose commercial software developed by EM Photonics, Inc.

It uses finite-difference time-domain(FDTD) method to simulate the propagation of elec-

tromagnetic wave. In FDTD, Maxwell’s equations are discretized in both time- and space-

domain. The most widely used discretizing method was proposed by Yee in 1966[118]. In

Yee’s method, every discretized node has electric and magnetic field components in all three
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directions so that each electric field component is surrounded by four magnetic field compo-

nents and each magnetic field component is also surrounded by four electric field components.

The boundary conditions at the interface of two materials are satisfied naturally. The di-

vergences of both electric and magnetic fields are zero implicitly in the absence of source.

The electric field has half-step difference in time scale from the magnetic field. At each half

time-step, only electric or magnetic field components are updated. The central differences

of space and time have the second-order accuracy[119].

The software uses perfect-matched-layer(PML) absorbing boundary condition of the com-

putation zone that was introduced by J.-P. Berenger in 1984[120]. PML is used to minimize

the reflection of light with any direction, polarization, and frequency that incidents on the

boundary layer.

FDTD method is accurate, rigorous and easy to implement. It can handle all the inter-

ested frequencies in one simulation. The grid size has to be reduced if more accurate result

is required. As the grid size is reduced, then the time step is also reduced. Finally, the

required time and space increases rapidly.

We designed the photonic crystal slab structure with MPB in frequency domain first,

then verify the design with EMPLabTM in time domain.

5.3. Refractive Index Measurement of SAGC by Ellipsometer

Because the refractive index of SAGC is not found in literature, we used variable angle

spectroscopic ellipsometry(VASE) to measure it. VASE is a very accurate method to measure

refractive index of materials. As light is reflected from a surface, s- and p-polarizations change

differently from Fresnel formulas which Fresnel got in 1823[121].

rs =

(
Er

Ei

)
s

=
ni cos(θi)− nt cos(θt)

ni cos(θi) + nt cos(θt)

rp =

(
Er

Ei

)
p

=
nt cos(θi)− ni cos(θt)

nt cos(θi) + ni cos(θt)
(120)

where rs and rp are the reflection coefficient of s- and p-polarization, respectively. Er and Ei

are electric field of the reflected and incident light, respectively. ni and nt are the refractive
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index of medium that incident and refracted light travel in. θi and θt are the incident and

refracted angle relative to the normal of the two medium interface. From Snell’s Law

ni sin(θi) = nt sin(θt) (121)

If

θi + θt = 90o (122)

Then Eq. 121 changes to

ni cos(θt) = nt cos(θi) (123)

If we put the above equation into Eq. 120 for p-polarization, we can see that rp = 0. Under

the condition of Eq. 122, the incident angle θB = θi is

θB = arctan

(
nt

ni

)
(124)

So, the reflection of p-polarization light just vanishes at the incident angle θB. This angle is

called Brewster’s angle.

We can define

ρ =
rp

rs

= tan(Ψ)ei∆ (125)

where rp is the complex reflection coefficient of p-polarization light and rs is the complex

reflection coefficient of s-polarization. tan(Ψ) is the amplitude ratio of p- to s-polarization

of reflection coefficient. ∆ is the phase change. Ellipsometry results can be very accurate

because it measures the relative change of p- and s-polarization light, rather than the absolute

value. This theory is used for reflection mode of ellipsometer and there are ellipsometers that

depend on transmission model. For thin films, ellipsometer can get the refractive index and

the thickness simultaneously by changing the incident angle. When the incident angle is close

to Brewster’s angle, the reflection is weak for p-polarization and strong for s-polarization.

The change of amplitude and phase is large. So the variable angle spectroscopic ellipsometry

takes the measurement at several different incident angles, which are around Brewster’s

angle. Then the measured data of Ψ and ∆ are fitted with models depending on the sample

structure to get refractive index and probably thin film thickness. To measure the refractive
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(a)

(b)

Figure 5.1. (a)Ψ and (b)∆ curves measured by VASE for SAGC thin films

on GaN substrate at the incident angles of 60o, 65o, and 70o.
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index of SAGC, we deposit deoxyguanosine solution, which is described in Chap. 3, on

GaN substrate. Then a thin film is formed. Then the samples were measured with VASE

at incident angles of 60o, 65o, and 70o. The Ψ and ∆ were fitted with Cauchy relation for

refractive index. The refractive index of SAGC was found to be about 1.19 at around 400nm.

5.4. Modeling of Photonic Crystal

5.4.1. Design of Photonic Crystal with Software MPB

The substrate of photonic crystal is a free-standing GaN slab and air is above and beneath

the slab, as shown in Fig. 1.1(b). There are hole arrays in the slab to form photonic crystals.

The PC-slab can also be considered as periodic in the direction perpendicular to the slab

if the slab is sandwiched between two air layers and the air layers are thick enough[33]. So

the guided modes in neighboring slab don’t interfere. The guided modes can be separated

to TE- and TM-like modes because the slab is mirror symmetric about the center plane[33].

We only design the triangular structure because triangular has larger bandgap in TE-like

mode. The refractive index of GaN is about 2.53 around 400nm[122]. The bandgap is small

because the refractive index contrast is small between SAGC/air and GaN.

Because the calculation of band structure is much slower in 3-dimension than that in

2-dimension, first we find the hole radius in 2-dimension so that the bandgap is large. From

Fig. 5.2, we can see that the maximum gap size reaches when the hole radius is about 0.4a,

where a is the lattice constant. Here we use unit based on lattice constant because Maxwell’s

equations are scale-invariant. After the infiltrating deoxyguanosine inside holes, the bandgap

reduces because of the refractive index change. Because the bandgap of PC-slab depends on

the thickness of the slab[33], we are trying to find the trend of bandgap changing with slab

thickness, h, at certain hole radius, r, and concentrate around the regime with hole radius

r = 0.4a.

5.4.1.1. Photonic Crystal Slab with r = 0.4a. From the Fig. 5.3, we can see that the

lowest two bands of SAGC/GaN has lower energy than that of air/GaN with the same lattice

parameters. The difference between the conduction bands under two conditions is even larger
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Figure 5.2. For air/SAGC and GaN photonic crystal, the gap size of 2D

triangular lattice versus hole radius.

compared with the difference of valence bands. The bandgap size of SAGC/GaN is smaller

because of the lower refractive index contrast. The bandgap size under two situations has

maximum values, but at different slab thickness. The maximum bandgap is at h = 0.8a

and h = 0.7a for air/GaN and SAGC/GaN, respectively. The bandgap size increases slowly

with the increasing of slab thickness, then reduces rapidly after the maximum. Finally,

the bandgap disappears. The trend of bandgap changing just likes what was discussed by

Johnson, et al.[33]. If the slab thickness is too large, the energy difference between two

neighboring bands is too small and probably can not be differentiated. New nodal plane

will be formed in vertical direction with very little energy. On the other hand, the mode

inside the slab can be weakly guided if the slab thickness is too thin. The slab is only a

weak perturbation to the background. So, there exists a optimum thickness with maximum

bandgap.

5.4.1.2. Photonic Crystal Slab with r = 0.44a. Fig. 5.4 shows the band edge of the

lowest two bands and the bandgap information changing with slab thickness for the hole
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(a)

(b)

Figure 5.3. For the lowest two bands of photonic crystal slab at hole radius

r = 0.4a, (a) Band edges and (b) bandgap size change with slab thickness.
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(a)

(b)

Figure 5.4. For the lowest two bands of photonic crystal slab at hole radius

r = 0.44a, (a) Band edges and (b) Band gap size change with slab thickness.
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radius r = 0.44a. The curves show the similar characteristics to that of the structure

with r = 0.4a. But the differences of conduction and valence bands between air/GaN and

SAGC/GaN are larger than that of the structure with r = 0.4a. The band edges are higher

and the bandgap is smaller when r = 0.44a. The bandgaps reach the maximum values at

h = 0.9a and h = 0.8a for air/GaN and SAGC/GaN systems, respectively.

5.4.1.3. Photonic Crystal Slab with r = 0.35a. Fig. 5.5shows the band edge of the two

lowest bands and the bandgap change with slab thickness for the hole radius r = 0.35a.

The band edges have the similar trend to the other two hole radii and the differences of the

conduction and the valence bands between air/GaN and SAGC/GaN PC slab are smaller

than that of the structure for r = 0.4a and r = 0.44a. But the band edges are at lower

energy. The bandgaps are small and reach the maximum value at h = 0.7a and h = 0.6a for

air/GaN and SAGC/GaN PC slab, respectively.

5.4.2. Verification of the Photonic Crystal Designs by EMPLabTM

According to the above analysis, the structures in the Tab. 5.1 are simulated by the

software EMPLabTM. The center of the bandgap is at 3.1eV (400nm), in the blue-UV region.

Because electromagnetic modes in band gap can not exist in photonic crystal, transmission

Table 5.1. Lattice Parameters of the Photonic Crystal Slab

r/a h/a a(nm) r(nm) h(nm) AG VB(eV) AG CB(eV) SG VB(eV) SG CB(eV)

0.40 0.7 175 70 122 2.73 3.47 2.68 3.28

0.44 0.9 191 84 172 2.69 3.51 2.60 3.14

simulation is used to get the bandgap. In the simulation, light source is a modulated Gaussian

pulse that does not have direct current component. The frequency spectrum is a Gaussian

peak with center shifted from frequency zero. The perfect-matched-layer absorbing boundary

has eight layers.

Figs. 5.6 and 5.7 shows the simulation results. The left part of each figure is the band

diagram that is solved by the software MPB. The black curve is edge of light cone. In light
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(a)

(b)

Figure 5.5. For the lowest two bands of photonic crystal slab at hole radius

r = 0.35a, (a) Band edges and (b) Band gap size change with slab thickness.
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(a)

(b)

Figure 5.6. Simulation results of (a) air/GaN PC with r = 0.4a and h = 0.7a

and (b) SAGC/GaN PC with r = 0.40a and h = 0.7a. In each figure, the left

part is the band diagram and the right part is the transmission result got by

EMPLabTM in ΓK and ΓM direction. The light gray strip is the forbidden

band of the structure.
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(a)

(b)

Figure 5.7. Simulation results of (a) air/GaN PC with r = 0.44a and h =

0.9a and (b) SAGC/GaN PC with r = 0.44a and h = 0.9a. In each figure, the

left part is the band diagram and the right part is the transmission result got

by EMPLabTM in ΓK and ΓM direction. The light gray strip is the forbidden

band of the structure.
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cone, electromagnetic mode can exist in both air and PC-slab. So the light that travels inside

PC-slab can leaks into air and the transmission gets lower. The right part of the figures is the

transmission spectrum which is got from the simulation results by the software EMPLabTM.

The transmission figures are rotated so that it can align with the band diagrams for easy

comparing. We simulated two light propagation directions, ΓM and ΓK, as shown in the

figures. The light gray strip in the figures shows the bandgap of the structure. The valence

band edge in band diagram matches with the drop of transmission. At the conduction band

edge, the transmission changes relative slow and has small discrepancy probably due to the

leakage of light from PC-slab to air. The transmission spectrum shows that the bandgap

shrinks as deoxyguanosine molecules self-assemble inside holes. And the energy of the valence

band edge is also decreased, just as shown by MPB.

5.5. Discussion

The hybrid periodical structures based on SAGC and GaN have photonic bandgaps.

The size and the position of the bandgap can be tuned by tuning lattice parameters. It is

possible to tune the optical coupling between light source with guanosine molecules through

the hybrid photonic crystal.
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CHAPTER 6

CONCLUSION

In this work, we studied the hybrid organic-inorganic system based on self-assembled de-

oxyguanosine structure and wide-bandgap semiconductor GaN. Guanosine is one of the four

bases of DNA which plays very important role in life. So it is crucial to study the charac-

teristics of guanosine. Deoxyguanosine has the lowest oxidation energy, which favors carrier

transport. It also has high dipole moment. Under different environments, deoxyguanosine

show resistance, semiconductor or insulator characteristics. Gallium nitride and its alloys are

widely used for light emitting devices in green to UV region. Because of noncentrosymmetric

wurtzite structure, GaN has strong intrinsic polarization. GaN surface can have positive or

negative polarity depending on whether the surface is Ga- or N-terminated.

We studied the self-assembled deoxyguanosine structure in confined space between two

electrodes. The current-voltage characteristics can be explained very well with the theory

of metal-semiconductor-metal structure. The I-V curves also show strong rectification ef-

fect, which can be explained by the intrinsic polarization along the axis of self-assembled

ribbon-like structure of deoxyguanosine. Compared with SiO2 substrate, passivated GaN

substrate influences the properties of SAGC. So SAGC has semiconductor properties within

the confined space up to 458nm. When the gap distance between two electrodes gets up to

484nm, the structure with deoxyguanosine shows resistance characteristics. The photocur-

rent measurements show that the bandgap of SAGC is about 3.3 − 3.4eV and affected by

substrate properties. The MSM structure based on SAGC can be used as photodetector in

UV region.

In the last part, we show that the periodic structure based on GaN and SAGC can

have photonic bandgaps. The bandgap size and the band edges can be tuned by tuning

lattice parameters. Light propagation and emission can be tuned by photonic crystals. So
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the hybrid photonic crystal can be potentially used to detect deoxyguanosine molecules. If

deoxyguanosine molecules are used as functional linker to other biomolecules which usually

absorb or emit light in blue to UV region, the hybrid photonic crystal can also be used to

tune the coupling of light source to deoxyguanosine molecules, then to other biomolecules.

As shown in Chap. 3, the MSM structure with SAGC on passivated GaN substrate has

very large dynamic resistance. The current fluctuation in the region from near reach-through

voltage and up is possibly caused by the large dynamic resistance. It also causes the low

current flow through the structure. In the future, we need to find a fabrication method or

modified deoxyguanosine synthesis protocol to reduce the dynamic resistance or even the

capacitance. Then the time constant can be reduced and the structure can have very fast

response. Meanwhile, the sensitivity can also be improved.

In the future, the hybrid photonic crystal based on GaN and SAGC need to be fabricated

and studied with experiments to verify the design.

94



BIBLIOGRAPHY

[1] Gordon E. Moore, Cramming More Components onto Integrated Circuits, Electronics

38 (1965), no. 8, 114–116.

[2] Alongkarn Chutinan and Sajeev John, Light Localization for Broadband Integrated

Optics in Three Dimensions, Phys. Rev. B 72 (2005), no. 16, 161316(R).

[3] Paul S. Peercy, The Drive to Miniaturization, Nature 406 (2000), no. 6799, 1023–1026.

[4] Angus I. Kingon, Jon-Paul Maria, and S. K. Streiffer, Alternative Dielectrics to Silicon

Dioxide for Memory and Logic Devices, Nature 406 (2000), no. 6799, 1032–1038.

[5] D. B. Mitzi, K. Chondroudis, and C. R. Kagan, Organic-Inorganic Electronics, IBM

journal of research and development 45 (2001), no. 1, 29.

[6] David B. Mitzi, Synthesis, structure, and properties of organic-inorganic perovskites

and related materials, Progress in Inorganic Chemistry (Kenneth D. Karlin, ed.),

vol. 58, John Wiley & Sons, Inc, 1999, pp. 1–121.

[7] Akhlesh Lakhtakia and Tom G. Mackay, Meet the Metamaterials, Optics & Photonics

News 18 (2007), no. 1, 32 – 39.

[8] Erez Braun, Yoav Eichen, Uri Sivan, and Gdalyahu Ben-Yoseph, DNA-Templated

Assembly and Electrode Attachment of a Conducting Silver Wire, Nature 391 (1998),

no. 6669, 775–778.

[9] Ali Javey, Hyoungsub Kim, Markus Brink, Qian Wang, Ant Ural, Jing Guo, Paul

McIntyre, Paul McEuen, Mark Lundstrom, and Hongjie Dai, High-κ Dielectrics for

Advanced Carbon-Nanotube Transistors and Logic Gates, Nat. Mater. 1 (2002), no. 4,

241–246.

95



[10] Kinneret Keren, Rotern S. Berman, Evgeny Buchstab, Uri Sivan, and Erez Braun,

DNA-Templated Carbon Nanotube Field-Effect Transistor, Science 302 (2003),

no. 5649, 1380–1382.

[11] Giuseppe Maruccio, Paolo Visconti, Valentina Arima, Stefano D’Amico, Adriana Bi-

asco, Eliana D’Amone, Roberto Cingolani, Ross Rinaldi, Stefano Masiero, Tatiana

Giorgi, and Giovanni Gottarelli, Field Effect Transistor Based on a Modified DNA

Base, Nano Lett. 3 (2003), no. 4, 479 –483.

[12] Sander J. Tans, Alwin R. M. Verschueren, and Cees Dekker, Room-Temperature Tran-

sistor Based on a Single Carbon Nanotube, Nature 393 (1998), no. 6680, 49–52.

[13] P. D. Dapkus and J. D. O’Brien, Meso- and nanophotonic devices for integrated pho-

tonic circuits, 61st Device Research Conference, IEEE, June 2003, p. 121.

[14] Anatoly V. Zayats and Igor I. Smolyaninov, Near-Field Photonics: Surface Plasmon

Polaritons and Localized Surface Plasmons, J. Opt. A: Pure Appl. Opt. 5 (2003), no. 4,

S16–S50.

[15] Shigefusa F. Chichibu, Akira Uedono, Takeyoshi Onuma, Benjamin A. Haskell, Arpan

Chakraborty, Takahiro Koyama, Paul T. Fini, Stacia Keller, Steven P. Denbaars,

James S. Speck, Umesh K. Mishra, Shuji Nakamura, Shigeo Yamaguchi, Satoshi

Kamiyama, Hiroshi Amano, Isamu Akasaki, Jung Han, and Takayuki Sota, Origin

of Defect-Insensitive Emission Probability in In-Containing (Al,In,Ga)N Alloy Semi-

conductors, Nat. Mater. 5 (2006), no. 10, 810.

[16] H. X. Jiang and J. Y. Lin, III-Nitride Quantum Devices - Microphotonics, Crit. Rev.

Solid State Mater. Sci. 28 (2003), no. 2, 131 –183.

[17] S. N. Mohammad, A. A. Salvador, and H. Morkoç, Emerging Gallium Nitride Based
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