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Abstract- The advent of H.264/AVC is going to change the 

way Digital Television programs are broadcast. Each program 
can be independently encoded or jointly encoded resulting thus 
in a more efficient way to distribute the available channel 
bandwidth. This paper presents a combined coding scheme for 
multi-program video transmission in which the channel 
capacity is distributed among the programs according to the 
program complexities. A complexity bit rate control algorithm 
based on the Structural Similarity Index (SSIM) is proposed. 
SSIM metric is presented under the hypothesis that the Human 
Visual System (HSV) is very specialized in extracting structural 
information from a video sequence but not in extracting the 
errors. Thus, a measurement on structural distortion should 
give a better correlation to the subjective impression. Current 
simulations have demonstrated very promising results showing 
that the algorithm can effectively control the complexity of the 
multi-program encoding process whilst improving overall 
subjective.  

I. INTRODUCTION 

The H.264/MPEG-4 Advanced Video Coding standard 

(H.264/AVC) [1], also referred as ITU-T Recommendation 

H.264 and ISO/IEC 14496-10 (MPEG-4 Part 10), is the 

latest video coding standard jointly developed by the ITU-T 

Video Coding Experts Group (VCEG) and the ISO/IEC 

Moving Picture Experts Group (MPEG). H.264/AVC has 

accomplished a considerable progress regarding coding 

efficiency, substantially enhanced error robustness, and 

increased flexibility and scope of applicability relative to its 

predecessors [2][3]. It covers all frequent video applications 

ranging from mobile services and videoconferencing to 

IPTV, HDTV, and HD video storage [4].  

In TV multi-programme broadcast systems, the use of 

H.264/AVC standards allows economies in transmission 

bandwidth of programs, while providing a service with a 

higher quality regarding current systems [5]. TV viewers 

receive video programs from a number of different video 

content providers via mixed transmission channels. Consider 

a simplified broadcasting chain compose by a video coder 

connected to a video decoder via a multiplexer, digital 

broadcast channel and demultiplexer. In a fixed multiplexing 

scheme, each service is assigned to a predetermined part of 

the total available bandwidth, where the sum of the assign 

bandwidth for each channel is not greater than total channel 

bandwidth. One alternative is to allocate different bit rates to 

each video encoder based on the expected image complexity 

of the signal to be encoded. Such an allocation scheme 

should be dynamically adjusted over time, depending on the 

relative complexity of each channel. This process is called 

statistical multiplexing (stat-mux). Statistical multiplexing 

can be defined as: 

1. the control required for allocation of bits in proportion 

to the complexity and importance of each video application 

within the limits of control allowed by each video encoder, 

such that:  

a the aggregate instantaneous bit rate is less than or equal 

to the channel capacity; 

b.the minimum quality of service (QoS) requirements for 

all applications are met; and 

c.the quality is maximized for applications in the order of 

their importance; and  

2. the control required in cases, where the aggregate 

instantaneous bit rate is greater than the channel capacity, to 

minimize the loss in QoS for as minimal a number of 

applications as possible. 

To achieve these levels of control, statistical multiplexing 

takes into account the variations in bit rate of different video 

applications when allocating transmission bandwidth. 

Statistical multiplexing is a highly efficient method to make 

the best use of a given transponder or cable spectrum 

bandwidth while maintaining near-constant video quality 

across all video channels. However, it also presents a 

significant technical challenge when a custom channel lineup 

must be created from multiple statistically multiplexed bit 

streams. Specifically, when multiple channels are extracted 

from multiple independently statistically multiplexed bit 

streams, they must be combined to form a new statistically 

multiplexed bit stream. In this case, the peak bit rates of the 

various source streams could exceed the total fixed bit rate 

for the output stream. Because each bit stream may have 

been generated as part of its own statistical multiplexing 

process, its individual bandwidth allocation is no longer 

relevant to the new multiplex. 

II. VIDEO QUALITY ASSESSMENT 

Television programs are produced for the satisfaction of 

television viewers so their opinion regarding the video 

quality is rather important. For broadcasting applications, 

bandwidth is continuously a valuable resource; therefore we 

should ideally avoid encoding video information that is 

outside the human perception or attribute more or equal bits 

to encode the information of inferior perceptual significance. 

So incorporate HVS model into broadcasting encoding 

system is fundamental to additional improve coding 

efficiency and enhance video quality. We can consider two 

categories regarding existing video quality evaluation 

methods [6][7]: subjective testing (human observers provide 

their opinion regarding video quality) and objective 

measurements methods (performed with the support a 
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mathematical algorithm). Although subjective testing is an 

important part of evaluation system, in practice, subjective 

evaluation needs to organize the observers to mark the 

distorted images, which is too inconvenient, time-consuming 

and expensive. PSNR and MSE are still the most popular 

employed objective metrics due to their low complexity and 

clear physical meaning. Nevertheless, both metrics have 

been target of an high number of critics for not correlating 

well with HVS [8][9] as they can’t signify the exact 

perceptual quality as they are based on pixel to pixel 

difference calculation and ignore human perception and the 

viewing condition  

The impact of coding distortion on the subjective quality is 

still under investigation [10][11][12]. A new scheme for a 

class of quality metrics, known as structural similarity 

(SSIM), has been proposed to models perception implicitly 

by taking into account the fact that the Human Visual System 

(HVS) is adapted for extracting structural information 

(relative spatial covariance) from images [8]. Its application 

in a coding context has just been started to be explored with 

the work of Brooks modeling typical distortions encountered 

in video compression/transmission applications and deriving 

a multi-scale weighted variant of the complex wavelet SSIM 

(WCWSSIM), with weights based on the human contrast 

sensitivity function to handle local mean shift distortions 

[13]. In [14] Zhi-Yi Mai, proposes a R-D optimization using 

the structural similarity (SSIM) instead of SSD for quality 

assessment in H.264 I-frame encoder. Improvement of 

coding efficiency is still not very large, and it is still 

necessary to study the proposed R-D method regarding 

motion estimation of inter frame coding. 

III. EXPERIMENTAL RESULTS & DISCUSSION 

The MPEG rate control algorithm plays an important role 

for improving and stabilizing the quality of the compressed 

video sequence. The Rate Control can operate at various 

levels of video compression, namely, sequence-level, frame 

level, and macroblock (MB)-level. As MPEG does not 

specify how to control the bit rate several solutions have 

been presented in the literature. There are two different 

approaches: "feed forward bit rate control" and "feed 

backward bit rate control".  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Block Diagram for feed-forward and feed-backward bit-rate 

control. 

 

Fig. 1 presents diagrams blocks of the two different 

approaches. In the "feed backward bit rate control" we have 

limited knowledge of the sequence complexity. Statistical 

information is gathered by the encoders during the encoding 

process. This information can be used to determine the video 

complexity of the program. Bits are allocated on a picture 

basis and spatially uniform distributed throughout the image. 

In the "feed forward bit rate control", a pre-analysis is 

performed in order to determine the optimum setting, which 

will increase the accuracy of the complexity metrics. In this 

work we have followed a feed forward bit rate control. A key 

decision is what statistics should be used to describe the 

video complexity. In our approach SSIM metric was used. 

A. Structural Similarity Index (SSIM) 

SSIM is an objective image quality assessment metric 

which attributes perceptual degradations to structural 

distortions. The SSIM index has been demonstrated in [8] to 

be an effective measurement of perceptual global 

degradations in natural images. It successfully incorporates 

HVS characteristics without much added complexity. It is 

also a comparable metric to conventional error-based 

perceptual quality metrics. In essence, the SSIM index is a 

measurement of deviations in luminance, contrast and 

structure between the reference and the distorted images. 

Luminous, contrastive and structural degradations are 

represented by the following respectively: 
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The SSIM index, shown below, is essentially a product of 

these three distortions. 
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where ( )
2

1 1C K L=  and ( )
2

1 1C K L=  are added 

constants to ensure stability of the system. K1 and K2 were 

set to 0.01 and 0.03, respectively [8]. 

 

B. Rate Control Algorithm 

Regarding statistical multiplexing for digital TV broadcast, 

sequence-level R-D control and optimization is performed to 

dynamically allocate the total bandwidth among the TV 

programs to maximize the statistical multiplexing gain, as 

well to maximize the objective quality according to the rate-

distortion characteristics of the video objects [15][16]. Thus 

the optimal bit allocation aims to distribute the available bit 

budget amongst the different programs such that the overall 

distortion can be minimized: 
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where iD  and iR denote the distortion and bit rate of the 

ith program respectively, n is the number of video programs. 

Figure 2 presents an example of a typical employing the 

proposed approach: 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Block Diagram Statistical Multiplexing of H.264 programs. 

 

Each video encoder produces compressed video and 

corresponding statistics. The joint rate module receives 

information regarding the relative complexities of each 

program and the channel buffer fullness. Each encoder 

changes its bit rate only when a new GOP begins.  

In the first step, the reference bandwidth for the next GOP 

of each video source (
ref

BW ) is determined based on the 

total available transmission bandwidth, the picture coding 

complexity and type, GOP structure of each video source and 

the current state of the total virtual buffer. This is step 

follows normal H.264 JVT-G030 process. 

In the second step, the complexity is measured by 

encoding at each frame at fixed quantization step size 

(QP=24) Each image block is first computed within local 

4×4 non-overlapped windows and then all the local SSIMs 

are averaged to a mean SSIM during motion estimation. The 

SSIM of the whole reconstructed image for each component 

is computed alike but using a 16×16 slide window instead: 

 

0.7 0.15 0.15Y U VMSSIM SSIM SSIM SSIM= × + × + × (4) 

 

In the third step, the available bandwidth is allocated to 

each video source by considering the estimated bandwidth. 
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where n is the number of video sources, Xi is the 

complexity of the program i. Finally, in the last step, each 

video sequence is encoded for a specific bit-rate using a 

quadratic rate-quantizer (R-Q) model according [21][22]: 
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Where 
i

R  is the bits of current sequence I, C is the 

encoding complexity (sum of absolute difference), Q is the 

quantization parameter, i,1α  and i,2α  the model parameter 

that are updated by linear regression method from previous 

encoded parameters [17]. 

 

C. Simulations 

We have implemented the proposed rate control scheme as 

using the H.264 JM 10.2 encoder [18]. In this section we 

present some results from three typical sequences of various 

encode complexity listed in Table 1.  

TABLE I 
TEST SEQUENCES (RDO=ON). 

Test Sequence Size Frame Rate Frames encoded Frame type 

Akiyo CIF 30 298 IPPP 

Foreman CIF 30 298 IPPP 

Football CIF 30 298 IPPP 

The performance of our proposed scheme is evaluated in 

comparison with the original encoder JM 10.2 and the 

existing rate control functionality in the JM 10.2 if the 

different video sequences were separately encoded. Two 

scenarios were studied. First each sequence encoded at fixed 

bit rate of 256kbps and then at fixed 512kbps. Results were 

evaluated in terms of PSNR and subjective testing was 

conducted using SAMVIQ methodology [19][20].  

The SAMVIQ methodology is currently being 

standardized within ITU-R. Experimental results using the 

SAMVIQ methodology may enable subjects to arrive at 

more appropriate quality ratings for content that they find 

difficult to judge on a single viewing. 

 

 
Figure 3. Decoded frames using JM 10.2 (independent coding) for “Akiyo” 

and “Football” sequences (frame 35) encoded at 256 kbps 

 

 
Figure 4. Decoded frames using proposed algorithm for “Akiyo” and 

“Football” sequences (frame 35) encoded at 256 kbps 

 

Several combinations were simulated with jointly combine 

3 video streams: Akiyo is represented with letter A, Foreman 

with letter B and Football with letter C.  
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Figure 5. Bits and PSNR variation for Akiyo sequence, 256 kbps with 

different sequence combination 

 
Figure 6. Bits and PSNR variation for Foreman sequence, 256 kbps with 

different sequence combination 

 
Figure 7. Bits and PSNR variation for Football sequence, 256 kbps with 

different sequence combination 

In this paper we present an algorithm for dynamic 

bandwidth allocation of H.264 video programs which allots 

the available bandwidth according to the needs of each video 

source. The joint rate algorithm is applied at a GOP level 

resulting in improvement of the picture quality variation. 

Preliminary results show that bandwidth gains/quality 

improvements are more significant when heterogeneous 

sources are multiplexed together. A good trade-off regarding 

video quality is observed within the multiple programs as 

well as within a sequence, compared to independent coding. 

An increased in subjective quality may be observed in 

football sequence while the decrease in Akiyo is rather 

imperceptible. Furthermore, results show that the proposed 

algorithm results in more uniform picture quality among 

programs as well as within a program, compared to 

independent coding. Joint coding can thus improve channel 

utilization by dynamically distributing the channel 

bandwidth among video programs according to their 

respective complexities. Additionally, the advantages of joint 

coding are obtained even with a reduce number of programs.  
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