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Stable isotope analysis using tunable diode laser 
spectroscopy 

Joseph F. Becker, Todd B. Sauke, and Max Loewenstein 

Measurements of ratios of stable isotopes are used in such diverse fields as petroleum prospecting, medical 
diagnostics, and planetary exploration. The narrow emission linewidth available from tunable diode lasers 
permits high-resolution infrared absorption measurements of closely spaced isotopic rovibrationallines. 
Our dual beam spectrometer uses the sweep integration technique in a spectral region where adjacent 
spectral lines are of approximately equal absorbance at the expected isotopic abundances. The experimen­
tal results reported here indicate that isotopic ratios of carbon in carbon dioxide can be measured to an 
accuracy of better than 0.4%. This laser spectroscopic technique offers an alternative to the mass 
spectrometric technique for in situ isotopic analysis in field studies, as well as flight and space 
applications. 

Key words: Diode laser, isotopic ratio, 13C/ 12C, carbon dioxide, laser spectroscopy. 

I. Introduction 

Variations in ratios of stable carbon isotopes have
provided a wealth of information concerning the
origin and the history of carbon-containing mate­
rial. 1 2 

' Reaction rates of 12C differ from those of 13C
owing to the kinetic isotope effect. 3 For example,
when carbon dioxide is fixed during green plan
photosynthesis, an approximately 2%-3% decrease o
13C/ 12C occurs in most plants.4 Reaction conditions,
such as temperature and pressure, can influence the
13C/ 12C ratio in the products. Also, geological process­
ing can mix deposits, affecting isotopic ratios. Typical
variations among different inorganic deposits are up
to several tenths of one percent, and, among organic
deposits, the variations are even greater.1 Thus, it is
possible to use the isotopic ratio measurements o
carbon in such diverse samples as rocks, soil, and
expired breath from animals to gain insight into the
origin of the carbon or the conditions under which the
samples were formed. For example, 13Cjl2C measure-
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ments help to trace the sources of petroleum and 
natural gases. 5 

By using a tunable diode laser (TDL) spectrometer 
to record absorption spectra of 12C02 and 13C02 infra­
red lines, we can measure the isotopic ratio of the 
carbon in a sample. The usual method of measuring 
13C/ 12C ratios is by the well-accepted mass spectromet­
ric techniqueY This method is extremely accurate 
but requires substantial sample preparation and puri­
fication to obtain reliable results.8 At the high spec­
tral resolution provided by semiconductor diode la­
sers, problems of impurity gas interference with the 
measurement are essentially eliminated. The narrow 
spectral lines of impurity gases, such as H20, CH , 4 0 , 3

and N20, for example, tend to lie far from the narrow 
rovibrationallines of the C02 gas being studied. This 
represents a major advantage over the mass spectro­
metric technique for measuring isotopic ratios. For 
example, organic material could be reacted under 
either oxidizing or reducing conditions, and the result­
ing gases analyzed directly without the additional 
purification steps required for mass spectrometric 
analysis. This is an important advantage for in situ 
analysis and remote applications such as planetary 
exploration missions. Tunable diode lasers are well 
suited in general for space and flight applications and 
are currently in use in several flight instruments, for 
example, the airborne tunable laser absorption spec­
trometer (ATLAS).9 

In this paper we describe an optical technique to 
measure 13C/ 12C ratios in C02 by TDL laser spectros­
copy. The technique, as well as the optical system, 
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data acquisition, and data analysis are described and
discussed. Preliminary experimental results are also 
presented. 

II. Experimental Methods 

Several approaches that use (TDL's) for carbon isoto­
pic analysis have been reported.1 13 

0- The present
research uses a technique proposed in 1981 by Wallet 
al., 12 which involves the use of absorption lines of
12C02 and 13C02 in the 4.3-J.Lm vibrational bands. In
the spectral region where the v3 bands of the two 
isotopes overlap, certain closely spaced 12C02 and
13C02 rovibrational spectral lines have approximately 
equal absorbance at the anticipated -1:90 isotopic 
ratio, as shown in Fig. 1. Several isotopic line pairs 
are suitable, such as the R(lO) line of 13C02 at
2291.681 cm-1 and theP(60) line of12C02 at 2291.542 
em-\ both of the v3 fundamental band of C0 • 2 These 
two lines are separated by only 0.139 cm-1 but can be 
well resolved by using a TDL. Comparing the absorp­
tions of such a line pair yields a measure of the
isotopic ratio in the sample gas. It is important for the
isotopic lines to have approximately equal absor­
bances so that measurement errors can be mini­
mized. 
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Fig. 1. Upper graph, integrated absorbances [cm-1/(molecule 
cm-2

)] of individual rovibrationallines from the v3 bands of 13C02 

(dashed lines) and 12C02 (solid lines). The relative absorbance of the 
lines is indicated for an isotopic ratio (i3C/ 12C) of -1:90 as is the 
case for Earth samples. The bands overlap in such a way as to have 
approximately equal absorbances for the two isotopes in the region 
from -2280 to -2300 cm- 1

• Lower graph, expanded plot of the 
overlap region of the v3 bands of 13C02 (dashed lines) and 12C02 

(solid lines). A particularly suitable pair of 13C/ 12C lines is indicated 
by an asterisk. The R(lO) line of 13C02 and the P(60) line of 12C02 

are only 0.139 cm- 1 apart and have nearly equal absorbances. 
These two lines may be scanned in one sweep and the relative 
absorbances measured can be used to determine the isotopic 
composition. Representative spectra of these lines are shown in 
Figs. 4 and 5. 
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The TDL spectrometer used in our laboratory is a 
modified Model LS-3 (Laser Photonics, Analytics 
Division, Bedford, Mass. 01730) and is shown schemat­
ically in Fig. 2. The diode lasers (model L5621, Laser 
Photonics, Analytics Division, Bedford, Mass. 01730) 
used in the spectrometer were of the buried hetero­
structure type fabricated by the molecular beam 
epitaxy technique and were composition tuned to 
operate in the region 2290-2305 cm-1

• These diodes 
have only recently become commercially available 
and are an important component in achieving highly 
accurate measurements. They operate at tempera­
tures above 77 K, eliminating the need for a closed 
cycle helium refrigerator with its associated mechani­
cal vibrations, and they have improved single-mode 
emission characteristics compared with previously 
available diodes. The operating frequency of the laser 
output is tuned by varying the diode temperature and 
the injection current. The laser beam is passed 
through a 0.5-m Czerny-Turner grating monochro­
mator to ensure isolation of a single laser mode. The 
laser beam is split with a pellicle beam splitter, and 
the two beams are directed through identical sample 
and reference gas cells, each having a 16-cm path 
length and barium fluoride windows. The liquid­
nitrogen cooled indium antimonide detectors (Infra­
Red Associates, Cranbury, N.J. 08512) are de coupled 
into a transimpedance preamplifier. The amplified 
signals from the detectors are fed into a 12-bit, 
100-kHz, analog-to-digital converter board (DAS-
16F, Metrabyte Corp., Taunton, Mass. 02780) in­
stalled in an AT&T personal computer Model 6300, 
which is IBM PC compatible. 

The laser temperature is adjusted to select an 
appropriate lasing mode, and the injection current is 
ramped so that the laser output scans across the 
spectral region that includes the absorption lines of 
interest. We achieved continuous frequency tuning in 
a single mode over a frequency interval greater than 5 
em -I, as shown in Fig. 3. This interval includes a 
line pair that is appropriate for isotopic ratio determi­
nation. Verification of spectroscopic line identity was 
made by comparing measured spectral parameters 
with corresponding parameters from the HITRAN data­
base.14 

At the beginning of the current ramp, a blanking 
current pulse briefly turns off the laser and provides a 
zero signal level. The blanking pulse and the current 
ramp are repeated at a fixed frequency, typically 
between 20 and 50 Hz. The detected signal from each 
sweep is digitized and repeated sweeps are co-added to 
increase signal-to-noise ratio. This technique is known 
as sweep integration. 15 Rapid data acquisition, at 100 
k samples/s, is controlled by the built-in timing and 
the direct memory access circuitry on the data acqui­
sition board, proceeding as a hardware-controlled 
background process. Concurrent with the data acqui­
sition, fast assembly language subroutines perform 
sweep integration by co-adding the data points from 
each spectrum to previously acquired spectra. 

The sample and the reference cell scans to be 
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Fig. 2. Schematic of a stable isotope laser spectrometer (SILS), with a liquid-nitrogen cooled lead-salt diode laser, a grating 
monochromator, a pellicle beam splitter, and liquid-nitrogen-cooled indium antimonide detectors. 

co-added are acquired alternately rather than strictly 
simultaneously. Because many individual scans (typi­
cally 512) are co-added over the data collection period, 
the sample and the reference data may be considered 

Fig. 3. Spectrum of C02 obtained with our spectrometer operat­
ing in a single lasing mode at 79 K. The sample C02 gas was at room
temperature and at a pressure of 1.25 Torr. This sweep-integrated
spectrum was obtained by co-adding 512 individual sweeps. 

 
 

to be collected essentially simultaneously (within 100 
ms). 

To calibrate the wave-number scale for the spectral 
scan, we inserted a 25.4-mm germanium etalon (free 
spectral range== 0.04864 cm-1 in the spectral region 
near 2290 em -1 at room temperature) into a colli­
mated portion of the beam, and the resulting interfer­
ence pattern was recorded. The free spectral range of 
the etalon divided by the number of data channels 
between successive interference maxima yields the 
number of wave numbers per channel as a calibration 
factor. A small, but significant, nonlinearity in the 
calibration factor from the beginning to the end of the 
spectrum is typically observed owing to nonlinear 
diode tuning rates and to the recovery of the diode 
from the blanking pulse. This nonlinearity can be 
accounted for by fitting the locations of all etalon 
maxima to a polynomial that can then be used to 
convert the data channel numbers to their corrected 
wave-number value. 

An evacuated cell spectrum is also recorded to 
determine the 100% transmission as a function of 
wave number. In addition, laser mode purity is 
assessed by acquiring a high-absorbance spectrum at 
elevated C02 pressure and comparing transmission at 
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the saturated absorbance peak with the zero signal 
level. The above spectral calibration scans are used in 
the analysis of the experimental data. Typical spectra 
are shown in Fig. 4. Mode purity can be assessed by 
noting how closely the high-pressure (saturated) lines 
approach zero transmission. The transmission at the
centers of saturated absorption lines is typically 
~ 0.2%. It can be shown that the extended wings of
even a single narrow Lorentz laser emission line can 
contribute to measurable deviations from zero trans­

16 mission at the saturated centers of absorption lines.
Most of the 0.2% transmission at saturated line 
centers can be attributed to this source, implying that
mode impurities contribute much less than 0.2% to 
our measured signal. The absolute wave-number 
axis, as determined by the etalon spectrum and 
known spectral line frequencies, is estimated to be 
accurate to better than 0.0002 cm-r. Another data set 
and its calibration scans are also obtained from the 
second (reference) beam. If the isotopic composition 
of the gas in the second cell is known, these data can 
be used as a reference to determine the isotopic 
composition ofthe sample gas. 

The data are subsequently transferred to a DEC 

 

 

 

Fig. 4. Raw spectra covering the region of the 13C02 R(lO) and 
12C02 P(60) spectral lines of the v3 rovibrational band. Each 
spectrum consists of 512 co-added sweeps. a, Evacuated cell 
indicating 100% transmission; b, spectrum of C02 lines at 0.77 
torr; c, spectrum of C02 lines at high pressure (high absorbance) 
(the saturated absorbance peaks indicate zero transmission); d, 
spectrum of the germanium etalon inserted into the beam of the 
evacuated cell. The accurate wave-number spacing of the interfer­
ence fringes (0.04864 cm-1 per fringe) permits a reconstruction of 
the corrected wave-number axis. 
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MicroVAX computer and analyzed by using programs 
written in Interactive Data Language (Research Sys­
tems, Inc., Boulder, Colo. 80207). The data are fitted 
in transmission space to a mathematical model that 
consists of Voigt profiles that have been transformed 
from absorption space to transmission space. The 
parameters varied in the nonlinear least-squares fit 
are the Doppler and the Lorentz linewidths, the 
strength, and the peak location of each absorption 
line. The analytic function for the Voigt profile is the 
real part of the complex error function for which 
there exists an accurate and well-accepted rational 

17 fraction approximation.
Specifically, in the present case our data scans were 

13 12selected to include the C02 R(10) and C02 P(60) Va 

fundamental rovibrational absorption lines that are 
suitable for isotopic ratio measurements when our 
system is used. A typical spectrum of this pair is 
shown in Fig. 5. The transmission data shown (which 
are equal to the ratio of the raw data scan and the 
evacuated, 100% transmission scan shown in Fig. 4) 
were fit to three Voigt profiles on a linear baseline. A 
correction of the nonuniformity in the frequency 
interval between data points was performed as indi­
cated above. Also shown in Fig. 5 is a plot of the fit, 
which lies too close to the data to be distinguished on 
this scale, and the residual (data minus fit) times 10. 

13The areas (in absorbance units) of the C02 and 
12C02lines can be determined from the Voigt fitting 
parameters. The ratio of the line absorbances of gas 

Fig. 5. Transmission spectrum of the C02 lines shown in Fig. 4. 
This spectrum is the ratio of the raw data spectrum and the raw 
evacuated cell spectrum yielding the transmission. The zero trans­
mission level has been shifted by taking into account the saturated 
spectrum of Fig. 4 (spectrum c), which indicated -0.2% back­
ground signal at the saturated absorption line center, possibly from 
mode impurities or laser line Lorentz tails. The wave-number axis 
has been assigned by taking into account the etalon sweep shown in 
Fig. 4, spectrum d. The data have a signal-to-noise ratio of several 
thousand. Also shown is a plot of the fit to the data, which lies too 
close to the data to be distinguished in this figure. The residual 
(data minus fit) times 10 is plotted below. The small systematic 
deviations between data and fit presumably are due to instrumen­
tal imperfections, for example, the small but detectable width of 
the instrument response function. 



in the sample cell divided by the ratio of the line 
absorbances of gas in the reference cell under the 

13same conditions is equal to the ratio of their C02/ 12C02 ratios, leading to the percent difference of their 
isotopic composition. If the gas in the reference cell is 
of known isotopic composition, a measurement of
absolute isotopic ratio in the unknown sample is 
possible. It is important that the sample and the 
reference scans be measured essentially simulta­
neously; many systematic measurement errors tend 
to cancel in the ratio, resulting in improved accuracy. 

The Doppler widths retrieved in typical scans are 
approximately 2% greater than the theoretical values, 
and the retrieved Lorentz width (which should be 
smaller than 10-4 1 cm- at our typical sample pres­

1sures ofless than 1 Torr) are -1.5-2.5 x 10-4 cm- . 
These excess broadenings are caused by various 
instrumental effects that together define the instru­
ment response function (IRF) of the spectrometer 
system. We attribute the excess Lorentz width to the 
linewidth of the diode laser itself. Conventional theo­
ries1s-2o of laser linewidths indicate that our diode 
laser linewidth should be of the order of 10-5 1cm- . 
However, measured diode laser linewidths have been 
found to be substantially broader than theoretical 

21values. -25 2Several authors s-ao have proposed theories 
that successfully account for the enhanced Lorent­
zian broadening of the laser line. The extra broaden­
ing of our measured Doppler widths can be attributed 
to an approximately Gaussian contribution to the 
overall IRF with a width of approximately 0.0004 

1cm- . Preliminary evidence indicates that the source 
of this extra broadening is due largely to random 
current noise in the injection current ramp genera­
tor. Taking the effects of these contributions to­
gether, the overall IRF appears to have a total width 
of approximately 0.0005 em-\ indicating the maxi­
mum instrumental resolution that can currently be 
obtained with this spectrometer. 

The broadening effect of the IRF on the measured 
spectra introduces systematic line-shape errors. Be­
cause the isotopic ratio measurements reported here 
are based on the areas of the fitted lines rather than 
on the line center absorbances, systematic errors 
caused by the IRF are substantially reduced. How­
ever, for highly accurate quantitative results, even 
small systematic errors should be taken into account. 
We anticipate further improvements in the accuracy 
of future isotopic ratio determinations when the 
systematic errors caused by the IRF are appropriately 
incorporated into the data-fitting model. 

 

Ill. Experimental Description and Results 

To assess the accuracy of the isotopic ratio measure­
ments, two sets of data were acquired. In the first 
dataset, we used identical gas samples as unknown 
and reference in the two sample cells. The ratio of the 
line absorbance ratios should theoretically be unity. 
Fluctuations of this calculated quantity and any 
systematic deviations from unity indicate the level of 
uncertainty in the measurement. In the second data-

set, different gas samples were used in the two sample 
cells: the unknown came from a source known to be 

13enriched in C02 and the reference was unenriched. 
The measured isotopic enrichment of the unknown 
relative to the reference gas was then compared with 
the corresponding measurement performed by mass 
spectrometry. 

In the first data set, 11 series of 20 spectra were 
recorded. The gas cells were evacuated and then 
refilled with gas from an identical source between 
runs; this simulated the loading of a new unknown 
sample (and new reference gas). The reproducibility 
of the spectral parameters of the lines was deter­
mined within each run. The standard deviation of the 
individual strengths of the two lines of interest was 
better than 1%, and that of the Doppler widths was 
better than 0.5%. The measured line separation of the 

1two lines was reproducible to within -0.0002 cm- . 
The isotopic ratio results from the 11 measurement 
runs are shown in Table I. The standard deviation of 

13 12the ratio of C0 /2 C02 ratios within each run was 
typically better than 0.4%. The difference between 
the overall average and the theoretically expected 
value of unity is 0.4%. This is an indication of the 
magnitude of a systematic bias in the measurement. 
The standard deviation of the 11 mean ratios is 
0.20%. 

One might have expected that the standard devia­
tion for values that are the average of 20 measure­
ments would be smaller than the standard deviation 
of individual measurements by a factor of the square 
root of 20 (- 4.5). The fact that it is only a factor of 2 
improved indicates that the measurement errors are 
not purely statistical and are dominated by system­
atic errors and instrumental drifts. Part of the system­
atic inaccuracy can be attributed to the effects of 
unequal temperatures in the two gas cells during data 
acquisition. Because the line strength is a function of 

31 temperature and J quantum number, the ratio of 
two lines with significantly different J values will 
have a strong temperature dependence. Thus, a 
change of 1 K at room temperature results in a 

Table 1. Mean Values and Standard Deviations of 20 Measured Ratios, 
("C02 /

12C02) ....... ,1 ( 13C02 /
12COJ,, in Eleven Pairs 

of Identical Gas Samples• 

Standard Deviation 
Run Meanof20 of20 

1 1.0018 0.0031 
2 1.0031 0.0035 
3 0.9999 0.0039 
4 1.0038 0.0039 
5 1.0050 0.0050 
6 1.0029 0.0040 
7 1.0044 0.0026 
8 1.0030 0.0027 
9 1.0080 0.0030 

10 1.0027 0.0021 
11 1.0047 0.0024 

Overall mean 1.0036 0.0033 

•p = 0.6 Torr, T - 293 K. 
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Table 11. Mean Values and Standard Deviations of 20 Measured Ratios, 
{'

3C02/
12COJun>nown/(13C02/

12COJ,,In Four Pairs 
of Sample-Reference GaseS" 

Standard Deviation 
Run Meanof20 of20 

1 1.0506 0.0029 
2 1.0565 0.0035 
3 1.0521 0.0025 
4 1.0480 0.0025 

Overall mean 1.0518 0.0029 

"For comparison, the actual isotopic enrichment, as determined 
by mass spectrometry, is 1.0525 (P = 0.6 Torr, T - 293 K). 

change of approximately 2% in the absorbance ratio 
oflines such as theR(J = 10)/P(J = 60) pair. 

Table II shows the results of the second data set in 
which the unknown sample was enriched in 13C0 • 2

The standard deviation of the ratio of 13C0 12
/2 C02 

ratios within each run was better than 0.4%. The 
average value determined for the percent of 13C02 

isotopic enrichment was 5.18 (average deviation 0.3). 
The actual percent of isotopic enrichment, as deter­
mined by mass spectrometry,32 was 5.25 ± 0.01. 

IV. Conclusion 

Ratios of 13C/ 12C in carbon dioxide have been mea­
sured with our TDL spectrometer to a present accu­
racy of better than 0.4%. These results were made 
possible by using state-of-the-art high-temperature 
TDL's, an etalon and wave-number calibration tech­
nique, high-speed assembly language controlled data 
acquisition, and the ratioing of absorbances from 
simultaneously acquired sample and reference data 
scans. Increased accuracy will result from improve­
ments in temperature stabilization of the gas cells 
and by incorporating the IRF into the data-fitting 
model to account for known instrumental distortions. 
The data for an individual ratio determination are 
obtained over a time of less than 1 min, while the 
sequence of 20 pairs of spectra was obtained over a 
time of approximately 30 min. The length of time 
required to acquire the data can be drastically re­
duced by more efficient data file handling and by use 
of a faster computer. Because the accuracy of the 
present measurement is limited by systematic rather 
than statistical errors, the number of co-added scans 
per spectrum can be reduced to speed up the data 
acquisition without seriously compromising the accu­
racy. In fact, faster data acquisition may improve 
accuracy by limiting the time over which system 
drifts can occur. Overall optimization in choice of 
sample pressure, scanning repetition rate, number of 
scans to signal average, and other experimental de­
tails should yield further improvements in accuracy 
and speed. It is expected that these and other improve­
ments in technique that we are now implementing 
will permit determinations of isotopic ratios to better 
than 0.1% for measurement times substantially 
shorter than 1 min, perhaps several seconds. This 
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laser technique permits isotopic ratios to be mea­
sured without the extensive sample purification re­
quired for mass spectrometric analysis; many of the 
commonly expected impurity gases can be present in 
the sample without adversely affecting the measure­
ment. By optimizing sample cell configuration, the 
amount of carbon required to make an isotopic ratio 
determination can be less than a microgram. The 
rugged, lightweight, and reliable TDL is ideally suited 
for use in instruments both in the laboratory and in 
the field. TDL spectroscopy should prove to be a 
useful technique for in situ measurements of isotopic 
ratios in such diverse fields as medical diagnostics by 
using expired C02 in human breath, petroleum explo­
ration, and planetary exploration missions. 
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Todd Sauke was supported by a National Research 
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