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ABSTRACT

REFINEMENT AND APPLICATION OF THE URBMET MESOSCALE
FLOW MODEL TO NEW YORK CITY

by James Cordova

The URBMET urban boundary layer model was improved in its lateral boundary
conditions, stable surface boundary layer formulation, and initialization procedure. New
lateral boundary conditions were based on the direction of the mesoscale forcing at the
boundary. A new stable Surface boundary layer formulation extended the range into the
stable regime for which model calculations could be made. Improved initialization proce-
dures tested new computer code for formulation, numerical, programming, and/or
roundoff errors.

The model simulated the time-varying coastal planetary boundary layer in the New
York City area for 9 March 1966. A parametric study consisting of two additional simu-
lations sequentially investigated individual effects from the city and local water bodies on
the New York City urban coastal environment. Model improvements enhanced the ca-
pabilities of URBMET to reproduce most of the important features of the New York City

urban coastal environment during sea breeze flow conditions.
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I. INTRODUCTION

The first three-dimensional numerical simulation of urban effects on mesoscale
flow patterns concentrated on inland cities. The first of these, Vukovich et al. (1976), re-
produced many observed features of the St. Louis temperature, horizontal motion, and
vertical velocity fields. Model sensitivity tests by Vukovich and Dunn (1978) identified
urban heat island (UHI) intensity and boundary layer stability as the controlling factors in
the development of urban induced circulations, while the results of Vukovich et al. (1979)
indicated that maximum ozone levels are found within UHI induced convergence zones.

Simulation of four successive days of St. Louis METROMEX data by Vukovich
and King (1980) produced results that generally agreed with observed urban meteoro-
logical patterns, except during periods of changing synoptic conditions that the model
formulation could not accommodate. Simulated vertical velocity distributions over St.
Louis obtained by Hjelmfelt (1982) were consistent with the hypothesis that observed ur-
ban precipitation and cloud anomalies were related to perturbations arising from UHI and
urban roughness effects.

Simulated St. Louis RAPS and METROMEX case studies carried out with the
NCAR mesoscale model by Seaman et al. (1989) used observations to obtain space vary-
ing initial conditions, as well as time and space varying lateral boundary conditions. Re-
sults showed reduced surface evaporation associated with urbanization as the most impor-
tant cause of urban-induced flow-field perturbations. The modeling study of Draxler
(1986) investigated UHI influences on nocturnal wind-flow patterns in Washington, DC.
Increased wind speeds and anticyclonic motion upwind of the city, as well as lee side cy-
clonic motions, resulted from enhanced vertical mixing as low-level air approached the

warm city center and became unstable.




While the above mentioned models used gradient transport K-theory turbulence
closure to study urban processes, Takano (1983) simulated Tokyo-area urban and coastal
flow patterns with a second order turbulence closure model. Urban influences were in-
cluded via physical parameters in the surface heat balance equation and via constant-in-
time anthropogenic heating of the lowest model grid level. Results reproduced both the
observed daytime UHI of 2 C° at 50 m and strong upward motion over the city. Modeled
sea breeze penetration correctly stalled for several hours over the city due to an UHI-in-
duced thermal low that produced a counter breeze on the inland city side. Modeled land
breezes were, however, poorly developed, due to the flat topography formulation.

The Tokyo area wind-flow model of Kimura (1985), however, used terrain follow-
ing coordinates, and provided input to a regional photochemical dispersion model. Other
applications of this model included estimation of climate effects from Tokyo Bay land fill
projects (Kimura and Takahashi 1990) and land-use effects 6n surface temperature distri-
butions in Tokyo (Kimura and Takahashi 1991). The later application used the scheme of
Kimura (1989), in which surface temperatures in grid areas with multiple land-use types
are calculated from surface energy fluxes weighted by the grid fractions covered by each
land-use type. Urban canopy layer processes were not addressed, since the model only
calculates surface temperatures for open areas.

A non-hydrostatic urban model was applied to the Munich area using data ob-
tained from the Stadtklime-Bayern experiment (Eichorn et al. 1988). Modeled winds and
temperatures generally agreed with observed values, except in densely built up areas
where differences were attributed to failure of the roughness length concept. A steady-
state, neutral flow, high resolution canopy layer model was developed to overcome the
above limitation. Results were presented for flows around and within a realistic building

arrangement.



While the above models use a primitive equation formulation, the URBMET urban
meteorology mode! uses a vorticity-mode formulation. The model originated as a two-
dimensional, vertical plane model to simulate flow patterns over a rough, warm, dry city
(Bornstein 1975). The model reproduced deceleration due to increased surface roughness
at an upwind urban edge, urban heat island-induced maximum wind speed at its downwind
edge, and weakened near-surface return flow downwind of the city. When a water vapor
conservation equation was introduced into the model by Bornstein and Robock (1976),
results demonstrated that excess anthropogenic moisture significantly increase urban
buoyancy and lead to intensification of urban breezes. Reichenbacher and Bornstein
(1979) studied impacts from synoptic-scale winds used as time- and space-varying upper
boundary conditions for mesoscale models. Results showed that interactions between the
downward and upward vertical velocities from the upper and lower boundaries, respec-
tively, did not cause numerical instabilities.

A simplified, one-dimensional version of URBMET was modified by Dieterle
(1979) to include long and short wave radiative flux divergence in the atmospheric energy
equation, and a soil layer that allowed the model to simulate surface and soil temperatures
from a surface energy balance. Soil evaporative flux values, as well as surface and soil
moisture values, were obtained using the Halstead parameter. Santhanam (1980) replaced
the Halstead parameter approach with a surface moisture balance equation to predict sur-
face and soil moisture values.

This version of URBMET was further modified by Fruehauf (1991) to include
large scale effects from a non-steady, specified upper boundary temperatures and from a
steady-state subsidence velocity profile, specified to linearly decrease from a uniform value
above the subsidence inversion base to zero at the surface. Results showed daytime at-
mospheric planetary boundary layer (PBL) height resulted from an imbalance between

surface convective effects and subsidence.



URBMET was extended to three dimensions by use of second vorticity and stream
function components (Bornstein et al. 1986); a higher order turbulence closure scheme
was also added. The new version was used to simulate urban effects on sea breeze flows
in the New York City (NYC) area (Bornstein et al. 1987a). The model was able to repro-
duced many observed features of rural and urban boundary layers during sea breeze and
non-sea breeze periods. Wind speed maxima developed offshore due to the reduced wa-
ter-surface roughness and to formation of (offshore) land breeze flows. Urban areas pro-
duced upwind regions of decreased wind speeds and downwind regions of increased wind
speeds. The decreased speeds resulted from the large urban surface roughness, while the
increased speeds resulted from flow acceleration over the UHI.

URBMET was transformed into the terrain-following TVM (for topographic vor-
ticity-mode) model by Schayes and Thunis (1990) and Schayes et al. (1995) using the ten-
sorial methods of Pielke (1984) and the sigmal coordinates of Clark (1977). It has been
used to simulate building barrier effects on sea breeze frontal movement over NYC
(Bornstein et al. 1993) and to model interactions between sea breeze, lake breeze, and
complex topographic flow regimes at Fos, France (Bornstein et al. 1995b). Recently,
Thunis (1995) has developed a non-hydrostatic version of TVM to simulate mountain and
gravity wave flows.

Output from URBMET simulations has also been linked to air pollution models. It
was used by Bornstein et al. (1987b) as input to the Eulerian-grid numerical urban disper-
sion mode! of Shir and Shieh (1974) to simulate sulfur dioxide dispersion patterns result-
ing from NYC point and area sources during sea breeze flow conditions. A similar linkage
by Pechinger and Seibert (1990) for Linz, Austria investigated contributions of industrial
point sources to local surface sulfur dioxide concentrations.

As part of the SEVEX project, TVM provided meteorological input for a Lagran-

gian Monte Carlo dispersion model. Resulting concentration libraries for toxic release



scenarios under a variety of meteorological conditions were installed at all major non-nu-
clear pint sources in Belgium as part of an operational emergency response system
(Schayes and Thunis 1990; Schayes and Moyaux 1992; Delvosalle et al. 1993).

TVM has also been used to provide meteorological input to Eulerian urban photo-
chemical models. When linked to the Urban Airshed Model (UAM)-IV by Rao et al.
(1993) and Sistla et al. (1995), concentration patterns from its wind fields better located
observed peak surface ozone concentrations downwind of NYC than those from observed
values interpolated via the Regional Oxidant Model (ROM)-UAM interface.

In a model comparison study, wind fields from TVM, RAMS (Tripoli and Cotton
1982), and MEMO (Flassak et al. 1992), as well as those from a diagnostic mass consis-
tent wind field model, were used as input to the California Institute of Technology (CIT)
urban photochemical model of Russell et al. (1988) for the APSIS study of Athens,
Greece. Results showed ozone concentrations produced from TVM wind fields were best
in reproducing the time and magnitude of observed daily ozone peak values (Grossi et al.
1995).

Whereas previous applications of URBMET were successful in qualitatively repro-
ducing mesoscale flow features, various areas of its mode! formulation need improvement.
In addition, none of these previous studies systematically investigated nonlinear interac-
tions between the urban and coastal processes affecting NYC flows. The current study
thus involves upgrades to the URBMET formulation in the areas of lateral boundary
conditions, stable surface boundary layer (SBL) formulation, and initialization procedure.
In addition, it presents results from a series of simulations in which urban and ocean

effects are sequentially eliminated.




2. BASIC EQUATIONS

The current study involves upgrades to the URBMET formulation in the areas of
lateral boundary conditions, stable SBL formulation, and initialization procedure. In addi-
tion, it presents results from a series of simulations in which urban and oceanic effects are
sequentially eliminated. Following is a summary of the formulations and assumptions used
in URBMET.

Three-dimensional, time dependent calculations of velocity, temperature, and (sub-
saturation) moisture in the PBL can be made with the URBMET model described by
Bornstein et al. (1987a). The model consists of three layers: a constant-flux surface layer
where mean field variables are one-dimensional and analytic, an upper finite differenced
layer where solutions to the thermodynamic and hydrodynamic equations for atmospheric
transport are numerically solved by finite differences, and a soil layer where temperature
and moisture content are also numerically solved by finite differences.

The PBL equations of URBMET are derived from the exact equations of motion
for a viscous, incompressible fluid in a rotating coordinate system. A set of restrictions is
exacted on the equations by assuming that: the atmosphere is shallow Boussinesq (and
hence incompressible) and hydrostatic, turbulence can be described by eddy coefficients
(O'Brien 1970), mean thermodynamic variables are defined as sums of several parts
(constant volume average, hydrostatic variability, synoptic forcing, and mesoscale forc-
ing), sub-saturation atmospheric moisture (q) is a conserved property, radiative flux diver-

gence (RFD) occurs only from naturally occurring gases, and potential temperature (9)

can be approximated by

0=T+Tz, (1)




where all symbols are defined in Appendix A.

After application of these assumptions, the PBL equations may be written in flux

form as
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®, d(ud) . &(vo) . &wo) _a
oz

ot

A
ot

ﬂ+ a(uv) N a(vv) . 6(wv) __1 Opum _ £

(u—ug)

ot

ox

oy

oz

p. Ox
2 2
+_a_(Km_a_u)+KH(_a_1:+a_1:)
0z oz ox* 0oy

uu)_*_é’(vu)_*_a(wu)=_iap_m_,_f

(v—vg)

ox

%

Oz p, Oy
2 2
+E(Km—al)+KH(a—Z —@—Z)
oz 0z ox* 0Oy
u, ov ow
0x 0Oy 0Oz

0= _i apM + (TM +Tn)

ox

2, &(uq) N &vq) N &(wq) _d

ot

oy

oz

Pa

ox

dy

Oz

oz 0,
2 2
(Kh@)+KH(a?+a?)+ 1 2Qy
0z ox” 0Oy p,Cc, Oz
aq) (62q 62q)
—| K, = |+Ky| —=+—
az( “9z) \ox* ey?)’
_1 op
p, f Oy
-1 op,
p,f Ox

¢))

3)

@

)

©)

Q)

®

)



define the x- and y- components of the constant geostrophic wind, respectively.

Equations (2) and (3) are recast by introduction of stream function and vorticity

vectors. The principal advantage of this is elimination of pressure from the equations of

motion. Use of the current stream function formulation is only possible with the incom-

pressible flows associated with shallow Boussinesq motions (Thunis and Bornstein 1995),

such as sea breeze flows and urban induced motions.

The velocity {)’ is related to the stream function vector ¥ by
§=Vx?,

in which
¥ = (¢.-v,0).

Consequently, velocity components (u,v,w) are given by

Relative vorticity Qs defined by

where its components (—£,(, V) are thus given by

(10

(11

(12)

(13)

(14)

(15)
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The hydrostatic assumption leaves only the two horizontal vorticity components (16) and
(17) remaining with only their vertical terms. Thus given (10) and by employing Gaussian

-3
elimination from £ and £, ¥ also simplifies to two horizontal components:

0 0*
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Dynamical equations for £ and £ can be obtained by differentiation of both (2)

and (3) with respect to vertical coordinate z. Pressure can be eliminated by differentiation

of (5) with respect to x and y, and by combination of the resulting equations with those for

€ and C, respectively. The procedure yields the following vorticity equations:
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Advantages of the current hydrostatic vorticity formulations include:

e Density and pressure drop from the shallow-convection dynamic equations.
The upper boundary condition on pressure is not well posed in primitive equa-
tion models, and frequently is a source of instability that generates waves ex-
traneous to desired solutions.

e The current shallow-Boussinesq vorticity approach gives better insights into
thermodynamic and dynamic processes producing mesoscale flows, as the
horizontal 6-gradient terms produce vertical circulations.

o Finite differences introduce discontinuities into parameter distributions. As
vortices must be integrated in space to obtain velocity fields, the order of the
discontinuities is reduced by one; hence smoother velocity fields result.

o The square of vorticity (i.e.. enstrophy) should be a conserved property in any
mesoscale model, and thus Tripoli (1992) has reformulated the advection terms
in RAMS into vorticity mode.

¢ All nonhydrostatic effects are automatically included in a vorticity mode model
when the curl of the three-dimensional vector momentum equation is taken;
some primitive equation formulations include nonhydrostatic pressure in the
vertical pressure gradient term, but ignore it in the buoyancy term (Thunis and

Bornstein 1995).

10



Limitations of the vorticity approach include:

e The vorticity approach requires an additional diagnostic integration to recover
velocity components from calculated vorticity and stream function values.

e The current hydrostatic formulation only considers the vertical shear compo-
nent of the two horizontal vorticity components, while it ignores the contribu-
tion of the horizontal variation of vertical velocity to these components. This
assumption produces vertical velocity profiles that reach maximum values at
the middle of the PBL and then remain constant with height above this level,
unless a return flow region exists aloft. This effect does not significantly alter
other predicted fields, except in regions of strong vertical velocity, where the
hydrostatic formulation fails anyway.

URBMET employs a numerical scheme derived from the fractional step method
described by Bornstein (1975) and Bornstein et al. (1986). Transport equations are solved
by sequential integration of the one-dimensional advection equations, the one-dimensional
diffusion equations, and finally the body-force/source terms.

Finite-difference calculations are performed on a non-uniformly spaced, three-di-
mensional, staggered (interlaced) Arakawa-C grid (Fig. 1), in which velocity components
are located at the geometric centers of appropriate cell faces, vorticities are defined on cell
edges above and below their corresponding horizontal velocities, and scalar quantities (0
and q) are located at cell geometric centers, representing volume averages.

URBMET employs donor-cell differencing for advection. While this scheme pos-
sesses many good attributes, it does introduce a significant artificial viscosity. Future ver-
sions of URBMET should investigate use of one of the newer non-damping schemes. All

other terms are solved by forward-in-time, centered-in-space differencing.
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3. MODEL UPGRADES

The following sections present current upgrades to the URBMET formulation in
the areas of lateral boundary conditions, stable SBL formulation, and initialization proce-

dure.
a. Lateral Boundary Conditions

Lateral boundary condition formulation in mesoscale modeling is a subject of con-
tinual investigation, because no one approach works well in all conditions. Results from
previous versions of URBMET displayed numerical instabilities related to their lateral
boundary condition formulations when sea breeze fronts moved to a previous inflow
boundary. The current investigation thus included the reformulation of the URBMET lat-
eral boundary conditions in a manner consistent with the flux formulation of its prognostic
equations.

Horizontal boundary conditions should be both physically and mathematically
consistent, and should not introduce numerical instabilities (or noise) into the model do-
main at either inflow or outflow boundaries. No existing formulation, however, has been
able to simultaneously satisfy all three of these requirements. In a given application, these
problems need to be minimized.

As lateral boundary-condition formulation is still problematic in mesoscale model-
ing, and as URBMET is cast in flux form, a set of flux boundary conditions for application
in prognostic shallow mesoscale meteorological models is proposed. According to Thunis
and Bornstein ( 1995), mesoscale motions are those in which the Coriolis force is large
enough to determine rotational direction, but small enough to be assumed latitude inde-

pendent. Such motions originate at the surface and are generally confined to the PBL.

12



The following concepts apply to all parameters at all non-rigid lateral and horizon-
tal boundaries for all grid configurations and spacings. For simplicity, however, only x-
direction inflow and outflow boundary conditions are discussed for 6 on a uniformly
spaced version of the currently used Arakawa-C grid shown in Fig. 1.

The x-direction “closed” lateral boundary condition used in previous versions of
URBMET (Bornstein et al. 1987a) was

95—:0, x=x__andx

23
ax min max ? ( )

where A is any parameter. This condition implies constant parameter values across both
inflow and outflow boundaries, i.e., mesoscale perturbations therefore can not cross such
boundaries. Any term in the finite differenced version of the conservation equation for A
that involves a horizontal gradient of a function containing A that produces a non-zero lo-
cal change in A at either lateral boundary will thus violate of the intent of (23). Applica-
tion of (23) produces two-dimensional vertical-plane solutions in each lateral boundary
plane and one-dimensional vertical-profile solutions in each of the four domain corner grid
columns.

As discussed above, URBMET uses a flux-formulation, three-dimensional
Arakawa-C staggered grid, and a constant horizontal diffusivity. At western 8-boundary
grid points (Fig. 2) for inflow conditions, Bornstein et al. (1987a) gives the following fi-
nite differenced approximations for the advection (via a Donor cell upwind algorithm) and

diffusion (via centered differencing) of 0, respectively:

Zel - 1e
2] fpeo] Lkleds

2
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K (92}; _e’%J _K](elx‘ezj
2
[6FD] _[a(Kae)] Ax ), Ax )|
1%

Ax

=K Bay =0y 0. (25)
(Ax)°

The centered-differenced Boussinesq term in vorticity equation (21) is also given as:

e /_e
g(@) 8% 7% o 26)
o,\ox/, 0, Ax

a

With outflow conditions at this boundary, (25) and (26) do not change, but (24) becomes

R R

Consistency with condition (23) for both u and 6 implies that all three of the above
terms should equal zero at both inflow and outflow boundaries, but only the finite differ-
enced Boussinesq term fulfills that criteria, i.e., all © values west of the first known value
at grid point 1'% are assumed equal to that value. Thus 6,, equals 8,,, in (26).

The non-zero value of the finite differenced advection term, which is mathemati-
cally inconsistent with (23), arises due to the flux formulation of all advection terms in the
model. The zero horizontal gradient for © (Fig. 2) does not produce zero advection for
inflow conditions, as du/0x is not zero, i.e., interior velocity u, does not equal boundary
velocity u,. For outflow conditions, u, is again unequal to u;. Note that the following

non-flux, first order advection formulation would be mathematically consistent with (23)

e 1 _e
(u@) = u,(—%—%—) =0, (28)
0x 1 Ax
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as only equality between 6,,, and 0, is required in (28).

Computed non-zero finite differenced diffusion terms in URBMET from (25) at
both inflow and outflow boundaries are also mathematically inconsistent with boundary
condition (23). This inconsistency occurs, as (68/9x), in (25) involves interior points
not influenced by the boundary condition (Fig. 2).

Non-zero advection and diffusion values are, however, only physically inconsistent
at inflow boundaries, as this implies mesoscale influences can penetrate into the model
domain in violation of the assumption that external topography is horizontally homogene-
ous. Such non-zero values are not physically inconsistent at outflow boundaries, however,
as mesoscale influences can leave the domain and move over the assumed horizontally
homogeneous external topography.

Use of large fetchs downwind of internal surface discontinuities would allow re-
sulting mesoscale perturbations to dampen before they encounter a downwind boundary.
In complex terrain simulations, however, it is frequently impossible to place lateral
boundaries far from significant topographic features, and hence imposed boundary condi-
tions must allow mesoscale perturbations to leave the domain without creation of numeri-
cal problems.

In summary, the mathematical intent of old URBMET lateral boundary condition

(23) to prevent mesoscale perturbations from crossing any lateral boundary was first sub

verted at both inflow and outflow boundaries by use of flux formulation advection terms.
This intent will also always be subverted at both inflow and outflow boundaries with use
of finite differenced horizontal diffusion terms. It was thus necessary in the original ver-
sion of URBMET to arbitrarily assign zero values to advection and diffusion terms at any

inflow or outflow lateral boundary, and thus not to evaluate their finite differenced ver-
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sions. This introduced inconsistency, as computed finite differenced values would not
have been zero.

Finally, the original intent of (23), to prevent mesoscale perturbations from cross-
ing any lateral boundary, is reasonable only for inflow boundaries. For outflow bounda-
ries, mesoscale perturbations should numerically exit the computational domain, which
physically exist, even over an assumed homogeneous terrain downwind of the domain.

The new lateral boundary conditions in URBMET are thus specified, not on basic
prognostic parameters, but on their advective and diffusive fluxes. In addition, different

conditions are applied at inflow and outflow boundaries, i.e. at the former,

o
ox

(FA)=56;(FD)=O, atx =Xp,. (29)
These conditions still produce closed inflow conditions, consistent with the assumed hori-
zontally homogeneous upwind terrain. The finite difference approximations for both the

x-direction advection and diffusion of 6 [(24) and (25), respectively] are thus again arbi-

trarily set to zero, as with the old boundary conditions. A zero value for the finite differ-
enced Boussinesq term still results at inflow boundaries, even though upwind differencing
is now used for this term, e.g. at the western boundary (Fig. 2)

g 69) g 6, -9,
LX) _8 =0. 30
0, (ax , 6, Ax (30)

Since only diffusion is a second order operation, a second computational boundary
condition is allowed only on this term; hence, open conditions exists for the advection and
Boussinesq terms. Numerical evaluation of these terms produce non-zero mesoscale per-
turbations that exit outflow boundaries. The following new closed outflow boundary

condition is thus only applied to F:
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Z(F)=0, atx=Xau. @1

The grid configuration for 6 under northwesterly flow conditions is shown in Fig.
3. Note that, while (29) and (31) produce two-dimensional vertical plane solutions in in-
flow planes, solutions in outflow planes are thus quasi three-dimensional due to the non-
zero advection and/or Boussinesq terms directed perpendicular to the boundary. Inflow
corner vertical grid-columns are still one-dimensional, but outflow corner columns are also
quasi three-dimensional. Note that "transitional" corner grid columns at the intersections
between horizontal inflow and outflow boundary planes only have non-zero horizontal de-
rivatives perpendicular to their outflow plane.

As the outflow finite difference version of (31) at the western boundary is still the
same as with (25), diffusion must again be arbitrarily set to zero at outflow boundaries.
The finite difference approximation for the Boussinesq term at the western boundary for
outflow conditions is

g |0 go,-6,
BIX) _ BV, 32
ea(ax)1 0, Ax (32)

This term is now non-zero with upwind differencing, as it involves unequal 8, and 6, val-
ues. The corresponding Donor cell finite difference equation is still given by (27), but the
new formulation keeps resulting non-zero advective flux-divergence values.

Comparison of the advantages and disadvantages of the new and old horizontal
boundary conditions (Table 1) shows that for inflow cases, the two sets of conditions are
identical. The advection and diffusion terms must be forced to zero in both cases for con-
sistency with the assumption of horizontally homogeneous upwind external terrain, but the

Boussinesq term is zero in both cases without any assumptions.
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Comparison of outflow conditions shows zero diffusion values imposed in both the
old and new cases. The old boundary condition, however, overspecified the first-order
advection and Boussinesq terms, for which conditions can only be applied at inflow
boundaries. The new outflow condition, however, is applied neither to the advection term
(consistent with its mathematical order) nor to the Boussinesq term (as the new condition
is applied only to fluxes). The new upwind differencing scheme for the Boussinesq term
thus correctly produces zero values only at inflow boundaries. Overall, therefore, the new
horizontal boundary conditions are an improvement over the old formulation, as they are
second order for diffusion and first order for advection, which allows mesoscale perturba-
tions to advect out of the domain under outflow conditions.

The current formulation also clarifies the proper boundary conditions when synop-
tic and mesoscale forcings at lateral boundaries are either complementary or in opposition.
All six possible perpendicularly directed mesoscale and synoptic boundary flow combina-
tions are shown in Fig. 4, in which the direction and magnitude of the mesoscale forcing at
8-grid point 1% can be determined by subtraction of the vector wind at grid point 1 from
that at grid point 2. The Strong Outflow and Weak Inflow cases have outward directed
mesoscale forcings; the Weak Outflow, Strong Inflow, and Divergent Flow cases have in-
ward directed forcings; while the Convergent Flow case has no mesoscale forcing.

Based on the obvious criterion of an outflow wind direction at grid point 1, open
outflow boundary conditions (in which mesoscale perturbations would be allowed to exit
the domain via computed non-zero values of the above discussed finite differenced terms)
should be applied for three of the cases (Fig. 4). The current formulation, however, pro-
poses that closed inflow (i.e., zero valued mesoscale perturbation) boundary conditions
should be applied only at one of these three, i.e., Weak Outflow case. As its mesoscale
forcing is inward directed, it would therefore be incorrect to compute a non-zero inward

directed mesoscale perturbation. Such a perturbation would reflect back into the domain
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against the outflow lateral boundary velocity, and would thus create extraneous destruc-
tive numerical wave-like perturbations. This criterion cannot be applied to the (outflow)
Divergent Flow case because its mesoscale influences must (for mass consistency) move
inward as well as outward.

Likewise, again based on the obvious criterion of an inflow wind direction at grid
point 1, closed inflow boundary conditions (in which mesoscale perturbations would not
be allowed to enter the domain via assumed zero values of the above discussed finite dif-
ferenced terms) should be applied for the other three cases. The current formulation pro-
poses, however, that closed inflow boundary conditions should be applied only at one of
these three, i.e., the Strong Inflow case. Of these three cases, only its mesoscale forcing is
inward directed, and thus must be suppressed to prevent violation of the assumed upwind
horizontally homogeneous terrain. This suppression cannot be applied to the Convergent
Flow case because its mesoscale influence results from interior as well as exterior bound-
ary influences. This suppression also can not be applied to the Weak Inflow case, as its
mesoscale forcing is outward directed. If prevented from leaving, a build up of energy
would result at the boundary.

In summary, as Fig. 4 shows, clarification of the concept of "strong" versus
"weak" inflow and outflow cases produces new lateral boundary conditions based only on
the direction of its mesoscale forcing, not on the direction of the resultant (large scale plus
mesoscale) boundary flow. Only for the "strong" inflow and outflow cases (mesoscale and
large scale boundary flows in same direction) are the inflow and outflow boundary condi-
tions applied, respectively. For the corresponding "weak" inflow and outflow cases
(mesoscale and large scale boundary flows in opposite directions), outflow and inflow
boundary conditions are applied, respectively.

New boundary conditions (29) and (31) also impact vertical velocity w values,

given by,
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ou oOv
= 4+ . 33
w (ax + ay] dz (33)

0

Effects of the new conditions on the calculation of w for all inflow, outflow, and corner
grid points for the northwesterly flow case of Fig. 3 are shown in Table 2. As described
above, the new conditions produce two-dimensional vertical plane solutions at all inflow
horizontal boundaries and only quasi (because of the zero-valued horizontal diffusion
term) three-dimensional solutions at outflow horizontal boundaries.

All horizontal gradients are zero at the inflow corner point, producing a zero w-
value. For the East to West and North to South inflow boundaries, y-and x~ derivatives
are zero, respectively, and thus w is calculated from only du/éx and 8v/dy, respectively.
For the East to West and North to South outflow boundaries, neither gradient is zero, and
hence w is calculated using both terms in (33); this is also true for the outflow corner grid
point. Inflow conditions take precedence at both transition corner grid points, i.e., w is
calculated from du/0x at the NE point and from dv/dy at the SW point.

In summary, even though the new lateral boundary conditions are posed on flux
quantities, imposed simplifications in solution dimensionality result in the elimination (for
consistency) of terms in the correct calculation of w values at various lateral boundary grid

points.
b. Stable Surface Boundary Layer
Monin-Obukhov similarity theory is used in mesoscale models to scale both non-

neutral surface boundary layer (SBL) turbulent fluxes and mean wind speed, temperature,
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and specific humidity gradients. Atmospheric stability is determined from the Monin-

Obukhov length L, given by

L= 2. (34)

In an unstable SBL, L is the level at which buoyancy production of turbulent kinetic en-
ergy (TKE) first becomes greater than shear production, while in a stable SBL it is the
level at which shear effects on turbulence are overwhelmed by buoyancy destruction.

SBL vertical gradients of U, 6, and q are given, respectively, by

6U Uy &

35
az Ed)"' (35)
00 9.
3 -—¢h (36)
Z
dq 9
6“ *¢h, 37)
YA

where d): and d): are nondimensional atmospheric stability functions of zZL . Note that

the two thermodynamic functions are assumed equal. Prandlt turbulent mixing length £ is

given by

L=k, z, (38)

where the von Karman constant k, is generally taken as 0.4. As the above gradients be-
come unbounded at the surface, numerical models frequently use the following alternative

expression for £:

L=k, (z+z,). 39
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The resulting dimensionless ratio

z+zy (40)

thus produces bounded surface gradients.
Monin-Obukhov (1954) proposed that both non-dimensional stability functions be

given as

¢ =0, = :=1+B(iz:), —0.03<E<<1 41)

for a "close to neutral" SBL.

Analysis by Businger et al. (1971) of the Kansas data set lead to derivation of une-
qual expressions for d)",:l and d): and to a k, of 0.35. In addition, the ratio of the eddy
heat and momentum diffusivities under neutral conditions was calculated as approximately
1.35, as compared to its generally accepted value of 1.0. The new value arose as their

neutral d): did not equal 1.0, but was 0.74.

Unstable condition stability functions were given as

1
* z\ |4 z
(bm =|:1—15(i—):| N f<0 (42)
1
oF =o.74[1+9(%)] 2 %<o, (43)

while stable condition expressions were

or = 1+4.7(%), {->o (44)
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br =074+47 (’9 , §> 0. (45)

URBMET originally employed the above Businger et al. stability functions; however, for
stable conditions, simulated turbulence values decreased too quickly because the functions
grew rapidly beyond /L =0.5.

To demonstrate why turbulence is suppressed in stable regimes, (41) can be rewrit-

ten in terms of Richardson number Ri:

0. (aU/oz)
Under stable conditions,
z_ R @7
L 1-BRi
and thus (41) becomes
¢* =(1-BRi)" . (48)

Buoyancy destruction of turbulence in stable conditions overcomes shear production at

the critical Ri, which from (48) is given as
Ri.=p"=02. (49)

In terms of z/L, (47) and (49) show the corresponding critical z/L value as

@) -
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Shir and Bornstein (1977) discussed techniques to extend the region of applicabil-
ity of (44) and (45) to greater z/L values. They noted the variety of methods used by PBL
modelers to prevent turbulence form dying so quickly (i.e., at Ri = 0.2). The finite-differ-

enced version of (46)

Ax

[ -B_Ax
R 6D

shows Ric (and hence B) as both functions of layer depth Az. The most common method
thus employed by modelers (whose vertical grid spacings can range up to 100 m) is to use
values of B smaller than those derived from short (16 m) tower observations, i.e., McPher-
son (1970) used a value of 0.03, Neumann and Mahrer (1971) used 0.3, and Estoque
(1961) used 1.0.

A first attempt to develop stability functions valid for more stable conditions was
that by Webb (1970), who analyzed the data from O'Neill and Australia (at Kerang and

Hay). He proposed equal stability functions given as

o* = 1+5.2(9, Za (52)

=1+8, 1

IA

N
IA
(2,

(33)

Note the proposed extension beyond (z/ L) = 1 produces a new log-law regime.

Clarke (1970a) extended the Webb results to more stable conditions (using the

same Australian measurements) via an integral function. Carson and Richards (1978) re-

cast this function in terms of the following d)* :
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1+5(5)
* L z

b 1+ o.oo79(-lz:) [1 + 5(9] A .
1+5 1<Z. (55)

1+ 0.0079(5) [1+5]
L

The low k_ value proposed by Businger et al. probably arose from instrument in-
adequacies (Hogstrom 1988). Based on observations from Sweden, he concluded that k,
=0.4 + 0.01, and that the neutral-stability heat to momentum eddy diffusivity ratio was
0.95 £ 0.04. From these results, he then derived the following new stable regime equa-

tions for cb: and ¢;,

o = 1+6(9, %s 0.5 (56)
oF =1+ 7.8(9 , %s 0.5. (57)

No relationship was given for /L > 0.5 (because of a scarcity of data), but he did note
that values started to level out within the range of 0.5 < z/L < 1, consistent with (52).
The equations of Hicks (1976), also modified by Carson and Richards (1978), did

extend the Businger functions out to more stable values. Hicks had indicated that it was

possible that ¢; = 2d): in extreme stable conditions, but this relationship could not be

confirmed. Carson and Richards thus assumed that d); and d): were equal and given by:

* Z Z
=1+5(—) , 0<Z<0s5 58
: z z (58)
-1 -2
=s—4.25(3) +(E) , 05<Z<10
L "\L T (59)
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o* =o.76(9 , 10<—Izj : (60)

Using data from Cabauw (The Netherlands), Holtslag and DeBruin (1988) fit a

single function to (58) to (60), which (in the form of the integrated correction to the log

\1/: =—[B,(3 +B2[f—%) exp(—B43+BE—f’3] . (61)

When differentiated by Martien (1991), (61) gives

law \4/;': )is

YA
-ﬁ-;i

¢:=¢:=1+Bl{‘+32%(1+53_34"z:)e (62)
Holtslag and DeBruin stated that because of intermittent turbulence in the nocturnal
boundary layer, (62) produces less reliable results for z/L > 7.

Stability function extensions discussed above are summarized in Table 3 and plot-
ted in Fig. 5. Note that the Businger et al. (1971) function rises rapidly, while the others
start to level out at z/L = 1. While the Webb (1970) and Hégstrém (1988) functions be-
come constant at z/L = 1, the Clarke (1970a) function actually decreases for z/L > 1. The
transition points of the Carson and Richards (1978) functions are clearly visible at z/L. =
0.5 and 10. The single function of Holtslag and DeBruin (1988) is very similar to Carson
and Richards, but without any sharp transition points. The stability functions in (58)
through (60) were adopted in the current simulations, as (62) was unknown to the author -
at the time. It will be incorporated into URBMET in the future because of its ability to

handle a wide range of stabilities with a single smooth function.
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c. Initialization Procedure

Initialization of URBMET involves two phases. The first is an error analysis pro-
cedure in which new computer code is tested for formulation, numerical, or programming
errors. The test consists of the executing the full three-dimensional model equations over
an assumed homogeneous terrain, and verifying that all vertical velocity values across the
domain still compute as zero. The second phase consists of computing a neutral stability,
steady-state solution of the full three-dimensional model equations over a prescribed dis-
tribution of surface roughness zy(x,y). After completing this phase, the actual non-neutral
simulation begins with a "spin-up" period.

Errors can be introduced during code development from any of the following:
coding, specified boundary conditions, and use of a staggered grid, non-uniform grid
spacings, and time splitting. Eliminating these errors during Phase 1 of the URBMET ini-
tialization procedure may not ensure a non-zero vertical velocity field over an assumed
horizontally homogeneous topography due to effects from computer roundoff.

Use of w as the Phase 1 benchmark-parameter is logical, as it is calculated at the
culmination of the model solution procedure. Vertical velocity values should be uniformly
zero over homogeneous terrain, as shown by (33). Non-zero w-values will result from
any error that produces non-zero gradients in u or v over homogeneous terrain. This fur-
ther corrupts the horizontal wind field via the third term on the right-hand sides of (21)
and (22).

Computer roundoff errors in URBMET arose from its numerical averaging and
differentiation algorithms, which are ﬂoating point operations for non-integer numerical
procedures. Any real number according to Goldberg (1991) can be represented in floating
point form, with base B (always assumed even) and precision P (number of significant

digits). The general form of a floating point number is thus
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#(dy B+d, B +--+d,, BVV)B, 0<d, <B, (63)

where e is the exponent, whose boundaries are discussed below. Floating point numbers

are often normalized (0 < d, < B) to ensure standardization of representation. For ex-

ample, for B =10 and P = 4, the number 0.1043 is represented as

[(1 x10°)+(0x1071) +(4x102) + (3 x 10'3)] 107, (64)

whose normalized form is 1043 x 10™!. Without normalization, 0.01 043 x 10' also repre-
sents 0.1 043.

Goldberg states that most real numbers cannot be exactly represented by the fixed
number of binary digits computers use to store a real number. This occurs, for example,
when the absolute value of a real number is beyond the range that can be represented by
the computer, i.e., either larger than B x B® or smaller than 1.0 x B®mi» | where e,,q, and
emin are the largest and smallest representable exponents, respectively.. Note that e, and
€min are dependent on “bit number,” as discussed below. These occurrences are referred
to as overflow and underflow, respectively.

This also occurs when the real number lies between two consecutive representable
numbers (Burden and Faires 1985). Consider for example, the computer representation of
a floating-point number by a hypothetical binary (B = 2) machine that consists of a: 1-digit
(bit) sign indicator (O for positive and 1 for negative numbers), 4-bit exponent, and 9-bit
mantissa (fractional part of number). Such a small mantissa, of course implies a coarse
interval between representable numbers. The 4-bit exponent has a range of 0 to 16, but
actually must be -8 to +7 (including zero) to allow for numbers smaller than +1.0; thus the

computer subtracts 8 from all exponents.
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Binary machine numbers can also be normalized by setting the first mantissa bit to
one. Consider for example, the following number represented within the above hypotheti-

cal computer:

[0 1110 [ 100000010 ], (65)

where the number is positive (indicated by lefimost 0 bit) and normalized (indicated by

leading 1 in mantissa). The exponent (1110) is equivalent to decimal number

(1x23)+(1x22)+(1x2’)+(0x2°)=14 , (66)

while the mantissa (final 9 bits) is
1 x(1/2)°]+[ox(1/2)‘]+[0x(1/2)2]+[0x(1/2)3]+[ox(1/2)“]+
[ox (1/2)°]+[ox (1/2)°]+[1x (1/2)"]+[ox /2] . (67)

Given the values in Appendix B, this is equivalent to decimal number

ar2)° +(1/2)"] 2" * = 645 . (68)

The next smallest binary number

[0 11101 100000001 ] (69)

corresponds to decimal number

a2y’ +(12)°| 2" = 6425, (70)

while and the next highest binary number
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[ 0] 11i0 [ 100000011 | (71)

corresponds to decimal number

|072)° +(172)" +(1/2)°] 2% = 6475 . (72)

Binary numbers in this example thus have an interval between representable num-
bers of 0.25. For a given mantissa size, however, this interval decreases as exponent
magnitude decreases (Fig. 6).

To ensure that any non-zero representable number is approximated by the closest
representable number, computers have special registers with extended mantissas to allow
for temporary storage of more precise numbers. Any number subsequently transferred
into a permanent register is thus an approximation of the temporary extended-precision
number. The approximation is obtained by a rounding process that involves a chopping
step, in which the extra bits in temporary registers are eliminated. For example, if a com-
puter has three extra bits in its temporary register, then the non-representable number

64.95 would be approximated by

£ 01110 [ 100000011111 ], (73)

which in decimal form (Appendix B) is

[/2)° + (/2) +(1/2)° + (172 +(1/2)" +(1/2)"]2"* = 6496875 . (19)

Rounding evaluates the temporary bits to determine if the resulting binary exten-
sion is greater than, equal to, or less than the mid-point of the interval between the adja-
cent two representable numbers. If greater, the computer increments the extended man-

tissa by 1, and chops the temporary bits. When less, only chopping occurs. Note, com-
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puter engineers decide which procedure to carry out when a temporary binary number
equals a mid-point value.

In the current example, the mid-point value is

0] 1110 ] 000000000100 |, (75)

which corresponds to the decimal number 0.125. In binary representation, the input num-
ber 64.95, initially approximated by (73), has three final mantissa bits with a value greater

than the mid-point value of binary number 100. Adding 1 to the mantissa produces

[0 1110 [ 100000100000 ]. (76)

Chopping drops the temporary three bits, and results in binary number

[ o] 1110100000100} . an

Its decimal equivalent,

[072)° +(r2)| 2 = 650, (78)

is only 0.05 more than the original input value. The resulting error is called round-off.
Since most real numbers cannot be exactly represented by the finite number of
computer binary digits, inputs and/or calculations usually involve inexact representations
of intended values, e.g., consider the addition of nonrepresentable 64.47 and representable
0.25 on the current hypothetical computer. For simplicity, decimal equivalents of the bi-
nary numbers will be used. Since 64.47 is not exactly representable, it will be approxi-
mated (via rounding) by the nearest number: 64.50. The sum of 0.25 and 64.50 thus pro-

duces an error of 0.03.
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A coding application of the knowledge that only some real numbers are represent-
able on any given computer is to make floating-point logical tests with mathematical inter-
vals rather than absolute values. Computers have built-in safeguards to minimize round-
off errors. Programmers are thus faced with devising methods to deal with remaining er-
rors, which unchecked can grow and propagate to destroy a numerical solution.

Problems also result when a uniform parameter field does not yield either zero
gradients or average values equal in magnitude to the constant value. Such computer
roundoff errors in averaging and differentiation schemes in URBMET were identified and
eliminated as follows.

An x-direction averaged u-value at point i, for example, is given by

0,(i)= Axg (ili(: (J;)llz i:,z §i) u(i) , 19)
where
Axg (i) = x(i + 1) - x(i) (80)
Axy (i) = x(i) - x(i - 1). (81)
In a uniform grid:
Axg = Axy = AX, (82)
u,(i)= “(L%tﬁ : (83)
When no gradient of u exists,
u(i +1) = u(i) = u(i), (84)
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which results in

u, (i) = 1().. (85)

With the non-uniform grid of URBMET, computer roundoff could lead to

u, (i) =[ Axg _Axw :|ﬁ(i) %0, (86)

Axgp +Axy  AXg +Axy

when the sum of the two weights in (86) do not sum exactly to unity. This would result

due to computer roundoff error describe above, when (Ax; ), and/or (Ax,, ). are not rep-

resentable numbers. The solution to this problem is to set
up(i) = ﬁ(i) , if u(i + 1) = u(i) (87)

at all such averages within the code.
The second problem area involved derivatives on the non-uniform URBMET grid,

e.g., the x derivative for 6 is given by

() =000+ + W, -60)- Wa(i)-8-) (59)
where
W)= AXE@)[Aii“ESl o) ®
0" et
()= Axw(i)[Ai?((a;)+ 0] .
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In a uniform grid, described by (82):

W,(0) = Wy(i) = —,

2Ax
(92)
W,(i)=0.
When no gradient of 6 exists,
o _o(i+1)-6G-1)_ -
ox 2Ax
if
8(i+1)=6(i-1)=0. (94)

With the non-uniform grid of URBMET, computer roundoff could lead to a nonz-

ero derivative in (93) if

W, (i) = W;(i)
' (95)
W, (i)=0
and
Eg.'xi = [W,()+ W, () -w,(@)]e =0, (96)

when W;(i), W2(i), and/or W3(i) were again non-representable numbers. The solution to

this problem is to set

=0, if8(i+1)=6(i-1)=86() (97)

P&
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at all such derivatives within the code.

The first step of Phase 2 of the URBMET initialization procedure involves con-
struction of a vertical analytical PBL Ekman wind spiral profile from constant specified
values of I_Jg, eddy viscosity K, and PBL height. Above-PBL winds are set equal to ﬁg.

The next step involves calculating an equilibrium, one-dimensional, numerical so-
lution of the horizontal-momentum equations over each surface grid point, starting with a
prescribed distribution of zo(x,y) and the above mentioned Ekman spirals. Equilibrium is
reached when the maximum horizontal acceleration over the domain becomes smaller than
a prescribed value.

The three-dimensional phase of the initialization procedure involves calculating
equilibrium solutions for vorticity (21) and (22) over inhomogeneous terrain (including
advective effects), starting with the above mentioned one-dimensional equilibrium solu-
tions. Three-dimensional equilibrium is reached when the maximum vertical acceleration
over the domain is smaller than a prescribed value.

The last step of this phase is to “spin up” the model using the complete set of
three-dimensional, non-neutral, equations for about six hours preceding the start of the
period of interest to allow for damping of noise resulting from initiating the non-neutral
solution.

In summary, this section discussed numerous upgrades to the URBMET model as-
sociated with three areas of its formulation: lateral boundary conditions, stable SBL for-
mulation, and initialization procedure. The following section shows results from the ap-
plication of the new version of the model, but does not attempt to relate improvements in

its results too any specific upgrade.
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4. RESULTS

The date 9 March 1966 was selected for simulation because sea breeze frontal de-
velopment was documented by a significant amount of observational meteorological data.
The simulation was begun at 1800 LST on the previous day to allow for model “spin up.”
Model input parameters are summarized as follows: grid point locations (Fig. 7 and Table
4), land-type parameters (Table 5), constants (Table 6), and parameters (Table 7).

Flow conditions in the NYC area throughout 9 March were dominated by an anti-
cyclone located NW of the area. This produced northwesterly geostrophic winds through-
out the day. Note that, while this flow was used as the constant upper boundary condi-
tion, the model produced wind fields at the lateral boundaries consistent with (29) and
(31).

The three simulations carried out consisted of an initial run that included all urban
and ocean areas, a run in which all urban areas were eliminated, and a run in which the
Atlantic Ocean and Long Island Sound (LIS) were eliminated. Thus, impacts associated
with each of the main forcings are sequentially investigated. Results were compared to the
observational analysis in Bornstein (1987), the two-dimensional URBMET simulations of
Bornstein (1975), and the three-dimensional URBMET simulations of Bornstein et al.

(1987a), whose domain was smaller than currently used.
a. Run 1

Simulated 0600 LST winds were offshore due to a combination of the geostrophic
and land breeze flows (Fig. 8). Horizontal flow vectors at the lowest finite differenced

grid point (50 m) also show an offshore acceleration due to reduced surface roughness

over the water. A slight turning of the flow and an offshore confluence are also seen
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downwind of the city in the southeast domain corner. This confluence, due to urban ef-
fects (as will be seen in Run 3 results), was not seen in the results of Bornstein et al.
(1987a) because the current domain is extended to the south and east.

Total horizontal wind speed values U at 50 m (Fig. 9) double in magnitude in both
offshore regions (Ocean and LIS), with strong gradients along shorelines. Urban influ-
ences are evidenced by the curves in thc 2 m/s isopleth over the urban center, in which an
UHI induced maximum speed area is located NE of a roughness induced minimum speed
area. The near-shore bow of slower values SE of the urban center is due to advection of
its roughness effect, while the larger downwind offshore bow of low speeds is due to the
urban induced confluence of Fig. 8. These urban influences (without the complicating ef-
fects of local water bodies) were found in the two-dimensional simulations of Bornstein
(1975), in which the roughness effect led to reduced speeds over upwind urban grid points
and in which the UHI effect produced high values over downwind urban areas. These re-
sults are consistent with observed speed changes found by Bornstein (1987) along stream-
lines passing through the center of NYC.

The horizontal extent of each urban influence region is unclear in these Run 1 re-
sults, because they interact with water-body induced accelerations in regions NE and S of
the city. In the small-domain results of Bornstein et al. (1987a), the urban and LIS
maxima were not separate as in the current results. Individual effects will be clarified in
the Run 3 results, when water bodies are not included in the simulation.

UHI accelerations are not apparent at 525 m (Fig. 10), which shows roughness-in-
duced minimum speeds both over the urban area and in the downwind bow . Note that
the LIS-induced maximum does not extend to this level, but that the ocean-induced maxi-
mum is still present in the area in which the two-dimensional simulations of Bomstein'

(1975) showed an UHI induced maximum. This point will be further explored in Run 3.
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Concurrent vertical velocities at 400 m (Fig. 11) show maximum rising motions
over the city (1.75 cm/s) due to its roughness-induced deceleration and in the downwind
urban-induced confluence plume. Much of the downward motion surrounding this up-
ward motion is due to offshore acceleration, but some is also due to UHI acceleration, as
will be shown in the results from Runs 2 and 3. Note that the smaller domain of Bornstein
et al. (1987a) could not show this downwind urban nlume. A vertical east to west cross
section through Manhattan (Fig. 12) shows that the Azj-linked upward motions are shal-
lower than the downward motions from the combined coastal and UHI accelerations; the
subsequent simulations will delineate the contribution from each of these two effects.

Offshore flow persists until 1000 LST, with the stronger offshore conﬂuénce area
at 50 m (Fig. 13) due to the combination of stronger turning of winds downwind of the
city with the beginning of a sea breeze rotation. Note the maximum-vector length has
changed from that in Fig. 8 (for clarity). The exact contribution of each of these effects
will again be delineated by results from Runs 2 and 3.

The 0600 LST offshore maximum horizontal speed area, however, has now at
1000 LST been converted to an offshore minimum, due to the strengthened confluence
region (Fig. 14). Its minimum horizontal speed (around 0.5 m/s) area extends at least to
525 m (Fig. 15), where it is weaker than near the surface. While the 0600 LST roughness-
induced minimum speed area over the city at 50 m is no longer present at 1000 LST (Fig.
14), the UHI acceleration is now more clearly developed at this low level. The previous
roughness-induced minimum horizontal speed area over the city at 525 m is now replaced
by an UHI-induced maximum speed area (Fig. 15).

The concurrent 1000 LST vertical structure of these urban accelerations and
coastal deceleration are seen in two east to west cross sections: one 21 km south of the tip
of Manhattan (Fig. 16) and the other (more northerly) over Long Island and urban Man-

hattan (Fig. 17). The southern section shows a split in the elevated center of offshore

38



maximum speeds at 1020 m due to minimum speeds associated with formation of the sea
breeze front, which extends to an elevation of 850 m. This split is not evident in the urban
cross section (Fig. 17), as the sea breeze confluence has not yet penetrated this far north.

Sea breeze fronts at 50 m have penetrated inland by 1400 LST from both the At-
lantic Ocean and LIS (Fig. 18); the northern LIS breeze was not found in the small domain
of Bornstein et al. (1987a). The ocean breeze, the larger and stronger of the two (with a
maximum speed of 7.2 m/s), has penetrated 30-35 km into New Jersey in the region south
of Staten Island, but has not yet reached the center of NYC. The area of penetration of
the southern LIS breeze over northern Long Island (east of the urban center) is more ex-
tensive than that of the ocean sea breeze on its southern shore, but its southward penetra-
tion is helped in this case by the northwesterly general flow. With a more common
southwesterly flow, its southward penetration would be less. The sea breeze confluence is
not present at 1020 m (Fig. 19), although minimum speed values do eﬁst along the south-
ern shore of Long Island.

The 1400 LST vertical structure of horizontal wind speed values in an east to west
cross section located 21 km south of Manhattan (Fig. 20) shows strong gradients where
the opposing flows meet, with the onshore sea breeze undercutting the prevailing offshore
flow. The sea breeze front (located at the sloping line of minimum speed) has a maximum
depth of about 850 m. Note that the leading inland edge of the marine air looks like a
moving gravity head, as indicated by its vertical bulge. This phenomenon has been found
in the Tokyo observations of Nakane and Sasano (1986).

The 1400 LST horizontal distribution of vertical velocity at 1400 m (Fig. 21)
shows both a narrow band of upward values along the sea breeze front and sinking motion
behind it in the marine air. This pattern is associated with the rise of the offshore flow

over the inland moving sea breeze front and its subsequent offshore subsidence (Bornstein

1987a).
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By 1700 LST (not shown) the ocean breeze flow has penetrated 35 to 40 km in-
land (past Manhattan and into New Jersey). The LIS breezes have also penetrated south-
ward over most of Long Island and northward into Connecticut. All of the breezes start
to retreat by 1900 LST (not shown) as land breezes re-develop; by 2000 LST they have

completely dissipated.
b. Run 2

The second simulation does not include NYC urban or super urban grid points.
The urban Az, and UHI effects present over the urban area at 50 m in Run 1 at 0600 LST
are now thus gone (Fig. 22), resulting in contours that parallel the coastline. With the ab-
sence of the Run 1 urban Azy-deceleration of Fig. 10, well defined areas of maximum hori-
zontal speed at the 525 m level (Fig. 23) now exist over the small water bodies NE (i.e.,
LIS) and SW (i.e., the New York bite) of the City.

The 0600 LST horizontal distribution of vertical velocity at 525 m (not shown)
shows neither the near-in nor the previous offshore upward motion areas associated with
the urban Az, and confluence effects, respectively. The east to west vertical cross section
through the southern part of Manhattan (not shown) also shows a lack of either of these
urban influences; only a weak coastal induced vertical velocity field now exists.

Horizontal wind vectors at 1000 LST again show the beginning of an offshore sea
breeze rotation at 50 m (Fig. 24), but do not show the urban induced turning that pro-
duced the confluence region of Run 1 (Fig. 13). Without urban influences, the maximum
speed is now larger thanin Run 1 (3.1 vs. 2.8 m/s). The lack of the Run 1 (Fig. 14) con-
fluence-induced Upy, at 50 m in the current simulation allows for formation of sea breeze

frontal Uy, bands along both southern coasts (Fig. 25).
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Horizontal wind vectors at 50 m for 1400 LST (Fig. 26) show that the ocean sea
breeze has penetrated further inland (by about 10 km) than in Run 1 (Fig. 18) due to the
absence of a retarding urban Az, effect. Urban retardation of sea breeze frontal movement
over NYC was observed by Bornstein (1987). While the concurrent vertical velocity pat-
tern at 1020 m is similar to that of Run 1, it now, however, reflects the current greater in-

land frontal penetration (Fig. 27).
C. Run 3

The final simulation investigates urban effects on the prevailing northwesterly flow,
without the interacting effects from either the Atlantic Ocean or LIS. The 0600 LST
winds at 50 m (Fig. 28) thus show a stronger area of offshore urban-induced confluence,
as compared to concurrent Run 1 results (Fig. 8).

The 0600 LST horizontal wind speeds at 50 m (Fig. 29) show a strong downwiﬁd
offshore urban induced minimum as a result of the confluence. As all water bodies are
missing in the simulation, the UHI contribution to the area of maximum horizontal speed
can be compared with that of Run 1 (Fig. 9). The UHI alone produces an arc of high
speeds centered over the city, but more clearly defined south of the city (due to the asym-
metric nature of NYC).

The 0600 LST total horizontal speed at 725 m (Fig. 30) now shows a better de-
fined urban roughness} induced minimum of U over the upwind half of the urban area than
in Run 1 (Fig. 10); it also shows a maximum speed area downwind of the city. Thus the
previous offshore Up,y in Run 1 was in fact due to a combination of UHI and coastal ac-
celerations. Note Fig. 30 is located one grid point (or 200 m) above the level shown in
Fig. 10, but this difference is not significant, as both effects in the two simulations were

visible at both levels (as discussed below).
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The 0600 LST horizontal distribution of vertical yelocity at 350 m (Fig. 31) exhib-
its a peak upward magnitude of about 2.5 cm/s associated with the confluence-induced
minimum horizontal speed area. Negative values slightly upwind of the urban area are due
to UHI accelerations. Note that the absence of the offshore coastal-induced downward
motion of Fig. 31 has resulted in a more coherent (and somewhat stronger) urban plume
of upward motion oriented more eastward than in Fig. 11. A vertical cross section over
the southern part of Manhattan (Fig. 32) shows a similar shallow (680 m) intrusion of up-
ward motion (from the urban roughness) into the UHI-induced downward speed area seen
in Run 1 (Fig. 12).

The near-surface flow at 1000 LST (Fig. 33) shows a stronger urban induced con-
fluence (with a lower maximum speed of 2.5 m/s) than with Run 1 (Fig. 13), where the
maximum speed was 2.8 m/s. The confluence area appears to arise from the presence of
the urban area, as air on both sides of the city is forced around the city and then converges
on its downwind side. The presence of the Atlantic Ocean in Run 1 reduced this effect,
due to its pre-frontal offshore rotation (Fig. 13). The upwind UHI acceleration and
downwind (offshore) confluence deceleration patterns are now clearer both near the sur-
face and aloft (Figs. 34 and 35, respectively), than in the Run 1 results (Figs. 14 and 15,

respectively).
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5. CONCLUSION

The URBMET urban boundary layer model was improved in the areas of its lateral
boundary conditions, stable surface boundary layer formulation, and initialization proce-
dure. Lateral boundary conditions were posed using the concept of "strong" versus
"weak" inflow and outflow cases to produces new conditions based, not on the direction
of the resultant (large scale plus mesoscale) boundary flow, but only on the direction of
the mesoscale forcing at the boundary. A new stable SBL formulation was employed to
extend the range into the stable regime for which model calculations could be carried out.
Initialization of the model was enhanced to include procedures in which new computer
code was tested for formulation, numerical, programming, and/or roundoff errors. In
addition, the model domain was expanded both to the south and east from that of Born-
stein et al. (1987a).

The model was then used to simulate the time-varying coastal PBL in the NYC
area for 9 March 1966. Observational data from this period have been extensively ana-
lyzed by Bornstein (1987), because they contained both a well-developed UHI and a sea
breeze frontal passage. In addition, a parametric study consisting of two additional simu-
lations sequentially investigated individual effects from the city and local water bodies on
the NYC urban coastal environment. Results were compared to the observations summa-
rized in Bornstein (1987), and to results from both the two-dimensional URBMET simu-
lations of Bornstein (1975) and the three-dimensional URBMET simulations of Bornstein
et al. (1987a).

Run 1 modeled the effects of both the urban area and local water bodies. The
simulated sea breeze front reproduced many of the observed features of the coastal
boundary layer flows in NYC, e.g., diurnal variation of offshore and onshore flows and sea

breeze frontal penetrations from both the Atlantic Ocean and Long Island Sound. One
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surprising result was the deep southward penetration of the LIS front over Long Island.
While this penetration was apparently reinforced by the prevailing northwesterly flow, it is
a phenomenon that should be further investigated.

In addition, the model reproduced many observed urban impacts on those flows,
e.g., Az deceleration, UHI acceleration, and retardation of the front. Results did not,
however, show the wave in the sea breeze front. Observations by Bornstein (1987) have
shown that this phenomenon is produced by an urban barrier effect that retards inland
movement of the front. Future simulations should include the urban barrier effect via in-
clusion of urban building heights.

Comparison of the current results with those of Bornstein (1975) shows that the
inclusion of lateral variations in the current three-dimensional formulation produces sig-
nificant changes from the two-dimensional vertical-plane results. Results from the older
model showed urban Az, deceleration and UHI acceleration horizontally in line with the
general flow direction. The three-dimensional grid of the current simulations showed the
deceleration and acceleration areas as side by side. The expanded domain over that used
by Bornstein et al. (1987a) revealed a downwind offshore urban induced confluence re-
gion not seen in the earlier results.

Run 2 investigated NYC area flows in the absence of urban and super urban grid
points. Simulated horizontal wind flow patterns near the surface again showed the early
offshore sea breeze rotation, but did not, however, reproduce the urban induced turning
that produced the downwind offshore confluence region found in Run 1; wind speeds in
this area were thus larger in Run 2. The ocean sea breeze penetrated further inland (by
about 10 km) than in Run 1 at 1400 LST, due to the absence of urban Az, induced retar-
dation effects.

Run 3 investigated the influence of the city, without the interacting effects from

Long Island Sound and the Atlantic Ocean. With the absence of all water grid points,
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UHI induced accelerations produced an arc of high speeds centered over the city, but
more clearly defined to the south of the city than to its north.

Results also showed that the offshore U, of Run 1 was due to a combination of
UHI and coastal accelerations. With no water bodies present, a stronger urban turning-in-
duced confluence developed than seen in Run 1. The confluence arose as air on both sides
of the city was turned around the city and converged on its downwind side. The presence
of the Atlantic Ocean in Run 1 had reduced this effect, due to oceanic inducement of a
pre-frontal offshore rotation.

In summary, the improved lateral boundary conditions, stable surface boundary
layer formulation, and initialization procedure, as well as its expanded grid domain, have
improved the capabilities of the URBMET PBL model to reproduce most of the important
features of the NYC urban coastal environment during sea breeze flow conditions. Fur-
ther important developments in the model formulation should includé topography, linkage
with time and space varying large scale forcings, and a nested grid capacity. Surface
roughness alone cannot reproduce urban barrier effects on sea breeze frontal movement.
Nested grids would provide more insight into the location and magnitudes of the urban
acceleration and deceleration areas, as well as into the movement and structure of sea
breeze fronts. Inclusion of time and space varying large scale forcings would allow for
multi-day simulations during periods of changing synoptic conditions.

Future parametric studies should also be conducted to investigate the individual
flow field effect resulting from urban surface roughness, heat island processes, and urban
barrier effects. Meteorological fields derived from these parametric studies could be used
as input for Lagrangian point source, urban passive dispersion, and photochemical air
quality models to study the individual effects that these processes have on urban pollution

dispersion.
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Different prevailing flow directions should be simulated to understand the structure
of the polluted NYC urban boundary layer under sea breeze and non-sea breeze condi-
tions. The asymmetry of the city and the complex shoreline of the area will undoubtedly
produce results differing significantly from those of the present study. A limitation of such

studies may be a lack of intensive field data for comparison to simulated values.
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APPENDIX A: List of Symbols

Roman letters

A dummy parameter

A* surface albedo

A constant in equation for advection time step

ar Related to half amplitude of prescribed surface temperature curve

base of a real number in floating point form

C soil heat capacity

c Priestly mixed convection SBL constant

Cp specific heat of air

D constant in equation for diffusion time step

d decimal number in floating point general representation
d, daily degree day value

dd geostrophic wind direction

e exponent in representation of a real number

F flux quantity

f Coriolis parameter

g acceleration due to gravity

hs SBL depth

K vertical eddy transfer coefficient

Ky horizontal eddy transfer coefficient

Kine vertical eddy diffusivity in Ekman spiral calculation
Krax maximum allowable vertical eddy diffusivity

Kmin minimum allowable vertical eddy diffusivity
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o

Le

Ria

To

X,y 2

Z4

von Karman constant

Monin-Obukhov length

latent heat of vaporization (at 20 °C)

Prandlt turbulent mixing length

precision of a real number in floating point form
atmospheric pressure

net radiation

specific humidity

dry air gas constant

gas constant of water

solar constant

Richardson number

critical Richardson number at transition from turbulent to laminar
flow

Richardson number at transition from forced to mixed convection
finite-differenced Richardson number

atmospheric temperature

surface temperature

time

advection time step

diffusion time step

horizontal wind speed

component of wind in x, y, and z-direction, respectively
wind speed

E-W, N-§, and vertical coordinates, respectively

zero-plane displacement
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Z aerodynamic roughness length

Greek letters

a* constant in equation for soil moisture potential
B constant in Monin-Obukhov stability function
p* constant in equation for soil moisture potential

Bi, B2, B3, B4 constants in stability function equation (0.7, 0.75, 5.0, and 0.35)

r dry adiabatic cooling rate

Yo, Ym constants in Businger stability function

A interval for finite-difference calculation

Ax, Ay, Az grid intervals

€ - surface emissivity

0 potential temperature

A surface heat conductivity

E,C,v X, ¥, and z-components of relative vorticity, respectively
I1 longitude

p density

Pa volume averaged atmospheric density

Pw density of water

c Stefan-Boltzman constant

T free atmosphere optical thickness

0] latitude

¢, v x and y-component of stream function, respectively

nondimensional atmospheric stability function

b 4 stream function
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O

Superscripts

®
0

Subscripts

()a
().
()
()o
(e
()
QF
QN
( )i
Q"
( )M
O
().
our
(),

integrated stability function
relative vorticity

optical depth of water vapor above PBL

vector quantity

averaged quantity

advective quantity
constant volume average
critical stability transition quantity
diffusive quantity
eastern-most grid interval
geostrophic

horizontal

heat

sequential index

inflow boundary value
mesoscale

momentum

synoptic

outflow boundary value

grid averaged value at an arbitrary point
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(),
(w
Q2
(o

atmospheric moisture
western-most grid interval
friction scale

surface value
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APPENDIX B: Extended Precision Registers

Bit Position 12" Value
1 (1/2)° 1.0
2 1/2)! 0.5
3 (1/2) 0.25
4 12y} 0.125
5 1/2)* 0.0625
6 12)° 0.03 125
7 1/2)° 0.015625
8 172)’ 0.0078 125
9 (1/2)® 0.00390 625
10 1.2y 0.001 953 125
11 (1/2)"° 0.0009 765 625
12 a2 0.00 048 828 125
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Table 1

Boundary Condition \ Advection Diffusion Boussinesq term
Inflow |
Old closed is zeroed is zeroed is zero
New closed is zeroed is zeroed is zero
Advantage: neither neither neither
Outflow
Old closed is zeroed is zeroed is zero

(overspecified) (overspecified)

New quasi no condition is zeroed no condition
open

Advantage: new condition neither new condition




Table 2

Boundary Advection Diffusion w(z)
Inflow corner zero x- and zero x- and Zero
y-advection y-diffusion

East-west inflow
North-south inflow
Outflow corner

East-west outflow

North-south outflow

Northeast transition

corner

Southwest transition
corner

zero y-advection
zero x-advection
3-D advection
3-D advection
3-D advection

zero y-advection

zero x-advection

zero y-diffusion
zero x-diffusion
zero x- and
y-diffusion
zero y-diffusion

zero x-diffusion

zero X- and
y-diffusion

zero x- and
y-diffusion

from Ou/0x only

from Ov/dy only

from du/dx and
ov/oy

from Ou/0x and
ov/oy

from u/0x and
ov/oy

from Ou/0x only

from dv/dy only
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Table 4

Grid Index x (km) y (km) z (m)

1 -67.5 -52.5 0.0

2 -49.5 -37.5 25.0

3 -345 -25.5 50.0

4 -22.5 -16.5 75.0

5 -13.5 -10.5 100.0

6 -7.5 -75 150.0

7 -4.5 -45 200.0

8 -1.5 -1.5 250.0

9 1.5 1.5 300.0

10 4.5 4.5 350.0

11 7.5 7.5 400.0

12 13.5 10.5 525.0

13 22.5 16.5 725.0

14 345 255 1020.0

15 49.5 37.5 1400.0

Table 5
Land type A* £0 A C Zp Z
( cal ) (10‘3 cal)

ems°C em®°C (cm) (cm)
water 0.09 0.93 0.0014 1.00 0.1 0.0
rural 0.20 0.88 0.0023 0.45 108.0 0.0
urban 0.25 0.88 0.0022 0.40 250.0 600.0
super-urban  0.26 0.86 0.0024 0.42 400.0 600.0




Table 6

1.0x107ergg ' K™!
981 cm s

04

573 cal g
287x10%rg g K™
462x10%rgg™ K™
258x10%ergcm? s™
0.398

0.03

4.4

1.2

1.93
98x10°Kem™
3.14
123x103gem™

lg cm?
567x10ergecm™ K™ 57!
1.2 cm




Table 7

A, 0.6
ag 140K
c 3.7
D, 0.75
d, 5.0°C
dd 330°
hs 25x% 10 cm
Ku 1.0 x 10%cm? s™!
Kint 30x10%cm s~
Krmax 20x10%cm? 57!
Knin 1000.0
qq 0.001 g HyO/ g air
Ri,,, 33.3
Ri -0.95
Ri, -4.76
T, 286.0 K
To 286.0K
(o
ta) 999999
U, 300.0 cms™
Unin 1.0x10%cms™!
(AtD)min 05s
X,y¥,2 Table 4
Zo Table 5
T 0.22
(6] 40.75°
I 74.00°
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