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ABSTRACT

The main aim of this thesis was to investigate geetil environmental factors and their role in the
etiology of Multiple Sclerosis (MS) by using comprebize registry data or novel computationally intense
methods. To date, over 100 genes associated withaM&been identified, but how they interact inrthle

for the disease is not yet fully understood. Thegares of high prevalence clusters has led researthers
believe that there might be as yet unidentified vareant involved in the disease etiology. In Paperd,
attempted to search for these rare variants by ugpogualation based linkage approach, estimating
haplotypes shared between individuals inherited bgefd from some common ancestor. One significant hit
was found on chromosome 19, but due to method@bgioblems the result should be interpreted with
caution.

MS is commonly attributed high familial risks, decregswith relatedness, which indicates a large genetic
component involved in the disease etiology. In PHpeationwide registry data was used to reinvestigate
the familial risks and estimate the proportion of geseind environment contributing to disease etiology.
The relative risks estimated were lower than usually reghontiéh a sibling relative risk of 7.1 and no
significant differences between the sexes. The hédityalas estimated to be 64% and the environmental
36% with a non-significant shared environmental corepoof 1%.

In Paper lll, the women-to-men ratio for MS in Sweders reinvestigated. MS is a disease more common
in women than men, and an increase in the womereto+atio has been reported in several countries.
However, a report from Sweden did not show this irsgéawomen and Paper Il extended this report
using data from nationwide registers. An increasergmeomen compared to men was identified, and when
comparing against the previous study, an inclubias, presumably caused by a higher mortality rate gmon
the oldest men, was identified.

One framework used to model complex diseases suclsas tle sufficent cause model, also known as
Rothman’s pie model. This model hypothesizes that a disease can be caused by several mechanisms, or pies,
each consisting of a set of different factors and vetigiactors are present they will inevitably cause
disease. Paper IV extends this model into a stochastion and presents an algorithm that can estimate
probability that an a priori suggested mechanisnchased disease in a certain individual. The algorithm
showed high classification accuracy on synthetic dataeter it needs further investigation of its
properties.

In conclusion, this thesis revise the familial riglsMS to more moderate levels, with no differences
between the sexes, and confirms the global trend mfcaeasing women-to-men ratio. No rare variants
contributing to MS on population level were identfi&Ve also present a probabilitiersion of Rotman’s
pie model, showing promising results on synthetic.data
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1 INTRODUCTION

This section will first give a brief introduction to thetential mechanisms underlying the
disease etiology of multiple sclerosis (MS) andliti@al manifestation. It will also briefly
cover the basic genetic and epidemiological conagggd in this thesis.

1.1 MULTIPLE SCLEROSIS

MS is a chronic disease of the central nervous sy&Idis). Multiple scars, scleroses,
form in the brain and spinal cord, caused by a dénateng event presumably generated
by the immune system. An inflammatory component definégists, whereas the exact
process of these events, such as if inflammatiosesademyelination or vice versa, is not
yet clarified [1]. Clinically, the activation of an dielsion, or development of a new lesions
in CNS, present with neurological symptoms [2]. A n&tgrnresonance imaging (MRI) of
the brain will reveal old and active lesions. ExarsgEcommon symptoms are humbness,
weakness, fatigue, double vision, pain and graduattynished walking capacity [2]. To
permit a diagnosis oIS according to McDonald’s criteria, the lesions or attacks have to
be separated in space and time, meaning one attagkesough to establish the
diagnosis, and neither is multiple occurrencesnefand the same symptom [3].

The disease most often takes on a relapsing remitiimge [1], with bouts that the patient
recovers from more or less completely [2]. After somaryg, around 65% of patients enter
what is called secondary progression [1], with a steaditiygradually increasing disability
without relapses. It seems like this occurs at arageeage of about 44 years, less
dependent on time of onset [4]. A smaller proportibaround 20% of patients [1] have a
primarily progressive course already from start, grdgwalrsening with time. The
recurring focal inflammation, although largely revieles is associated with some degree
of tissue loss, which in time leads to atrophy ofttteen and spinal cord [1]. Even though
there is no cure for MS, patients are commonly offelisease modifying treatment with
drugs that modify or suppress the immune system amdtih decreases the number of
inflammatory lesions and the number of bouts [5].rfaten beta was the first approved
MS treatment, but in recent years an increasing euwinew drugs are available [5].

1.1.1 Risk factors

The prevalence of MS varies across the globe. @insngonly accepted that the prevalence
increases with the latitude, however, there ardegueporting otherwise [6],[7]. Sweden
is a high prevalence country; a study from 2011 ntemoprevalence of 188.9 cases per



100,000 [8]. A recent study from Norway reporteceaan higher prevalence of 203 cases
per 100,000, but no latitude gradient within thardoy [6]. Both incidence rates of MS
and its prevalence are reported to increase acresgifid [7] at least partially attributed

to the increased survival of the patients [7]. Fromd&nethere is no recent updated
incidence report.

The women-to-men ratio for MS has in several popatincreased throughout thé"20

century, with reports of up to 3 times as high rkaf woman to get the disease [7],[9].

This rapid increase of women with MS suggests thaesenvironmental factor is at play
and involved in the pathogenesis, possibility irteng with a genetic factor, as a single
genetic factor would need longer time to show suletnge effect.

Studies of familial risks have reported high concoodarates for MS relatives, reducing
with decreasing relatedness. For monozygotic (MZ)dwiilgures as high as 25% has
been reported [10], but a recent meta analysis rethese figures to more moderate risks
with an age adjusted risk for MZ twins of 18.44% arrelative risk of 116.69 [11]. These
high estimates and the decrease of risk with leskdedaess indicate a large genetic
contribution to the etiology.

1.1.1.1 Genetic risk factors

MS is an etiologically complex disease with polygenieiitance [12]. The first identified
risk factor for MS was HLA DRB1*15:01 established ie tt870s [13]. Human

Leukocyte Antigens or HLA, are antigen presentingiteetimer globulins, presenting
foreign antigens on the cell surface to cells oftti@une system. Associations with HLA
alleles are typical for autoimmune diseases indicdtiagpeptide presentation and specific
peptide recognition by the immune system is centralMfds thus believed to be such a
disease by the larger part of the scientific commuBign so, some argue that the
autoimmunity involved in MS may be a secondary ancheoessarily a primary event

[14].

For some decades, HLA DRB1*15:01 was the only idedtifenetic association in MS,
until in 2000 an independent protective associgtidiLA*A02:01 was discovered [15].
HLA*A:02 is a Class | antigen presenting moleculeefoost presenting peptides
originating from within the cell. How this HLA Classaksociation can cause a protective
effect is not yet fully understood.



In 2007, the IL7R gene became the first non-HLAegassociated with MS [16].
Introduction of DNA microarray chip typing techniguevhich enabled rapid and cheaper
genotyping across the genome, as well as large ititamabcollaborations collecting
sample sets big enough for sufficient power to ingasti smaller effects, contributed to
todays list of over 100 genes associated with MS [17].

Many of the genes with an association to MS have legmrted as important for the
immune system, suggesting either antigen presentingranthune dys-regulation
involved in the disease pathogenesis [18] . Howdngth when selecting candidate genes
and candidate pathways for further investigatiorrgthas amongst researchers been a
certain bias towards choosing mechanisms involvedriticplarly T-cell regulation in the
study design [18].

1.1.1.2 Environmental risk factors

Through epidemiological studies, a number of envirental risk factors associated to MS
have been identified. Large efforts have been madalectlifestyle information, such as
sending out lifestyle questionnaires to large cohadrpmtient and controls. This has
resulted in that there today is a steadily increaséhgfl MS risk factors, such as smoking
[19], lack of sun exposure [20], low vitamin D leveld]J2nd body mass index [22]. In the
case of smoking, an interaction with the HLA genesgesing the risk for MS, has also
been reported [23].

Among environmental factors, not only lifestyle, bigbaviruses, have been reported as
associated to MS, primarily Epstein-Barr virus (EBV) [Z4jere is however no clear
evidence for a virus directly involved in triggerithge disease, and the role and association
for EBV is debated [25],[26].

Excluding HLA, a common denominator for all genetic environmental risk factors for
MS is that their individual risks are small, but tleg frequent within the population.
However it is expected as the search, in most stuttessbeen for associations in common
variants.

1.2 GENETICS

This section will in brief highlight some conceptgenetics and genetic variation relevant
for this thesis.



1.2.1 Genetic variation

Certain base pair positions in the genome vary cortywathin the human population
and may therefore be used as genetic markers referasdingle nucleotide
polymorphism¢SNPs). The particular variant of a certain polymaphie.g. of a SNP is
referred to as aallele, whereas a certain place at the genome is caltslia

SNP genotyping is readily automated and SNPs areyigslly used in genome wide
association studies (GWAS) where thousands of paéeatsontrols are compared for
hundreds of thousand markers. Only a small minorityN?$Scurrently associated to
complex disease are located in exons, some otlivgrams but the majority not even
within genes. Thus, such associations are hardarpnet for involvement in disease.
There is hope that techniques suckxaame sequencingay identify variants in the
exomes that are more directly involved in disease passibly rare varianf27].

1.2.2 Linkage disequilibrium

When thegerm cellsare formedrecombinatiorbetween the maternally and the paternally
inherited chromosomes is a frequent event. The anfetombination is Morgan (M),
which measures the distance between two markers wieectan expect one
recombination per generation. More often the higesolution measure centiMorgan (cM)
is used. Recombinations do not occur at randomgartdin locations in the genome have
very high rates of recombination, these are caéedmbination hotspof28].

A sequence of alleles located together on a chromalssegment is referred to as a
haplotype The correlation between two positions or markecaliedlinkage
disequilibrium(LD). LD differs between populations due to higt@volutionary events
[29].

1.2.3 Genetic association studies

An association study examines frequencies of th&emas of interest between cases and
controls. With the introduction of chip typing techogy, the prices for genotyping

dropped and instead of studying association inglestandidate gene, it became possible
to type for several hundred thousand to over 1anilENPs across the genome. The result
from such an investigation will be a measure ofassociation between the marker and the
trait at study.



A significant association does not say much aboutliteetion of a possible causal
relationship between the marker and the outcomeabgénotype precedes disease, it is
generally assumed that an associated genetic marketseflerchanism more or less
directly involved in the pathogenesis of the disoidestudy (so called indirect
association). An association is therefore not enooigistablish a causal relationship, as
there also might be chance, bias or confoundinggikise to an association. Therefore it
is important to account for this in the statisticalgsis or in the study design. LD
structure and non-homogeneous populations can spugeus association, and either
ensuring that the cases and controls are ethnlwathogeneous or correction for
population stratification must be performed in theysig[30].

1.3 EPIDEMIOLOGY

Epidemiology is the study of how a certain diseggEears within a population. This
section will in brief cover concepts of epidemiolagievant for the thesis.

1.3.1 Causation

When studying the epidemiology of complex diseadesyltimate goal is often to
understand its causes, to allow possible preveatioihcure. But causation and causality is
a hard task, as proving causal involvement is diffieithin an observational study, as
often is the case in medical sciences. In fact, mattiesnis the only science that really
proves a strict causal relationship. Other scienceslyrftave to make do with

probabilities and evidence speaking in favor oiregia certain hypothesis.

The principle behind causation is that is if A cauBeB will inevitably occur if A occurs,
and A has to occur before B. Bradford-Hill set ugriferia that can be used as a checklist
when studying causality [31]. The criteria are: stredtissociation, consistency,
specificity, temporality, biologic gradient, plausibiliggherence, experimental evidence
and analogy.

1.3.2 Confounding

If X is associated to Y, but an unknown, unmeasuegible Z has an effect on both X
and Y, Z is confounding. If Z is not included iretmodel, it will bias the estimated
strength of the effect X has on Y. As a confoundiagable might be an unknown,
unmeasured variable, it might be hard in reality thuide all confounding factors in the
model [32].



1.3.3 Bias

A systematic error that is not random is callddes [33]. Bias can be unintentionally
introduced for example in the inclusion phase dh&analysis phase. One example of
inclusion bias is that concordant twin pairs are niikedy to participate in a study
advertising for volunteers [34]. This needs to beanted for and included when
interpreting the results.

1.3.4 Complex diseases

The classical Mendelian inheritance patterns, dorigiaeh recessive, are present only for
a small minority of disease states even among the ngmstistic diseases. In a dominant
inheritance pattern, one erroneous copy is enoughuse disease. In a recessive case,
both copies of the gene need td‘bad’ for disease to develop, and the individual with
one functional copy stay healthy. This pattern of ittwece is valid in diseases as well as
other traits, such as eye color.

Frequently, one gene is not enough to explain titedrad for diseases, several or many
genes are involved in combination with environmefatedors. Such disorders are referred
to as complex disorders, and MS falls within tlgigegory.

1.3.5 Case-control studies

In a case/control study, individuals are includethenstudy based on being a case or not,
as opposed to cohort studies, where all persongweithroup are included regardless of
their outcome. In a traditional study design, ongtrd is matched per case, but in some
scenarios more controls per case can be beneficial.

In a case/control design, the causative event witlddinition have occurred for all cases
before they are enrolled in the study and thus, slahtausation can be hard to make.

14 MODELS FOR COMPLEX DISEASES

When working with complex disease, it is useful tpdthesize about underlying model
causing the disease. The work in this thesis is basédo different principle models: the
liability threshold model (LT) and the sufficient caunodel (SC).



1.4.1 Liability threshold model

In the LT model, an individual is assumed to haeergain load of liability for a certain
disease. This load is assumed to be normally disédbwithin the population. If an
individual has a load above a certain thresholdadisevill inevitably occur. Figure 1a
shows a theoretical distribution of liability withinpopulation with liability load on the x-
axis and frequency in the population on the y-axisteCantroduced a version of this
model designated as the liability threshold modéh wéx dimorphisms (LTSD), as an
explanation for why pyloric stenosis was more oftangmitted to the offspring from the
lesser prevalent sex [35]. The threshold was assunteddifferent between men and
women, requiring women, the lesser prevalent sexave a higher threshold to develop
disease (Figure 1b). As men required less geneticoasktb pass the threshold, the sons
of the affected mothers, would more often get theadis.

1.4.2 Sufficient cause model

The sufficient cause model, also known as Rothman’s pie model, is another model for
complex disease [33]. Here it is hypothesized tltattain set of risk factors will
inevitably trigger the disease if all of those risétfais are present in one individual. If not,
disease will not occur. A set of risk factors causirggdisease can be referred to as a pie,
and one disease can have several pies that carnigibtdre causative.

Let the disease Y be caused by a the set of risk $aat@ither {A, B, C} or {C,D,E,F} or
{A,B,F}. These sets could also be referred to ashapism. Figure 2 shows a graphical
representation of the model. A more formal way otdbsg the SC model would then be

Y = ABC vV CDEF VvV ABF

This is the logical OR gate, and as such a detestiimodel. OR should in this context
be read as the coordinating conjunction “or”” and is capitalized due to tradition in the fields
of logics and electronics. It should not be confusih the abbreviation for odds ratio
(section 3.2.5), and to facilitate for the readethéf thesis and avoid confusion, OR will in
this thesis always refer to the logical expressionePBpuses the noisy-OR gate, a
probabilistic version of this model, to classify pats into one of the a priori suggested
underlying mechanisms.



1A " 1B

Figure 1: The liability threshold model

1la shows the LT model with liability load on thexissand frequency in the population on
the y-axis. 1b shows the LTSD model as proposeddrter, where the lesser prevalent
sex (females in pyloric stenosis) would require adrigienetic load than men to get the

disease.

Figure 2: The sufficient cause model
Figure 2 shows the graphical representation of tleetimechanisms mentioned in section

14.2.



2 AIM OF THESIS

21 OVERALL AIM

The overall aim of the thesis is to investigate geragtitenvironmental factors and their
role in the etiology of MS by using comprehensivasteg data or novel computationally
intense methods.

22 PAPERI

The aim of paper | was to try to identify possibleraariants contributing to MS by
estimating haplotypes shared identical-by-descent fregiaently among case-case pairs
reusing GWAS data, hoping these would map to rasmdésassociated variants.

23 PAPERII

The aim of paper |l was to reinvestigate the famitaurrence risks in MS by using
comprehensive national registers and matched controls.

24 PAPERIII

The aim of paper Il was to reinvestigate the womemém ratio for MS in Sweden using
the full MS population.

25 PAPERIV

The aim of paper IV was to develop a novel methodassify individuals into etiological
subgroups of the proposed underlying mechanisntei®€ model.



3 MATERIALS AND METHODS

3.1 MATERIALS

All ethical permissions were obtained from the regi@tlics board and patient consent
was received according to the Declaration of Helsiskiregistry data were obtained from
the Crime database located at the Department of Médgldémiology and Biostatistics at
KI.

3.1.1 Genetic study population

In Paper | the study population was incident SweMs$S patients included in the project
Epidemiological Investigation of MS (EIMS). These weoenbined with prevalent cases
from Denmark and Norway genotyped in the same pr(geet below). The controls were
matched to Swedish individuals participating in Bi®IS project, or non-matched healthy
controls from the Procardis [36],[37] study, or fr@ahres, a large study on breast cancer
patients [38]. All patients and controls were of No@hcestry.

The cases and the incidence (EIMS) controls weretgpeed on the lllumina human quad
660 chip during a large international collaborafib8]. The additional controls were typed
on lllumina HumanHap 550 (Cahres controls) andriha 1M (Procardis controls), and

the genotypes for these individuals were called iaiibrthe same algorithm as the cases.

3.1.1.1 Quality control

Although the genotypic data used in Paper | had giodera previous quality control (QC)
before publication of the initial GWAS analysis [18),avoid problems when adding the
external controls an additional QC, was performedguia program PLINK [39]. The
parameters were set as: minor allele frequency: Bl@sly Weinberg equilibrium 1e-6
and a missingness per individual of 0.07.

3.1.1.2 Outlier removal

To ensure population homogeneity of the genetic aisally Paper I, the software
Eigenstrat smartPCA algorithm [30] was run, and the 6 most significant principal
components were used to cluster the individuals avitearest neighbor method, requiring
10 neighbors with a maximum Euclidian distance @60The analysis script is freely
available for both R [40] and MATLAB [41] on http://wwkirc.se.

10



3.1.2 Registers

The Crime database contains anonymized data from seasicnwide registers linked on
the personal identity number (PIN) by Statistics Swe($tatistiska centralbyran (SCB)).
These registry data were used in Papers Il and lIl.

3.1.2.1 SMSreg

The Swedish MS registry (SMSreg) was established®,28though local efforts had
been ongoing for some years previously. To datgtlite nationwide registry used by most
MS specialists in Sweden, containing about 14,00(MSe patients. Having entered
patient data, SMSreg provides the clinician withagtly graphic, partly tabular overview

of central clinical data such as demographics sdatenset and diagnosis, diagnostic
findings, disease course, disability according to #paeded disability status scale
ongoing immunomodulatory treatments and some laboregenits. MS clinicians use
SMSreg voluntarily, supposedly because they findeuliss a decision support tool.
SMSreg was used both for patient identification agé at onset estimations in Papers Il
and III.

3.1.2.2 Swedish in-patient registry (PAR)

In 1968 a pilot study of the Swedish In-patientsegi(PAR) was started. This was taken
nationwide in 1970, and the data can be considametblete from 1989 [42]. Specialist
and out-patient care were added in 2001. For disdastification, International
Classification of Disease (ICD)-codes are used.

3.1.2.3 The Stockholm primary care registry (VAL)

The Stockholm Primary Care registry (VAL) was used ingPdplt contains data on
outpatient visits to health care in Stockholm sid@@1. VAL was only used in Paper Il.

3.1.2.4 Swedish twin registry (STR)

The Swedish twin registry (STR) contains most ofttfia births in Sweden since 1890,
and is one of the most complete twin registries éwtbrld. Zygosity is determined by
DNA and/or questionnaire [43]. To the date of the witidontained over 190,000
Swedish twins. STR was used in Paper Il for ideftiidn of twins and zygosity.

11



3.1.2.,5 Total population registry (TPR)

The Total Population Registry (TPR) contained sligh#iow 15 million individuals with
a Swedish PIN at the time of the studies. The PINimtaaduced in 1961 for everyone
born in Sweden during 1932 or later and residimgflonger period of time. Birth year,
month of birth and sex was obtained from TPR indP&pIn Paper I, country of birth
was also used in the analysis.

3.1.2.6 Cause of death registry

The Cause of Death registry contains date and cauatf (registered with an ICD-
code) for deaths in Sweden. For Papers Il andlly year and month of the deaths were
used. In Paper Il, it was used for age adjusted aislisas the time to censoring in the
relative risk calculation. In Paper lll, it was usedtfee mortality analysis in the oldest
patient group.

3.1.2.7 Multi generation registry (MGR)

The Multi generation registry (MGR) holds information parents, and possible adoptive
parents for more than 9 million index people witBweedish PIN. MGR was used to
identify relatives in Paper Il.

3.1.2.8 Identification of patients

An individual was classified as an MS patient, if theyre either in SMSreg or in PAR
with an ICD code for MS, ICD 8 (340), ICD 9 (3403D 10 (G35).

3.1.2.9 Selection of controls

To compare the risk for the relatives of MS patientsregy an accurate background risk,
controls were selected at random. For every MS-relptire up to ten control-relative
pairs matched on year of birth, gender and the relative’s relation to the index-patient were
randomly selected. The controls were required to ke atithe time of the Mfatient’s
age at onset.

3.1.2.10 Estimation of age at onset

In Paper Il an age at onset estimate was used fordesidptive statistics and as time to
event or censoring in the survival analysis. Foirdeviduals identified through SMSreg,
the age-at-onset as estimated by a neurologist wdsksethe patients identified through

12



PAR, the age at the first entry in PAR was used.oitih this is not the actual age at onset
but age at first hospitalization or visit to spectat@re and was on average was 14 years
later than the age at onset in SMSreg it is usékimrticle and throughout the rest of this
thesis, unless stated otherwise.

3.1.3 Synthetic data

For Paper IV, synthetically generated data was uske@no the characteristics and test the
properties of the model. The synthetic data wasgded by first assigning every
individual a classification);, with a probability corresponding to the frequentthat
mechanism. Based on that classification, the covanietes randomized so thBt(x; =

1) =1 — &, wheres is a small number, if; was part of the assigned mechanism , and
Pr(x=1) <= 0.5 otherwise.

Two mechanisms were used, and their frequencies ardemized between 0.2 and 0.8.
The parameteng;; for each mechanism were randomized between 0.1 &rtd Get fairly
equal proportions of cases and controls.

The outcome of the individual was calculated by deteng the value of F where

F =1— ;%™ [fF <r wherer € (0,1), Y was set to 1, otherwise 0.

3.2 STATISTICAL METHODS

This section will cover the statistical methods and ef®dsed in the different studies.

3.21 P-values

A p-valueis the observed significance level of data under lahypbthesis (i) [44]. If the
p-value is below a certain threshold, islrejected in favor of H the alternative

hypothesis. The threshold most often used for signifieémsting in medical research is
0.05. This means we can accept falsely rejectingrté time out of 20. This threshold has
become the gold standard for medical research. Rs/alare used in studies I-1ll to assess
significance of the observed statistic.
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3.2.2 Multiple testing

When performing multiple dependent tests, it is @esio adjust the significance threshold
of 0.05, even though more tests than one are perfo@reicommon way to correct for
this is to apply Bonferroni correction. This is ddnyeeither multiplying the observed p-
value with the number of tests performed, or divgdime threshold with the number of
tests. Papers Il and IlI corrected for multipleitestising Bonferroni correction. In Paper
|, significance and threshold for significance werseased by using a permutation
analysis. The permutation analysis was run on evétyriiker, using five million
randomly generated case/control statuses or untiistemsured that the result was not
significant. The genome wide threshold was calculbjedsing the significance level of
every thousand marker and taking tHepgrcentile of this distribution as threshold for
significance. There are others ways of determiningstbigficance cut off for identity-by-
descent (IBD) mapping, however they are less accuralelle permutation analysis was
part of an analysis pipeline created by Browning arahipson [45].

3.2.3 Chisquare

In Paper lll, a chi square test was performed tosassmmpling differences between
SMSreg and the nationwide registers. A chi squate ties null hypothesis that there are
no differences between the observed and expectedemahbbservations from two or
more random variables by calculating the test sta@@tihere

r
_ N\ (g —npj)?
Qobs = nn
=1 Pj

If the observed number of observations is closed@#pected),,swill approximate a
x%(r — 1) distribution, where is the number of classes. To assess signific@peés
compared against the? (r — 1) distribution and if it is greater than the vafaethe
desired significance threshold, K4 rejected [44].

3.2.4 Relative risk

A measure of the risk for the disease for the gexgmsed to a factor is thelative risk
(RR). It is calculated using the risk for disease, thng not applicable to the case/control
design, as the enrichment for cases in this desiggive rise to distorted frequencies.
RRs were estimated in paper Il using a Cox regressiasstss the relative risks for the
relatives to the MS patients.
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3.2.5 Odds ratio

When using a case/control design the odds ratico@ilin approximation of the RR under
the assumption that it is a rare disease, or a sagrgiliategy such as incidence-density
sampling is used [46]. The odds ratio is calculateti@®dds for the exposed group versus
the odds for the disease in the unexposed grompodAs ratio can be approximated for
example using a contingency table or a logistic ssioa. Paper IV discusses measures of
interaction (see more in section 3.2.7) using odtiss.

3.2.6 Tetrachoric correlations

Tetrachoric correlation can be used as an estimateritdiility [47] . It is a measure of
correlation between two variables, both assumédte underlying normal distributions,
but observed as binary variables due to an undgrthireshold dichotomizing the
variables. This is the case we are assuming whersevtha LT model and therefore
tetrachoric correlations were estimated in Paper II.

3.2.7 Measures of interaction

Under the assumption of the SC model, interactaontee defined. Rothman divided these
into biological and statistical interaction. Biologi interaction was defined as departure
from an additive effect for the combined risk fastand statistical interaction was defined
as the interaction term in a logistic regression sicguifily different from 0. A statistical
interaction would not necessarily imply a biologicakraction was present [33]. As Paper
IV is built on the SC model, measures of interactimmsesponding to the ones proposed
by Rothman are provided for the noisy-OR model.

3.2.8 Identical-by-descent (IBD)

Haplotypes estimated to be shared IBD meaning, tweithdils shared a segment that
was inherited from a common, distant ancestor, were identified with the software Beagle’s
refined IBD method [48]. Refined IBD uses a dictignapproach to identify the segments,
and to estimate if these are shared IBD or not, aapilitic assessment is made. Refined
IBD has been shown to have better accuracy and dgndentifying a larger number of
segments for outbred populations compared to otletinods [48],[49], and was therefore
the method of choice in Project I.
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3.29 Sjogren’s unmodified method

In Paper I, absolute risks were calculated forétatives. As all relatives to MS patients
hadn’t lived through the entire risk period, age corrected risks, adjusting for the time at risk
passed, were calculated by us#jggren’s unmodified method [50]. By weighing alll
individuals against an age-at-onset distributionutated beforehand, the denominator is
decreased proportionally to the time at risk passedlifordividuals. The age-at-onset
distribution based on data from SMSreg was usethierThe confidence intervals were
calculated using the total sum of the weights as méraior.

3.2.10 Linear regression

To investigate the significance of slope of the IIm@aper lll, a linear regression was used
with the ratio for the birth cohort as the outcomd the birth cohort as predictor. To
adjust for the differences in age at hospitalizatibe mean age at first hospitalization for
the full cohort was included as a covariate in ttogleh

3.2.11 Cox regression
The relative risks for the relatives in Paper Il wergregtd with Cox proportional

hazards models.

The Cox proportional hazards model consists of tartspan unspecified baseline hazard
function,hy(t), and the covariates expressed as a linear equation:

hi(t) = ho(t) exp(B1xiy + -+ BrxXix).

This will give the hazard for individualat timet. The resulting regression coefficients can
be used as relative risks [51],[52].

All factors matched for in the selection procesthefcontrols and control relatives were
included as covariates in the model, as was thatadjagnosis of the MS patient. As a
case could occur more than once, for example havarg than one sibling, a robust
sandwich estimator was used to estimate the standard err

3.2.12 Kaplan-Meier

The Kaplan-Meier estimator is a non-parametric maximketitiood estimation of the
survival function estimating the proportion of indivals surviving past a tintg51],[52]
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S(t;) = 8(tj—1) x Pr(T < |T = ¢t;).

Kaplan-Meier was used in Paper Il to investigatéed#nces in mortality rate between
men and women in the oldest birth cohort. The aisalyas conducted in SAS version 9.2
using the PROC LIFETEST statement.

3.2.13 Heritability analysis

In the model for heritability used in Paper Il, theiaace of the trait is hypothesized to be
fully explained by the environment and the genelib& environment is divided into a
shared environmental component, and a non-shareplac@nt. By using data from MZ
and dizygotic (DZ) twin pairs, an equation systemtsipelt is known how much genetics
are shared for the pairs, and it can be assumeditieare mostly reared together and
thus share the environment,. For this the prograen® was used [53] in the statistical
program R.

3.2.14 Noisy OR

In the SC model, a full set of mechanisms will induigacause the disease. The noisy OR-
grid is the probabilistic version of this modelrottucing the probability that the event will
take place due to a certain mechanism. This modetiersedoped by Pearl in 1988 [54].
Thus the outcome of the model in our setting igpiodability that a certain mechanisms
triggered disease in a certain individual.

The formalization of the SC model as written in secfict.2 will in the probabilistic
framework look like:

M
Pr(Y =yly,a,x) = Z ap(1¥).j, ).

Jj=1

Wherea is the probability of a certain mechanigris the factors within that mechanism,
andx represents the covariates for individual i.

3.2.15 Classification Expectation Maximization

A Classification Expectation Maximization (CEM) techréquas used to iteratively find
the maximized likelihood for the noisy-OR gate. The allgm consists of three stes:
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step,where the current posterior probability is calcudt® all observations and all
mechanismsThe C-stepwhen every individual is assigned to a new mechahésed on
the current posterior probability. And finally tMestep in which a maximum likelihood
estimation using the updated parameters from thetexous steps is performed.

The likelihood for the CEM algorithm consists of twatpa._(a) andL(y). The full
derivation of these formulas can be seen in Paper IV.
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4 STUDY SUMMARIES

Here, the studies are summarized in short and thiésrésun respective studies are given.

41 PAPERI

Even though multi-case families with MS are rare, lughvalence clusters have been
reported in for example Varmland [55] and Overkalix [56Bweden and Bothnia in
Finland [57]. This has lead researchers to beliestestime rare variant might be acting on
the susceptibility to the disease and in some casesiasons have been found [58], but
neither of the findings reported from these cludterse been replicated in larger cohorts.

In Paper | it was hypothesized that possible raramarassociated to disease could be
identified by performing a linkage analysis on theyation of Scandinavia. Although
Scandinavia is not a founder population, the indigld tend to cluster together in principal
component analysis [18], and would as such be suitabéepopulation based linkage
(PBLA) analysis.

The first computeprogram introduced for PBLA analysis was PLINK’s segmental sharing
algorithm [39]. PLINK uses a hidden Markov model (HW[@9] for pairwise IBD
estimation based on the identical-by-state (IBSystdthe underlying HMM methodology
requires initial pruning of the genetic data toidvitependencies violating the Markov
assumption. As LD in the genome exist not only betwearkers following each other
sequentially, but also between markers with larger distaim between them, it is
questionable if the Markov assumption in reality barmet.

PLINK was at the start of this project the only psibéid algorithm for IBD detection and
was initially used. Whether the violation of the Marlkassumption caused a problem or
not, we cannot tell, but what caused some concastthe cM distances used by the
program. As we initially had no data on cM measugstitnates were used and small
changes in the cM estimates seemed to cause draestigeshin the output, making
significant peaks appear and disappear. Duringriteedf the analysis, more methods for
IBD detection had been published, such as Germlidlegiéd fastiIBD [49]. In the
benchmarks conducted by Browning and Browning, PLIMK substantially less
statistical power than these new algorithms. It tieesreed like fastiBD would be a more
suitable method for our project. Browning and Theophad also published a pipeline for
IBD mapping [45]. This pipeline included the analyfsisn start with detection of
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segments with the fastIBD algorithm, to significancéingswith a permutation analysis. It
was therefore decided to change to this method.

The analysis time turned out to be exhaustive, witbvare requirements that were not
easy to meet and months spent on the permutatiorsanaifter personal communication
with the authors of Beagle at the American SocietyHiaman Genetics congress in 2012,
it turned out they now had improved their methodhferr into refined IBD. Refined IBD
had more statistical power for detection of the n@egments [48], and as we had not a
traditional isolate, but a more outbred populatiowas decided to change methods to
refined IBD but keep the analysis pipeline develdpe@&rowning and Thompson.

A script converting the data from refined IBD to f&&Iwas developed. This script can be
found on http://www.kirc.se.

41.1 Results

After QC and outlier removal, 3,953 MS patients amotiol with genotypic data were
used.

Significant peaks were found at the very telomeric efiddromosomes 1, 7, 15 and 19.
The authors confirmed this to be a known artifachefmethod, and a filter removing the
markers with the 10 lowest percent of IBD coverage iwttoduced. After this filter, only

one marker not in a telomeric position was left. Thigkar was located on chromosome
19 in the gene GNA11. No significant hits were founthsnHLA region.

42 PAPERII

In a series of paper based on MS patients in CanaBhdrs and Sadovnick and co-
workers, high recurrence risks for family members topdtents were reported [10],[61]
[63]. The risk was highest for MZ twins, decreasinthwdeclining relatedness. This
pattern would indicate a large genetic contributmthe disease. Furthermore, an
increased risk on the maternal side has been fouthe istudies, indicating a parent-of-
origin effect involved in the etiology [64]66].

The material gathered in Canada, and other studiesoarrence risks, were mostly based
on data collected from the clinics, or after adviergigor volunteers. Method for
confirmation of MS diagnosis in relatives has varfedging from asking the patient [67]
to actively seeking and examining the relatives tieged on the patieéatdescription,

could potentially show neurological symptoms indieabf MS [10],[68] or a mix [69].
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In 2005, a case registry based paper from Denmark peedemer risks for relatives to
MS patients [70]. By using registries, results wilt have to depenah patients’
recollection of possibly affected relatives. A stdidym 2009 based on Swedish registry
data also reported lower risks [71].

With the studies from Sweden and Denmark being dixeey it seemed like the genetic
background risk differed between countries, as camtrth a higher prevalence of MS
tended to have higher familial risks.

At the Department of Medical Epidemiology and Bitistaat Karolinska Institutet
Professor Paul Lichtenstein has developed a metiiasfimating recurrence risk by
using registry data and contreléth relatives matched to the patient and the patient’s

relative. Identifying relatives through registries pd@s more accurate identification of
relatives and their possible diagnosis. By usingdhestries covering most medical care in
Sweden, the possible bias of enriching for womehcamcordant pairs that could arise
from clinics based studies is decreased. In Papieslimethod was used to reinvestigate
the familial recurrence risks for MS in Sweden.

A heritability analysis, to estimate the proportiortaf genetic and environmental
contribution to the disease etiology, was also ootetl. A previous review of the twin
studies made on MS showed estimate in a wide randeyiimbroad confidence intervals
[72].The analysis in project Il was based on twinsgiified through the STR, and to
increase statistical power of the analysis, the analasgsexpanded with close to 2.5
million full and half siblings.

To address the parent-of-origin effect, stratificatigrsex for the familial relative risks
was performed. We also conducted an analysis of tranemissoffspring, also called the
Carter effect, which has previously show conflictiegults in studies on MS [73],[74].

In total, over 28,000 MS patients were identifiedeatimated 96% of the Swedish MS
patients, making it the largest and most completeysitithmilial risks in one single
population in MS so far.

42.1 Results

The absolute risks were in the same range as aamelgsis published earlier during 2013
[11]. However, the relative risks were lower than resly published. The sibling
recurrence risk was found to be as low as 7.13 cardga in the meta analysis published
16.67 [11]. The twin risk was 23.62 compared to 19.th&he meta analysis, with non-
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overlapping confidence intervals [11]. There weraigaificant difference in
transmission to offspring between the sexes, andaneiths there any difference in risks
between maternal and paternal relatives to the Mi&nta The heritability analysis
estimated the genetic component to be around 64% ¢@5¥idence interval (Cl): 36%-
76%), the shared environmental component to 1%086+18%) and the non-shared
environment to 35% (Cl: 24%-51%).

4.3 PAPERIII

MS is more frequent among women than men. Interégtiag analysis of MS patients in
Canada showed that the women-to-men ratio was ifegegisoughout the 20century.

[9]. The study was based on birth cohorts dividefi\eyyear periods from 1931 and until
1981. The result was to some extent replicatetlitiess from Norway [75] and Denmark
[7], but a study from Sweden failed to replicate ti@ease [76]. The study from Sweden
was based on data from SMSreg and showed a higkemwamen ratio for all birth
cohorts. The lack of increase in the sex-ratio wagrising, and a possible explanation
could be that an environmental factor had beereptes Sweden before the other
countries. The increase in women would alreadytaieeh place and could therefore not
be identified in the data.

In Paper Ill, we aimed to reanalyze the sex-rationedn by adding the MS patients
identified in Paper Il, giving us almost twice thedstypopulation as the initial study. VAL
was excluded to avoid the possibility of a bias tduleaving a more dense coverage of the
capital. Furthermore, everyone born outside Swederexaisded.

The calculations were based on prevalence proporfgyngsing prevalence proportions,
we could calculate the prevalence of each birth ¢cohdependently of the others and later
compare the cohorts with other statistics.

A sensitivity analysis was performed by investigatingsweratio in five different
subcohorts: MS obtained as primary diagnosis, M8iogd as secondary diagnosis, MS
diagnosis given to an in-patient, MS diagnosis giteeput-patients and MS diagnosis
given during or after 1989, which is the year wherRR#\considered to have full coverage
[42].

As the increase in women became apparent, we ingtsdig possible explanation for the
difference in results between the studies from Swedeenboth studies, we had access to
the number of MS patients included in each birthocband compared these with a chi
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square test. Focusing on the oldest birth coh@t sed the cause of death registry to
obtain age at death and with a Kaplan-Meier analygestigated possible difference in
mortality rate between the sexes.

No comparison of mortality against the general pomratias performed due to lack of
ethical permission and limitations of the project.

The environmental factor proposed to contributihéincrease of MS in women has been
speculated to be attributable to western lifestyle.@mychas been one factor of interest
[77], but as we had no access to smoking data, thid ootibe investigated.

Another suggested environmental factor is the irsingeage at which women give birth to
the first child. Several studies from Denmark hawegtigated the effect pregnancy might
have on age at onset [78],[79]. A post hoc analysighesfore conducted by calculating

at what age the women with MS gave birth to thest €hild, and comparing this figure to

the general population.

43.1 Results

It was found that the sex-ratio in Sweden incred&sed 1.70 for patients born in the
1930ies to around 2.6 for patients born in latéoets. Figure 3 shows the result from the
sensitivity analysis with a consistent increase foswaigroups.

The mean increase per year was estimated using araggassion, and to correct for
differences between the cohorts in time between agesat to age at hospitalization, an
estimated difference for each cohort based on SM®{ AR was included as a
covariate. The slope of the line turned out significgith a mean increase of 0.11 units
per birth cohort.

When comparing the women and men in the oldest batort identified in SMSreg
against PAR, 18% of the women compared to the 10#teainen were in SMSreg (p-
value < 0.001). Upon further analysis, it was fotlrat the mean age at death was the
same for both sexes, but a larger proportion ofrtee had died. A Kaplan-Meier analysis
confirmed this difference to be significant (p-value.e01).

The age for women when giving birth to the firsictincreased between the birth cohorts,
but did not differ from the general population.
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Figure 3: Sensitivity analysis of the sex-ratio in Sweden. Thé pe
for the secondary diagnosis for patients born 1976-10860sists of
a very small number of patients (245/61).

44 PAPER IV

Modeling complex disease with an underlying deterstimimodel is both intuitive and
appealing as the concept of causality is more easilgnstandable if disease is said to
occur if and only if all causal factors are presentehlity, this will introduce difficulties,

as all risk factors for diseases like MS are notdentified. Subgrouping patients based on
underlying disease etiology and thereby attemgtirexplain a complex disease more

fully in a subgroup of patients, is a research #rabhas gotten more attention in recent
years. Paper IV is a project attempting to estimaterbieability that an individual
developed disease due to a particular cause.

As mentioned in section 1.4.2, the SC model is ldsical OR gate, and as such a well-
known research topic. The noisy-OR gate, which istbehastic version used in Paper IV,
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was proposed by Pearl in 1988 [54]. The noisy-OR gadbles us to estimate the
probability that a certain mechanism has causeds#isaa certain individual.

In Paper IV, it is assumed that these subgroupaliszady identified, or at least
hypothesized, and they need to be provided in trdemé CEM is run to estimate the
parameters, classifying individuals to tihposteriorimost likely disease causing
mechanism.

The log-likelihood consists of two parts: the logelikood for the probabilities of the
mechanisms (alpha), and the log-likelihood for theupeter estimates of the different
mechanisms (psi). The log-likelihood for alpha twnsto be a trivial computation, but for
the parameter estimat@dscher’s method of scoring [80] was used. Fischer’s method of
scoring a one-step iteration to solve the partialdgives in the Hessian, thereby
decreasing the computational time spent in this step

This project is a collaboration between ProfessoHildert’s group at Karolinska
Institutet, Professor Timo Koski at the department afddmatics at The Royal Institute
of Technology (KTH), and the Bayesian statistics gredpby Professor Jukka Corrander
at the University of Helsinki. The mathematical theans developed by Professor Koski,
and an initial implementation of the CEM in MATLABas made by the student V&aind
Jaaskinen in the Bayesian statistics group. In therHjroup, the MATLAB algorithm
was translated into R, and in collaboration with 8ssbr Koski, developed further and
benchmarked.

To test the properties of the model, the accuraagitbaty and specificity were
investigated using synthetic data. The accuracy wasdatd by estimating psi and
alpha with the CEM algorithm, using new startingseal, and calculating the deviation
from the value used to generate the data. The gtamines for alpha were randomized
between 0.2 and 0.8 and for psi between 0.1 andBdb3,000 individuals were randomly
generated 100 times.

The sensitivity and specificity was estimated by calcuddtie area under curve (AUC)

for a validation set of patients using the valuesfa training set consisting of 20% of a
total sample of 10,000 individuals. The AUC was glated using the package ROCR [81]
and taking the mean AUC of 10 repeated subsampéiidations.
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To investigate convergence of the CEM algorithm, G&EM iterations for 100
randomized data sets were run, and the mean valbe lofg-likelihood was calculated per
iteration.

As the properties of the model on more complex dettavgere not yet investigated, it was
decided to postpone testing on real data untib#tevior of the model had been further
investigated.

44.1 Results

The mean deviation of the resulting estimates frarathha and psi used to generate the
synthetic data, can be seen in Table 1. The AUC wimsatsd to be 0.89. The mean log-
likelihood increased with 0.5 during the 500 iteyas.

Y1 Y12 Y13 Yo Yoo W23 O o2

Mean 0.008 -0.025 | 0.017 | -0.015 | -0.013 | -0.002 | -0.014 | 0.014
deviation

Standard | 0.19 0.17 0.17 0.17 0.18 0.19 0.23 0.23
deviation

Table 1: Mean and standard deviation of deviation from thienesed values in the CEM
benchmark.

26



5 DISCUSSION

The discussion is divided by paper into three pérss$; a general methodological
discussion is given. This discussion will focus maanythe underlying model/-s and the
impact the modeling assumptions might have on tieegrétation of the results. Also,
general methodological and mathematical considesationdiscussed. The second part
covers the findings in the studies and the implicetithese might have for the field in
general. The last part of the discussion deals vaith the knowledge gained from the
studies might be used in future research. As the et Gthesis | have attempted to draw
general conclusions from the studies and how thideaaken further, ending with a
personal remark about the future of the field.

5.1 PAPERI

The theoretical underlying model for complex disease used in Piyiiiel SC-model.
It is assumed that there are several different mechanisms causirgd/tBat (at least)
one of these disease causing mechanisms contains a rare genetic variaoty,In the
inherited haplotypes could tag this variant [29], and by using an enfitggtion, the
variant would be sufficiently enriched for.

Traditionally, linkage has been the method of chtddentify haplotypes tagging rare
variants. A disease causing variant is hypothesizbed tggregated within a family with
several casen other words: there’s a special pie causing the disease in that particular

family, and one of the pieces in that pie is a rametjc variants. Using the famiity
pedigree, the inheritance of the haplotypes betweegenerations can be traced, and the
rare variant identified.

However, multi-case families in MS are rare, and ssgavith linkage strategies have been
sparse. In Paper |, it was attempted to take threlséar rare variants to a population level
by using PBLA, also called IBD mapping.

The so called “missing heritability”, was another rational to look for rare variants. In MS,
GWAS data has been used to estimate the variantaresg) reporting that not more than
30% of the variation is explained by all markers [S8Phere might of course be different
reasons for the missing heritability such as notigliclg the right markers, and indeed
some work has shown that including more SNPs expsigmificantly more of the
variance [83]. In this project, it was hypothesizeat the missing heritability partly was
due to yet unidentified rare variants, possibly of aigmeeffect.
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Some methodological problems were encountered whieg PBLA. The significant hits
at the very telomeric ends of chromosomes stronglgesigd this could be an artifact of
the method, which the authors of the method confir(pedsonal communication). As
suggested by the authors, the markers covered bgrthevtest percent of general IBD
detection were removed, and with them most of thafgignt hits disappeared. The
permutation analysis was made before the filterind,the threshold for significance was
set to 5.3e-6 which corresponds to a genome widdisagrce threshold of 0.05. The
authors confirmed the problem to be known for deteinmgithe end of the segments, but
when applying the suggested filter, many hits locatetle beginning of segments also
disappeared, and it is reasonable to suspect tthedwogical concern would apply to
starting points as well as to ends.

After filtering, only one significant hit was left thag@not in a telomeric position. Upon
closer inspection, it seems to be located in a regwation hotspot. Figure 4 (page 30)
shows the pattern of the identified segments foc#se-case pairs. The first significant
signal on chromosome 19, which was removed duriadjlitering, consisted of the five
first very telomeric markers in the permutation analyiie second signal, also removed
during the filtering contained markers 18-21 inpleemutation analysis (markers 181-211
in the marker map). These markers seem to be loiratkd first recombination hotspot.
The third signal, consisting of only one marker, read3 in the permutation analysis (431
on the map), seems to be in the second recombiratispot. Could the recombination
hotspots in the beginning of chromosome 19 possibly rise to the association?

There is also a concern regarding the statistical power of the analysaugh refined

IBD detects 10 times the segments fastIBD detects [48], and fastIBD outperforms most
other methods [49], refined IBD still only detects about 0.4% ofBBesegments.

However, this figure include all segments shared IBD, including thtestones. The

longer segments investigated, the more power refined IBD has [48].

Apart from mapping disease variants, segments shared IBD are thought to give
information about the population structure. There are several projectsttyititize

this [84],[85], but as the algorithm identifying the segments was yetonmbust, it
could not be argued to proceed with further investigation gbdipailation structure in
Scandinavia. Some theoretical remarks can nevertheless be made:aftiotcitcM is
motivated by the Pareto distribution: segments of a shorter length egdikedy not
relevant for the analysis. The 1 cM cut-off gives us an assumptiowehete looking at
segments theoretically shared from an ancestor 50 generations agb ldtjer cut

off, such as 3 cM, could be motivated by LD structure. In paper @7 by Watterson
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and Guess [86] it is concluded that as rare alleles are genenafiggm and we can
expect the LD to extend further [29],[86].

20000 30000 40000
| |

10000
1

Figure 4 The pattern of IBD segments among the case-case Pagsertical
line indicates the significant marker. The first sigpaifit hit that was filtered
out was located to the very left in the beginning efgagments. Thé'®
signal was located in the recombination hotspatrsdonarkers 170-200.

The distribution of the length of the segments shows that it is at is dengletly slbove
1 cM. Setting the cut off higher would risk removing too mamnsnts and with them
statistical power of the analysis. As this is an analysis of Scandinavia andanot o
founder population, it can be argued that it is relevant to indagments of length
between 1 and 3 cM. Assuming 20 years between the gensrdtitmwould take us
back around 1,000 years in time, to a couple of years aéeéntttoduction of
Christianity and the beginning of medieval times.

5.1.1 Findings and implications

After filtering, only one marker not in a telomeric jiios reached significance. This
marker is located on chromosome 19, a chromosombdkaireviously showed up in
several linkage studies of MS. But as the marker sé@ivs located in a recombination
hot spot, it should be interpreted with cautiorilurihas been replicated in an independent
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cohort. Thus, we see no confirmed signs of rare Marieontributing to the disease on
population level in Scandinavia. This is consisteitih the lack of multi case families and
the lower level of familial aggregation and lackefults with linkage. Taking the success
in the search for common variants using GWAS [18]farttier fine mapping of these hits
in the Immunochip collaboration [17] into accouhis further implies lack of rare variants
contributing to MS.

We could thus not add any piece of the puzzle réggttie missing heritability, but that is
assuming refined IBD was sufficiently powered to tagra variant in the sample, and that
the hypothesized rare variant was sufficiently enricbethfthe sample.

5.1.2 Conclusions and future perspectives

We cannot confirm the presence of a rare variantiboiitig to MS, but the methods used
contained some problems.

An ongoing international project on exome sequaneiill hopefully cast further light
upon a possible rare variant involved in disease.

A problem encountered that is not mentioned much, i@ exhaustive analysis time.
Months were spent on the permutation analysis, whieti ager 30 GiB of RAM
memory, an amount that might not be easily acces3ibkepermutation analysis was
provided as a small Python script, and could as saslty be rewritten using a more
effective approach such as parallel processing, les$ &age and possibly a faster
programming language.

The Beagle program is an already compile jar-file, ansuah a black box to the user. It
could be seen that the refined IBD algorithm wasimuthreads, but only one processor
core was utilized. As the source code was closeéfficiency could not be improved on
by altering the code to use more cores. The usevafctauld be questioned for such a
computationally intense algorithm, as it lacks {heesl and efficient memory use of
languages such as C. Beagle 4.0 tries to decreaRé&Meused by frequently writing to
temporary files. Project | was partly run on a highfgrmance computer center located at
the Royal Institute of Technology in Stockholm. Teater was initially concerned that
the extensive amount of writing to file would put toach strain on the infrastructure. A
mounted space of RAM memory was therefore used faethporary files. This is not a
sustainable way of running an analysis and is rasiliée for larger data or parameter
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sweeping, and more efficient memory handling shoaldiben attention in future versions
of Beagle.

5.2 PAPERII

Paper Il is mostly using the liability threshold mbae underlying model.

In the heritability analysis, the amount of sharedetiea and environment are modeled
with equations for different relations. Using themegquation systems are set up, one for
each relation where the amount of genetics and emaeat shared for each relation is
specified. Genetics (A), shared environment (C), amdshared environment (E) should
together explain the whole variation.

By using concordance data on MZ and DZ twins, theatgn system can be solved and
the proportions of A, C and E respectively can benased. To further extend the sample
and give more power to the analysis, it was decidedit siblings and half-siblings in the
analysis. With this came further assumptions abautiétta, such as: full siblings share
household environment, maternal half-siblings are deamgether, and paternal half-
siblings are reared apart. A report from Swedenatpphe assumption of paternal half-
siblings being reared apart [87], but this assumptionof course be questioned and
discussed. To decrease variance that might be caused different upbringing and
exposure to different environmental factors, the aisilgsluded only the oldest sibling
pair from each family, and constrained the age diffee to a maximum of five years
between the siblings.

The equations assume an underlying normally distibligbility with a threshold needed
to be crossed in order to develop disease, angkasas included in the model as a
covariate, the liability threshold model with sex dipfusms as proposed by Carter (see
section 1.4.1) was used.

In this model of heritability estimations, interactioare not taken into account. This could
potentially overestimate the genetic part of the equiétitney are AxE-interactions, and
the C component if they are AxC interactions [88]. Theomponent turned out as non-
significant. Most environmental factors associateldl®so far are part of the E-
component, as factors like smoking and sun exposerhiags an individual is exposed
to. There are known gene-environment interactiodd323], and assuming the above
statements of overestimation of components in teeguice of interactions are true, this

31



would imply that the A component could potentiallystightly over estimated and needs
to be interpreted with a bit of caution.

The non-significant shared environment estimate isindige with previous findings and
the above statement of overestimating C in presenag®@finteractions further supports a
low contribution of shared environment. HoweverJtalian group disagreed to this
conclusion and sent in a “letter to the editor” regarding Paper Il. They disagreed with the
conclusion that our findings were well in line wigtevious studies, and claimed that their
study differed with a significant shared environmeotehponent. Upon inspection of
their original study [89], it was revealed that thesse no significant differences between
the studies, as their CI for the shared environment included 0 and most of their CI’s not

only overlapped, but also fully included our interv&sir full authors reply to the letter
can be found in Appendix A.

The tetrachoric correlations analysis assumes two lyimgenormally distributed
variables with a binary outcome and a threshold fiifoothe dichotomization. In Paper
I, the correlations were reported as online supptgary material, and not much
discussed in the paper. When looking at the estinwatedlations, they confirm the result
from the Cox regression: MZ twins have the highestetation and DZ twins have a non-
significant correlation. Furthermore, all first degrekations are significant, while most
second degree relations and cousins have confidence intervals including 0. The few CI’s

for the more distant relations that do not overla@pebhowever, not far from 0. Due to
multiple testing issues and no formal testing of thiginificance, they should be
interpreted with caution.

In the study, all individuals with a Swedish perdadentity number were included, i.e.
including individuals with a non-Nordic origin. Thistroduces the assumption that the
distribution of the genetic liability load is the saffor all ethnic populations, and that
difference in prevalence between countries wouldtbibutable to an environmental
factor acting on the threshold and present tordiffedegrees. A report from Sweden
showed a prevalence among immigrants in the same aartye general population in
Sweden, but significantly higher than the countrgrigin [90]. Based on this report, the
assumption of equal genetic liability load seems @mjate.

All MS patients were analyzed jointly in this projddnfortunately we did not have access
to clinical course data, but estimation of the famiiisits for the different courses types
would be of interest to investigate if course typgragates within families, or if a
particular course type would provide a higher familigt. When analyzing as one cohort,
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it is assumed, like the example above with ethnitligt the genetic liability distribution is
equal in all course groups.

Another possible concern would be if wrong fathethaere frequently reported in the
records. In Sweden, if a couple is married, the mgsisautomatically registered as the
father. If the couple is not married, the father tasadmit the paternity in court. The
automatic registration of paternity could of courgeoitiuce uncertainty in the data. The
problem with wrong fathers reported is also a prodigely to exist in other data
collections.

5.2.1 Findings and implications

Paper Il found lower familial relatives risks than poersly reported. This implies less
strength of the genetic contribution than previotsbught.

We could not replicate the previously reported riflecences between maternal and
paternal relatives. This may imply a difference betwberpopulations. Another
explanation could be that the differences betweatliestare attributable to
methodological differences. Studies interviewing pagiémt clinic would tend to give
higher rates of females and concordant pairs accotdiegisting literature [34],[91]. As
other registry studies of familial risks in MS show ldgferences between the sexes [70],
this could imply a possible bias in some of the joey studies.

Assuming the LTSD model, and taking the lack ofdigant differences in transmission
to child into account, it seems like men do notitesovercome a higher threshold to
develop MS. Alternatively the effect could be too drimabe shown in the present study.

The non-significant shared environment gives implication where to further study for
environmental risk factors and thus potentially impartdues to the MS etiology.

5.2.2 Conclusions and future perspectives

In conclusion, when using registry data, biasesrttat arise from data collected during
patient interviews in the clinic are avoided. By usiagdomly selected controls,
assumptions about the risk for the general populatid not have to be made. A lower risk
for family members, with equal risks between the sexas,found. This could imply that
risks may have been overestimated in some of thequestudies. The proposed higher
genetic load in men could not be confirmed.
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The genetic liability load between Swedes and non-8svisdof interest to investigate
further, but perhaps more interesting would be vestigate if familial risks differs
between the clinical course types.

The equal risks between the sexes is contradictdrgttoprevious studies of familial
risks, and parent-of-origin effects. A parent-ofgarieffects would however imply the SC-
model as underlying, and it is tempting to specutze modeling familial risks using a SC
framework would give different risk estimates.

5.3 PAPERIII

Paper Il can be argued to use both SC and the LasSMDodels. If viewed from the SC
angle, this means female sex would be a pieceebbthe pies. That pie would also
include an environmental factor and it seems like yet unknown factor has increased
throughout the Zicentury and the number of patients getting the dissesause of this
pie has thus increased. Alternatively, severalipidsading female sex and the
environmental factors could be causing disease.

When viewed from the LTSD framework, the results cdnddnterpreted as some
environmental factor, present in the way descrilteve, lowers the threshold for women,
making them more susceptible to disease. Anotherprgtation could be that the liability
distribution amongst women has gradually shifted td&anore women with a higher load
of liability.

This is a study of prevalence in different birtthods. The data contain no information as
to when the oldest cohort got the MS diagnosis,thadegistries does not permit us to
estimate an age at onset. If onset date had bedatdeait could be utilized to speculate
as to when in time the suggested environmentalrfataoted increasing. Paper Il also
assumes there were no differences in age at oissébdiion between males and females.
Upon stratification of the age at onset distributtongender, no such differences were
detectable (data not shown).

An alternative way of approaching the problem wowddsee the data as a truncated
dataset. An individual is born and will some time.dburing this period, an event could
possibly happen. There will also be a possibiligt the individual is lost to follow up,
called censoring. The censoring or death could happfore or after the disease event.
The possibility that censoring or death could hagpefare the disease event introduces
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some uncertainty, and thus, modeling with a time ddgrenmodel, such as the Cox
regression used in Project Il, would be interesting.

5.3.1 Findings and implications

In this paper, an increasing sex-ratio was found iad&n, confirming a global trend with
a rapid increase for MS prevalence in women. Thidi@mgomething in the environment
is involved, as a genetic factor would take longaetto show such a large effect.

A sampling bias in a register due to men dying agjladn rate than women was also found.
The healthcare data analyzed in the paper impliedsteragtic structural differences in
age from onset to diagnosis between the sexes. Alovwament with shorter time to health
care between the birth cohorts was found. This deaggéisie to health care part is partly
confounded by the relatively late introduction to PARtf® oldest birth cohorts, but even
excluding the oldest cohorts, the time to diagnissitecreasing.

The increase in age at giving birth to the firstathiild not differ between the cases and the
general population, implicating this is probably aatause for the increasing proportion of
women with MS.

5.3.2 Conclusions and future perspective

The women-to-men ratio for MS does increase in Swetiee difference in results
between the studies from Sweden could be attriltotadsampling bias in the previous
study, due to men dying faster than women.

Future investigation of what might be causing the esirey women-to-men ratio needs to
be made. A factor that seems common to western lifdstgleggested by many
researchers, like smoking, which could unfortunatelye looked into in this project.

The higher rate of mortality in men could be furtimeestigated and compared to the
general population.

In this project it is assumed that the increasei&d by relapsing remitting MS because
the proportion of individuals with primary progressidisease is so small. Again access to
the data needed was unfortunately not availableviestigate this, but had the data been
accessible it would be very interesting to look it $ex proportions.
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54 PAPERIV

In Paper IV the SC model was used as the underlyaugmor rather a probabilistic
version estimating the probability that a certain meidhacaused disease in a certain
individual. Moving away from the deterministic apprbauggested by Rothman allows
estimation of the underlying mechanisms even with raacertainty in the data. As not all
risk factors are yet identified for MS, a model inmmating uncertainty is beneficial.

The model proposed here could quite easily be exteinttea leaky noisy-OR. The leaky
parameter could be interpret&thccounting for “subgroups not yet identified” or as a
measure of uncertainty in the model.

An advantage with the CEM algorithm is that is gitresopportunity to investigate the

risks and interaction without assuming a linearetelence, as is done in for example,

logistic regression. Although the formulas for modeight look similar, the CEM is not
constrained to a linearly dependent solution.

This model is an attempt to classify individuals adoay to already hypothesized
mechanisms, and as such, prior knowledge of the anérhs is needed. Data completely
at random gave completely at random answers in thiicfiom accuracy (data not shown).
The AUC of 0.89 shows high classification accuracyyéneer this must be compared
against the prediction accuracy of other classificatnethods such as support vector
machines.

A way of estimating confidence intervals, to achiseme sort of accuracy estimate for the
resulting parameters, would be to perform a bootstnafysis and, using the results from
the bootstrap, estimate the standard deviation towke calculation of Cl:s. This could

be easily done in R.

The framework proposed here does not necessarilyutiigse of the LT model in the
project. If “high genetic load” is considered a piece of one pie, it would be possible to
incorporate the LT model.

The OR expression is used as the logic gate, butdirtethe model to allow other types
of gates could be another way to incorporate thenb@el. Allowing too many
combination of factors will, however, very quickly réso a computationally too complex
problem.
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5.4.1 Findings and implications

Project IV presents a promising algorithm for clasatfan of patients into subgroups.
This algorithm needs to be investigated further. Ththod provides measures of
interaction corresponding to the ones used trauditip in epidemiology. It furthermore
shows high classification accuracy and should be deedlfurther.

5.4.2 Conclusions and future perspectives

Paper IV presents a potentially interesting model wittigh classification accuracy
suggested to be investigated further. This modeligekier not yet fully developed. As
such not all of its properties are yet known andhmaork is still to be done. It offers
however a theoretical framework enabling us to chagsifients into subgroups based on
their genotypic data. These subgroups must be hyginéta priori and such an
identification of subgroups is outside the scopBagier IV.

In the future, it should be further investigated hbesmodel behaves so that results from
more complex data sets can be interpreted.

The algorithm proposed here could fairly easily beraled to a leaky noisy-OR gate, to
account for yet unidentified factors. Furthermoreydgan inference could be used to
model the underlying genetic architecture of the dis¢82], and the result from the
analysis incorporated in the model. The model cem Ia¢ developed further to allow other
possible logic gates such as AND/AND-OR/etcetera,siohigpothesis about etiological
subgroups.

As not only genetic factors are associated to MS, emviental factors, such as smoking,
can be used. Allowing ofe complex models such as the “genetic risk score” as pieces of
the pie could potentially also help explain morehefdisease etiology.

5.5 GENERAL CONCLUSIONS AND FUTURE PERSPECTIVES

The work in this thesis failed to provide evidenmerfire variants contributing to disease.
Assuming this is true, and taking the lack of diffexes in transmission to offspring, and
equal risks between the sexes into account, thisémfile same genetic load, or a very
small difference, is required for both sexes.

However, Paper lll confirms the global trend of arré@sing women-to-men ratio.
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Viewing the above stated from an LTSD angle this @auply a different distribution of
liability amongst women, with a larger proportiorving the required amount of liability

to cross the threshold. If liability does not havédoconstrained to genes, this could mean
the liability has increased due to some environméatabr that has increased in presence
amongst women during the 20th century (Figure 5).

N
Frequency

Threshold

N

i

vV

Liability

Figure 5: If the same genetic load is required for both sexed
liability is not constrained to genetics, an environtakfactor
shifting the liability distribution for women (grdine), pushing
more women across the threshold, could exist.

An interpretation from the SC perspective could nibahsome environmental factor
interacting with the female sex is becoming mor @oere common, increasing the
frequency of that pie (or pies). A gene-environmetdraction that is not necessarily
stronger in effect, but more frequent and thus essind in women when stratifying on
sex could account for this (Figure 6).

Other possible explanations of the increasing séx-catild of course be more awareness
of the disease and better diagnostics for particweolyen, but Paper Il saw no
differences between age an onset and age at hizspitai for the sexes. The age at onset
distribution from SMSreg did not differ either betmemen and women.
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Figure 6. A possible SC-interpretation of the results. Aniemmental factor
(E), interacting with female sex (F). As the faégsobecoming more frequent,
the frequency of the pie (or pies) including the faEtphas increased from
figure 6a to figure 6b.

The Carter effect part of project 1l could be exenhddy taking year of birth into account
and making the model more complex. By doing so, itldvbe possible to see if the
transmission to offspring has changed over timeidfificreasing over time, this could
imply some trans-generational effect, possibly epidgenétt is stable, this could indicate
something in the environment is responsible foiinheease.

5.5.1 Personal remark

This last part of the thesis is written from my per$peaspective, as an engineer trained
in computer science, meeting the field of medicalegies and epidemiology.

Programming is an art. It’s a craft that takes years and years to develop and master. Like
science, it is a creative process that requiresctifteupon the work done, and it is a way
of thinking that is acquired through experiencéheflearned theoretical framework.

Programming is not just about writing code that performs what you expect of it, it’s also
about designing your algorithm, choosing a propgguage, appropriate data types and
designing structs, objects and classes suitabledgrtiblem and the language. Much like
choosing study design, analysis methods and statégtigropriate for the scientific study.

Programming builds on knowledge about computer tctire, where the program will
be used and by whom, and knowing how to adaptaseticonditions. It is not about
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writing many lines of code, but code that efficierttes the job without being over
optimized. Programming is about knowing how to grbpvalidate all the small parts that
together make up the program, and for validatiop@ses, it is essential that the code is
released as open source so other researchers ichteyainderstand what is going on and
help develop further.

Much like science is about knowing what has been dotie field and strength and
weaknesses of different studies and methods, setiag hypothesis that can be tested in
a reliable way and publishing both positive and tiegaesults in a way that makes it
reproducible and gives the full picture, will avgidblication bias.

With the increasing amount of data generated in #dical sciences that are analyzed in
more and more complex ways, complexity of the analgss iissue that must be given
more attention. Spreadsheets are since some yearadbmiger sufficient to even open
the data files, less so calculate statistics. Thexgyeneral interest and willingness among
many researchers in the field to go towards more ag¢bstatistical tools, such as R, but
for more advanced problems R is not enough.

| believe the field of medical science as a whate, genetics in particular, would benefit
from basic knowledge about how to handle data in gstems and master basics
concepts about programming. If nothing else bugfite scientists tools to write simple
scripts to test a new idea or concept. But onlyadge of basic programming is not
enough. The infrastructure must be supportive andl soraputational clusters that are
easy to access and use would be a step in thididireHaving the tools to easily test a
new idea would further encourage creativity amorggstarchers.

To be prepared for the future of more complex analiysiestments must be made in
hardware capable of fast and efficient processinbeoflata as well as education of
researchers. But also inter-disciplinary collaboratiionolving more programming
expertise in combination with statistical knowledgessential to develop novel, reliable,
efficient methods for analyzing large sets of data mglex ways.

I have been fortunate to work in an encouragingrenment willing to invest in hardware
and send me to courses to further develop my pragmagnskills. | have also been
fortunate to get to know people passionate abamgramming and computational
problems and together we have created a networKpgahd support each other. It is my
hope that this collaboration will continue and exgb¢o a level where it can be a resource
to Karolinska Insitutet and contribute to solving tibove raised concerns.
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