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Abstract: In this paper a predictive controller for real-time target tracking in 

mobile robotics is proposed based on adaptive/evolving Takagi-Sugeno fuzzy 

systems, eTS. The predictive controller consists of two modules; i) a 

conventional fuzzy controller for robot motion control, and ii) a modelling tool 

for estimation of the target movements. The prediction of target movements 

enables the controller to be aware and to respond to the target movement in 

advance. Successful prediction will minimise the response delay of the 

conventional controller and improve the control quality. The model learning 

using eTS is fully automatic and performed ‘on fly’, ‘from scratch’. Data are 

processed in ‘one-pass’ manner, therefore it requires very limited computational 

resource and is suitable for on-board implementation on the mobile robots. 

Predictions are made in real-time. The same technique also has the potential to 

be used in the process control. Two reference controllers, a controller based on 

the Mamdani-Type fuzzy rule-base, and a controller based on the simple linear 

model, are also implemented in order to verify the proposed predictive 

controller. Experiments are carried out with a real mobile robot Pioneer 3DX. 

The performance of the three controllers is analyzed and compared. 

1   Introduction 

The main objective of the object tracking is controlling the robot to maintain a 

constant distance and heading to the mobile object being tracked [1]. A simple first 

priciple controller can be used for this purpose based on the linearisation of the 

problem [2]. Alternatively, in a pursuit of more accurate tracking, a fuzzy controller 

can be applied. A fine tuned fuzzy controller [3] can achieve higher accruacy 

comparing to the simple linear controllers. However, one problem that the 

conventional controllers are facing is that the controller generates the manipulated 

value (control command) according to the observation of system status at the current 

and the past time instants while the purpose of the control is to minimise the observed 

error in the forthcoming (future) time instant. Taking into account the dynamic nature 

of the target system, this delay, in response may lead to larger errors. For this reason, 

a predictive controller which is able to predict the behavour of the target system is 
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recommended in such cases [4]. Instead of a response to the directly observed 

measurements, the so called model-based predictive controller (MBPC) makes the 

control decision based on the predicted values. Therefore, a predictive model is an 

indispensable part of any MBPC scheme [4]. In [5] a Takagi-Sugeno (TS) fuzzy 

model has been used as a model predictor. This model, however, was pre-trained off-

line and was with a fixed strtucture. The eTS concept introduced recently [6]-[8] 

allows the TS fuzzy model to be designed on-line, ‘on fly’ during the process of 

control and operation. This is especially suiatble and convenient for applications such 

as robotics where the autonomous mobile robots may be required to operate in a 

completely unknown, dynamic, or harsh environment [9]. 

 

The main problems in controllers design [10] are; i) their stability; ii) their tuning. 

The former problem is not treated in this paper. The latter one is usually approached 

in off-line mode and also from the point of view of adpative control theory [2] which 

is well developed for the linear case [11]. In a dynamcially changing environment 

eTS fuzzy systems have their advantage of flexibility and open structure. Moreover, 

they have been used in conjunction with so called indirect learning proposed by 

Psaltis in 1998 [12] described in [6] and [12]. While Psaltis and Anderson et al. [14] 

used off-line pre-trained and with fixed structure neural networks for their indirect 

learning scheme in [6] and [13] evolving FLC is used that learns ‘on fly’, ‘from 

scratch’ based on the operational data alone and no pre-training. 

 

In this tracking problem, the desired velocity of the two side wheels of the robot is 

controled. The distance, d and the angle to the moving target, θ are measured at each 

sampling time, Figure 1. The objective of the control is to maintain a predefined 

distance to the target so that the target is closely followed without a collison 

(reference distance, dref). A heading angle of 0
o 

to the target is also required.  

 

Fig. 1 Target tracking by a mobile robot. 

 

The structure design of the conventional controller used as a basis benchmark for this 

test of target tracking by the mobile robot is illustrated in Figure 2. The current state 

described by the distance to the target, velocity of both wheels of the mobile robot 

(left and right) measured by the sensors mounted on the mobile robot Pioneer 3DX is 

fed back to the controller. The controller has a fixed structure and parameters that are 

determined based on common knowledge of the problem.  



 

 

Fig. 2. Controller schematic. 

1.1 First principles-based controller  

The first principles-based controller used for this task is based on the explicit linear 

description of the problem. In order to follow the moving target, the acceleration of 

the robot is assumed to be proportional to the distance to the target, d. Due to the 

inertia of the real systems it takes a short period of time after a velocity command is 

received by the motor the desired velocity to be reached. Therefore, the velocities of 

both wheels (left and right) are selected as control values.  The turning of the robot is 

achieved by control of the velocity difference between the left and right wheels. 

When the velocity of the left wheel is higher than the velocity of right wheel, the 

robot makes a right turn and vice versa.  Based on these principles, the wheel velocity 

control model is described by the following equations: 
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It consists of two components; Vf, the component for maintaining dref and the pair of 

velocities, Vl, and Vr which determine the heading of the mobile robot. The two 

components are defined by equations (2)-(3) below, also illustrated in Figure 3. 

Figure 3a) and 3b) illustrate the linear components which describes the control 

response in proportion to the distance and heading difference to the target 

respectively. When the distance to the target is Far the velocity component, Vf  is set 

to High, which leads to a larger acceleration of the robot. While the distance is below 

dref (set in our experiments to 400mm), the velocity component, Vf  is set to Negative.  

 

 Fig. 3a) Distance component    Figure 3b) Angle component 
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Where θ , θ are threshold values; k1 and k2 are coefficients. 

1.2     Fuzzy Controller 

In an attempt to achieve a more flexible and accurate tracking, a Mamdani type fuzzy 

logic controller (FLC) has also been implemented [10]. It consists of five fuzzy rules:   

 

The fuzzy rule base of the Mamdani type FLC: 

 

Rule 1:  

IF (d is Crash) AND (θ is Negative)  

THEN (Vl is Quick Back) AND (Vr is Quick Back) 

Rule 2:  

IF (d is Close) AND (θ is Straight)  

THEN (Vl is Slow Back) AND (Vr is Slow Back) 

Rule 3:  

IF (d is proper) AND (θ is Small Positive)  

THEN (Vl is Hold) and (Vr is Hold) 

Rule 4:  

IF (d is Not Far) AND (θ is Small Negative)  

THEN (Vl is Slow Forward) AND (Vr is Hold) 

Rule 5:  

IF (d is Far) AND (θ is Positive)  

THEN (Vl is Slow Forward) AND (Vr is Quick Forward) 

 

Each rule describes a typical situation during the tracking task. Real-time readings are 

obtained to form an input vector. The closeness from the measured input vector to the 

prototypes (focal points) of each fuzzy rule is calculated based on triangular 

membership functions illustrated in Figure 4. The result is aggregated to form the 

degree of firing for each rule and normalised and aggregated further to form the 

overall output of the FLC [10]. The antecedent part of the fuzzy rules is defined by 

linguistically interpretable terms that describe the distance (Figure 4) and angle; the 

consequent fuzzy sets are defined in respect to the velocity. 



 

 

Fig. 4. Fuzzy Sets for Distance 

 

The fuzzy controller is tuned by an off-line optimization testing a group of randomly 

chosen fuzzy sets settings. 

 

1.3     Predictive Controller 

 

Fig. 5. System Structure of the predictive controller 

In the design of the MBPC, a prediction module is added to the FLC described above.  

The prediction module is based on eTS [6-8] and aims to predict the distance and 

angle to the moving target one time instant ahead based on the information of current 

distance, angle, and velocity of both wheels. These predicted values are then fed to 

the FLC instead of the readings of the distance and angle at current step. The MBPC 

then determines the control values in the same way, but based on the predicted values. 

This leads to minimisation of the tracking error caused by the delay in the response in 

velocity due the time required by acceleration. The evolving Takagi-Sugeno predictor 

is described in more details elsewhere [6-8] and is sketched in the following diagram. 



I 

Fig. 6.  Flow chart of the evolving Takagi-Sugeno (eTS) Predictor Algorithm 

2   Experimental Study 

2.1   The robots 

The experiment is carried out with a Pioneer3 DX mobile robot [15] equipped with an 

onboard PC and a laser ranging device. The laser scans a fan area of 180 degrees and 



 

returns the distance and headings to the closest obstacle in this fan area. The 

detectable range of the laser is [150mm, 10,000mm]. In the experiment, another 

mobile robot played the role of the moving object to be tracked, following 

automatically a predefined routine (see Figures 7 and 8). There is no external links 

such as GPS and the wireless data connection is used only to download data. Thus, 

the task is performed fully unsupervised by the mobile robot.  

 

 

Fig. 7. The robots and the experiment 

 

 

Fig. 8. Route of the target object. 

2.2   Experimental settings 

Four variables were measured in real-time:  

1 distance to the object; 

2 angle to the object; 

3 the real velocity of the left wheel 

4 the real velocity of the right wheel of the robot being controlled. 

The sampling frequency is about 10Hz (100ms per sample). The control values are 

generated at each sampling interval. 

 



Table I. An example of the data collected in real-time with the control outputs 

Time d, mm θθθθ,
o
 

Real Left, 

mm/s 

Real Right, 

mm/s 

Ctrl Left, 

mm/s 

Ctrl Right, 

mm/s 

0 205.295 -5.04 -110 -118 -763.923 -799.234 

200 201.297 -5.53 -42 -10 -773.8 -812.551 

400 207.336 -16.9 -43 -88 -716.216 -835.137 

600 216.334 0.068 -93 -133 -750.034 -749.551 

801 207.263 10.47 -107 -167 -739.24 -812.532 

1001 246.715 3.49 -282 -274 -676.127 -651.682 

 

The experiment was carried out outside Infolab21, Lancaster University, UK. For 

each of the tested controllers a group of ten tests were carried out along the same test 

route as shown in Figure 8. During the test the target object performed a series of 

behaviours including acceleration, deceleration, turning, reversing, etc.  The mobile 

robot that is performing the tracking task has the controllers uploaded on its on-board 

PC written in C language. The tracking task is performed fully automatically. Only 

the laser ranging device was used to measure both the angle and the distance. The 

velocity is measured by the tachometer (odometer) of the robot [15].An example of 

the measured distance and angle difference to the target is illustrated in figure 9a) and 

9b). Several pre-tests were also carried out to find the suitable parameters for the 

FLC. The distance and the angle to the target were measured in real-time. The 

discrepancy between the real observation and the target values of distance and angle 

has been used to calculate the errors. The mean absolute error (MAE), the standard 

deviation (STD) and the root mean square (RMSE) are used as the criteria for the 

comparison of the three controllers.  

 

  

Fig. 9a) Distance measured in real-time            Fig. 9b) Angle measured in real-time 



 

  

Fig. 10. Control values versus real observations for velocity of the wheels. 

3   Results Analysis and Conclusions 

The results are tabulated in table II. They show that the prediction module in the 

predictive controller has assisted the fuzzy controller to achieve better control 

precision in terms of the distance and to some extent in terms of the tracking angle 

minimising the delay in control response. Note that as shown in table I and Figure 10, 

there is some overshot (the control values generated by the fuzzy controller and the 

predictive controller are larger than the desired velocity of the wheels). This is 

because it has already taken into account the response delay in time required for the 

acceleration/deceleration.  

Table II. Result Comparison 

 

In table II, on can see that the angle tracking by the FLC is worse than that of the First 

principles-based controller. To improve on this aspect, more rules describing the 

response to different observation in angles can be added to the fuzzy controller to 

achieve higher control accuracy. Off-line techniques such as ANFIS [16] can be used 

in order to get the optimal parameters of the fuzzy controller for the task.  

 

In the future, real time image classification [9] and tracking techniques [17] can be 

integrated with the proposed predictive controller. In this way, image-based 

information can be used by the prediction module of the MBPC which is expected to 

further improve the precision. 

d, mm θθθθ
o
 

 
RMSE MAE STD RMSE MAE STD 

First Principles Controller 83.3 129.2 110.1 4.8 9.35 8.14 

FLC 70.2 120.3 113.7 4.9 7.43 7.34 

MBPC 65.2 112.5 119.9 4.8 7.53 7.09 
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