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Abstract: The paper discusses the automatic 
control of motorway traffic flows utilising ramp 
metering, i.e. traffic lights on the on-ramp 
entrances. A multivariable ramp metering system 
is developed, based on the nonminimal state 
space (NMSS) approach to control system design 
using adaptive proportional-integral-plus, linear 
quadratic (PIP-LQ) optimal controllers. The 
controller is evaluated on a nonlinear statistical 
traffic model (STM) simulation of the 
Amsterdam motorway ring road near the Coen 
Tunnel. 

1 Introduction 

The electronics revolution has led to enormous 
advances in transportation technology. In particular, 
communication advancements, coupled with induction 
loops implanted in road surfaces, allow data on traffic 
behaviour at distant points in a large network to be 
utilised in real time. Automatic data processing tech- 
niques together with intelligent systems for effectively 
utilising the information are now required. In this 
regard, a dynamic state space modelling technique, 
which provides transport management with a ‘data 
assimilation’ tool for monitoring and prediction of 
interurban motorway networks, has recently been 
developed [ 11. Although developed primarily to provide 
short term forecasts, the resulting statistical traffic 
model (STM) also provides a good simulation model of 
the traffic system suitable for investigating new control 
measures. 

During congestion, mean velocities fall dramatic,dly 
and traffic flow becomes lower than the capacity of the 
road. In this case, the motorway is not utilised in the 
most efficient manner and overall travel times and 
queue lengths are higher than their theoretically opti- 
mum values. Ramp metering utilises traffic lights at the 
on-ramp entrances to limit access to the main carriage- 
way of the motorway in an attempt to maintain flow 
close to the capacity. Most commonly, an occupancy 
set point is employed. Occupancy, which is usually 
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measured by induction loops embedded in the road 
surface, is defined as the proportion of time during 
which vehicles are above the loop and is linearly related 
to the density of traffic on the carriageway [[2], p. 1411. 

The proposed approach to ramp metering control is 
based on earlier research into nonminimal state space 
(NMSS) control system designs [ 3 ,  41. This approach 
yields proportional-integral-plus (PIP) controllers 
which can be considered as logical successors to con- 
ventional two- and three-term controllers, but exploit 
model-based predictive control action [5]. There are 
numerous advantages to this more advanced approach: 
the vagaries of manual tuning are replaced by model- 
based computation of the control gains; its structure 
always exploits fully the power of state variable feed- 
back (SVF) methods, thus allowing for the implemen- 
tation of optimal control strategies, such as the PIP 
linear quadratic (PIP-LQ) controller discussed in this 
paper; and it does not rely on digitisation of a continu- 
ous-time design but works directly with discrete-time 
transfer function (TF) models identified from normal 
operational data. 

The present paper, which follows up earlier research 
for the European Community DACCORD project [6], 
utilises STM simulations of the motorway network on 
the Amsterdam motorway ring road to evaluate the 
control designs. This ring road is a highly monitored 
network and is the focus of a broad traffic manage- 
ment programme in The Netherlands. At the Coen 
Tunnel, on the western part of the ring, there is often a 
traffic jam in the southern direction during the morn- 
ing peak hour, and in the northern direction during the 
afternoon peak hour. Ramp metering has been applied 
at this location since 1989, when the first metering sys- 
tem in The Netherlands was installed. One particularly 
successful and well known approach, for example, is 
the ALINEA strategy [7], based on a simple integral 
feedback controller. 

When ramp metering was first introduced near the 
Coen Tunnel, it improved the flow of traffic at this 
location. As might be expected, however, there was a 
corresponding increase in flow from upstream, unme- 
tered (at that time) on-ramps. Clearly, by metering sev- 
eral on-ramps, the traffic can be more equally 
distributed over the entrances to the motorway, in prin- 
ciple resulting in fewer disturbances and smaller 
queues. This simple example illustrates the importance 
of coordination between different on-ramps in a region. 

A degree of coordination may be obtained with 
essentially local controllers, such as ALINEA, by intro- 
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ducing simple rule-based decisions. However, a full 
multivariable approach, such as the linear quadratic 
integral (LQI) control law of Papageorgiou et al. [SI, or 
the related PIP-LQ method discussed in the present 
paper, provides a mechanism for inherent coordination. 
The LQI controller, which has been available for many 
years [9], is a standard LQ control law, with the addi- 
tion of an integral control component to ensure zero 
steady state offset, even in the presence of output dis- 
turbances to the system. As Papageorgiou et al. empha- 
sise, such an optimal approach provides a powerful 
design tool which can be applied directly to nonlinear 
systems, such as traffic systems, if they can be ade- 
quately linearised around a desired steady state. In the 
present research, such linearisation is achieved through 
the use of data-based identification and estimation 
techniques, where simple linear TF models are obtained 
by recursive estimation based on the telemetered traffic 
flow measurements. 

, 

i 

2 
linearisation 

The statistical traffic model (STM) and 

The STM [l] includes the following components: (i) a 
state vector that holds two variables per link, namely 
traffic density ( r ,  vehicledkm) and flow (q, vehicles/ 
minute), ordered by the corresponding measurement 
station; (ii) an observation vector that holds informa- 
tion from the monitoring stations: (iii) a vector of 
exogenous inputs consisting of the flows from the on- 
ramp entrances; and (iv) variables that specify the 
behaviour of the system, such as measures of link 
length and capacity. The state transition matrix 
depends on traffic dynamics, which classically follow 
differential equations analogous to those of fluid 
dynamics. 
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Typical fundaniental trafic diagram utilised in the solution Fig. 1 

In particular, the three types of equations which 
comprise the model are as follows: a balance equation, 
which ensures that vehicles are conserved; a flow equa- 
tion based on the identity q = v’r where v is the velocity 
(km/hour); and a highly nonlinear, fundamental traffic 
diagram (FTD) relating the velocity to the density. The 
FTD takes the shape illustrated in Fig. 1, where it is 
clear that during ‘free flow’ conditions at low densities, 
the corresponding velocities are high, as would be 
expected. However, once the density exceeds a critical 
level, linear flow conditions end and the velocity falls 
dramatically due to developing congestion. It is this 
critical density, defining the capacity of the road, that 
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is of most importance when defining the set point for 
control design. The STM equations hold for on-ramps 
(or merging motorways) and off-ramps (or diverging 
motorways), with the latter requiring the estimation of 
a turning fraction between the two downstream choices. 
The network is built up from a number of such links, 
e.g. for sections of motorway between two adjacent 
measurement stations (typically 0.5 km). 

Although in previous publications the STM has been 
used as a basis for data assimilation using the Kalman 
Filter [I], the present paper utilises the STM purely as 
a simulation tool. For this purpose, the STM parame- 
ters are selected to represent particular flow conditions 
of interest, such as free flow, congestion or lane clo- 
sure, with realistic upstream flows, on-ramp demands 
and turning fractions introduced to ensure authentic 
traffic behaviour. For example, in order to bring the 
results as close to real traffic conditions as possible, 
measured data are employed as inputs to the system 
(i.e. defining the boundary conditions). When used for 
simulation in this manner, the STM yields traffic 
behavioural patterns similar to those encountered on 
several road networks in The Netherlands [l]. 

In its basic form, the high order STM is much too 
complex for use in analytical control system design. In 
order to develop a linear optimal control algorithm, a 
linearised, small perturbation, representation of the traf- 
fic system is required and this is normally obtained by 
conventional linearisation of the nonlinear model equa- 
tions. We have found, however, that the behaviour of 
the nonlinear traffic system can be approximated well 
by simple, reduced order linearised time variable 
parameter (TVP) transfer function models (see eqn. 1 
in Section 3) that are identified and recursively esti- 
mated directly from simulated or real data using the 
simplified refined instrumental variable (SRIV) algo- 
rithm [lo]. Such linearised models may be obtained for 
any of the macroscopic traffic variables measured on 
motorways, including flow, velocity and occupancy. 
This novel approach to combined linearisation and 
model reduction is particularly valuable because it not 
only identifies directly the range of applicability of the 
linearised model but it also facilitates the subsequent 
design of an adaptive controller using online recursive 
estimation of the model parameters [4]. 

Taylor et al. [6] successfully apply these modelling 
techniques to actual telemetered traffic data from 
motorways in The Netherlands and discuss how the 
parameters change over time according to current lev- 
els of congestion. In fact, it was found that the model 
fit is the strongest during the most congested part of 
the data set. This result is worth stressing: it suggests 
that the linear model most adequately describes the 
data when traffic control is most needed. 

3 Nonminimal state space (NMSS) control 
design: the PIP-LQ controller 

As an illustration of the proposed control methodol- 
ogy, we consider the coordinated ramp metering of 
northbound traffic on the Amsterdam ring road, south 
of the Coen tunnel. The algorithm is implemented on 
an STM simulation of the corridor, assuming that 
measurements are available from each of the eight 
STM links, as in Fig. 2. Note that the STM is based on 
density variables rather than occupancy, but since the 
two are linearly related the algorithm may be devel- 
oped in terms of occupancy without any additional 
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complications. As the system illustrated in Fig. 2 con- 
sists of four on-ramps (Ul-U4), an associated four 
locations may be controlled using SVF methods. Th’ese 
are selected as the ‘bottlenecks’ immediately follow mg 
the sections where the on-ramps merge with the motor- 
way (i.e. L2, L4, L6 and L8). 

A =  

u4 

- - 
a1 c 1  0 0 0 0 0 0 0 0 0 0  

b2 az cz  0 0 0 0 0 0 0 0 0  

0 b3 a3 c3 0 0 0 0 0 0 0 0  

0 0 b4 a4 c q  0 0 0 0 0 0 0  
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10.4: L4 p 

wul 0.51 L1 I - 
Fig.2 Schematic diugrum of the STM simulation of the Amsterdam 
A10 West showing the relative locutions of the links (LI-U).  on-rmzps 
(UI-U4) and off-ramps (Rl-R3) 
the numbers on the left indicate the link lengths in kilometres 

Although most of the corridor consists of two lanes 
of traffic, at the upstream end of Fig. 2 the links L1. to 
L3 have three lanes; while the on-ramps have one lane 
of traffic, except for U3 which has two. The ramp 
metering system is intended to allow one car to pass 
the traffic lights for each green period, usually with a 
cycle time in the range 4.5 to 12 seconds, yielding on- 
ramp flows of 5 to 13.33 veh/min. 

3. I State space representation of the system 
The local linear model for occupancy at location s 
takes the following general form: 

Os$ = U s O s , t - l  + ~ s o s - l , t - l  +CsOs+l , t - l+  {dsus , t - l }  

(1) 
where o , - ~ , ~  and o , ~ + ~ , ,  are the occupancies at locations 
immediately upstream and downstream of o , ~ , ~ ;  us,, is the 
f low from the associated on-ramp (if one exists); and a,7, 
b,, cS, ds are the time variable parameters. In the nota- 
tion of eqn. l ,  02,f is the occupancy at link L2 after the 
on-ramp, while u2,, is the on-ramp flow U1 at that loca- 
tion. Of course, if the data-based identification analysis 
suggests that a higher order model than eqn. I is 
appropriate, this introduces no problems since the PIP 
control system design methods can be applied to T F  
models of any order, with any number of sampled time 
delays [3-5]. However, analysis of telemetered data 
from The Netherlands suggest that higher order models 
are not necessary in this case [6]. 
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7 

The associated state space system is described by the 
following nonminimal state space (NMSS) equations 
that are derived directly from the linear model (eqn. 1) 
and its associated parameter estimates: 

T 
Xt = A x t - 1  + But-1 + DYd,t  x 

Y t  = cxt (2) 
Here x, is the nonminimal state vector composed only 
of the measured variables which, in the case of the A10 
West, takes the following form, 
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B =  O O d g O  
0 0 0 0  
O O O d s  

--dz 0 0 0 
0 -d4 0 0 
0 0 -& 0 

- 0 0 0 4 s -  

0 0 0 1  0 0 0 0  
0 0 0 0  1 0 0 0  
0 0 0 0  0 1 0 0  
0 0 0 0  0 0 1 0  

-0  0 0 0-  -0  0 0 1- 

T - 1 '  ' 1  D , l o  ' 1  
0 0 0 0  0 0 0 0  

c -  

and has been evaluated in practice on many real 
systems [7, 113. 

Note that the results obtained in Section 4 (below) 
have been obtained with a fixed parameter PIP control 
law of the above kind (eqn. 9). For all of the simulated 
traffic conditions investigated so far, this has yielded 
satisfactory regulation of the traffic flows. However, 
the recursive SRIV estimation results suggest that the 
parameters of the linear model may change signifi- 
cantly when extreme motorway conditions are encoun- 
tered (see [6]). In such situations, it is advantageous to 
implement an adaptive PIP controller in which the Ric- 
cati equation and the resulting control gain matrix are 
both updated at each sample on the basis of the latest 
recursive SRIV estimates of the linearised model 
parameters (see [4]). 

In practice, the final stage in the algorithmic design is 
the translation of the calculated U, into a practical con- 
trol input to the system: namely a traffic light 
sequence. Most ramp metering systems, such as those 
utilised in The Netherlands, are designed to allow one 
vehicle onto the motorway at a time, so that the con- 
trol input signal is simply inverted to obtain the 
required 'seconds per vehicle' between each green phase 
(the cycling time). However, since the inputs to the 
STM are flow signals, this step is not required for the 
simulation study. 

It is worth noting that, due to the special structure of 
the non-minimal state vector, the LQ weighting matri- 
ces in the cost function (eqn. 8) have particularly sim- 
ple interpretation, since the diagonal elements directly 
define weights assigned to the measured variables and 
integral of error states. In the general multivariable 
case, however, these matrices are not readily translated 
into exact closed-loop response characteristics, such as 
decoupling, overshoot and rise times. In this regard, 
one recently developed technique that automatically 
maps the various technical characteristics into the ele- 
ments of Q and R, is multi-objective optimisation in its 
goal attainment form [12]. Rather than directly opti- 
mising the control gains themselves, this method opti- 
mises the parameters of the Cholesky factors of Q, 
which has the advantage of generating only guaranteed 
stable optimal solutions. When applied to the problem 
of traffic control, this multi-objective approach may be 
utilised to obtain PIP-LQ controllers that are robust to 
a specified range of traffic conditions on the basis of 
repeated simulations with the STM. 

4 Simulation experiments 

In the simulation experiments used to evaluate the opti- 
mal PIP-LQ ramp metering control system designs, the 
STM is solved in MATLAB/SIMULINK'" at a 10 sec- 
ond sampling interval with a realistic set of traffic 
inputs. Here, measured flow from the A10 motorway at 
the appropriate location south of the Coen Tunnel (1 5 
May 1995) is employed as the upstream input; while 
the on-ramp inputs are fully constrained within the sat- 
urations currently employed on the real system. In 
addition, a realistic set of on-ramp demands are used in 
the simulation, so that the final on-ramp flow is the 
minimum of the calculated control input and the flow 
actually approaching the on-ramp. 

4.1 No on-ramp control 
A typical simulation of the STM with the above inputs 
and without any on-ramp control is shown in Figs. 3 
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1 

flows on the motorway, while avoiding congestion on 
the approach roads. 

i 

and 4. Since this simulation illustrates the 'uncon- 
trolled.' response of the traffic system from 2pm until 
8:45 pm, it includes the afternoon 'rush hour', which 
occurs during the middle part of the simulation, as can 
be seen quite clearly in the on-ramp flows of Fig. 4. It 
is also clear that, while no congestion occurs in link L2, 
the remaining links become severely congested, as rep- 
resented by the dramatic increase in density illustrated 
in Fig. 3. In fact, the congestion is so severe that the 
associated velocities for links L6 and L8 remain below 
20km/h for most of the time and, in practice, the vehi- 
cles may become stationary. 

60' 6or------ 
- 40 50i I /+In I 

30 30 U == 
Y 20 

4pm 6pm 8pm 4pm 6pm 8pm 
g 20 
r e 

............................... ....... 
30 

20- 20' 
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Fig. 3 
(top left, top right, bottom left, bottom right, respectively). Set point used in 
Fig. 5 (dotted) 

Uncontrolled density at locations L2, LA, Lh and L.8 
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Fig.4 Uncontrolled on-rump flow at locutions U1, U2, U3 and U4 
(top left, top right, bottom left, bottom right, respectively) 

4.2 Unrealistic unconstrained on-ramp 
control 
As an initial evaluation step, the PIP-LQ controller is 
first simulated without any constraints applied to ]:he 
input signals. Furthermore, it is assumed that the spec- 
ified control input signals can be exactly achieved, i.e. 
there are always vehicles waiting at the on-ramp, ready 
to be released when the controller demands this. In this 
highly simplified and unrealistic situation, the multivar- 
iable PIP-LQ control algorithm successfully maintains 
the specified densities and, in fact, is able to completely 
decouple the densities at each of the four bottlenecks, 
showing the efficacy of the controller when used in an 
unconstrained situation. Such perfect performance is 
not, of course, possible in the real world: in particular, 
on-ramp U2 requires negative flows, while the flow at 
U1 greatly exceeds the demand actually waiting to join 
the motorway. The next stage in the design exercise, 
therefore, is to evolve a modified and realistic PIP-I,Q 
strategy which maintains smooth, uncongested traffic 
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On-rump flow for a simulation with input constraints at locations Fig.6 
UI, U2, U3 and U4 
(top left, top right, bottom left, bottom right, respectively) 

4.3 Realistic constrained PIP-L 0 control 
Figs. 5 and 6 illustrate the performance of the PIP-LQ 
controller when input saturations and the realistic on- 
ramp demands are taken into account. In this case the 
Q and R weighting matrices are simply left as identity 
matrices and the set points at the four locations are 
chosen according to the capacity of the road under 
these conditions (dotted traces in Fig. 5) .  In this con- 
strained implementation of the controller, the final on- 
ramp flow is the minimum of the calculated control 
input and the flow actually approaching the on-ramp. 
For example, the controller selects the maximum on- 
ramp flow (13.33 veh/min/lane) for U1, since the den- 
sity at L2 is below the set point for the entire simula- 
tion. In this case, however, the actual demand at this 
on-ramp is somewhat lower (initially about 8 veh/min/ 
lane, rising to 10-11 veh/min/lane during the middle of 
the simulation) and it is this lower figure that is actu- 
ally utilised as the on-ramp flow in the simulation. By 
contrast, at on-ramps U2 and U4, the input is often 
constrained at its minimum value ( 5  veh/min/lane). 

Despite these input constraints, the multivariable 
control algorithm is able to maintain good regulation 
of the density at the four bottlenecks and it clearly pre- 
vents the congestion seen in Figs. 3 and 4. Of course, 
when the demands on the network are low during the 
early afternoon and evening periods, there is no need 
to restrict entry onto the main carriageway. Here, the 
densities fall well below the set points so the control 
algorithm specifies the maximum allowed input signals. 
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I 
In this case, therefore, the on-ramp inputs depend on 
the actual demand approaching the motorway from the 
urban network. 

It is worth noting that when the on-ramp inputs are 
operating within their allowable limits, the control is 
very good indeed. For example, the PIP-LQ controller 
maintains tight control of the density close to the Coen 
tunnel at L6 and L8. Similarly, the algorithm reacts 
quickly to deal with the sudden large peaks in the den- 
sity at L4, automatically engaging and disengaging the 
ramp metering as required (see Fig. 6). 
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4.4 Comparison with local integral control 
In Figs. 7 and 8, the performance of the multivariable 
PIP-LQ design is compared with one of the approaches 
currently being employed on the real network; namely 
local integral control at each location in the corridor, 
with the integral control gain tuned manually to obtain 
the best performance. Note that the downstream on- 
ramp (U4) is saturated for much of the time during the 
simulation, as illustrated in Fig. 8. For example, during 
the period 5:35pm to 5:45pm, the flow at U4 is held at 
the minimum allowed value of 5 veh/min/lane, explain- 
ing the overshoot of the set point during this part of 
the day for both the PIP-LQ and especially for the 
integral controller. However, the superiority of the 
multivariable design is clear: as would be expected, if 
the gain on the local integral controller is too low then 
the response to disturbances is poor, as in Fig. 7; while 
if the gain is too high, then the input signal tends to be 
very volatile and there is a danger of instability. The 
advantage of the PIP-LQ approach is that it is able to 
achieve rapid response, without these problems. 
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4.5 Other possibilities 
Further evaluation of the constrained PIP-LQ control 
system reveals a potential problem with the controller 
in its present form; namely that certain traffic condi- 
tions can arise such that ‘poorly chosen’ set points are 
not achievable in practice. For example, if the set point 
at L6 in Fig. 5 is increased from 30 to 35 veh/km/lane, 
then the flow to the downstream links is increased to a 
point where the density at L8 exceeds the set point dur- 
ing the most congested part of the day. The input U4 is 
unable to prevent this offset since it becomes saturated 
at its minimum allowed value ( 5  veh/min/lane); while 
the coordination between locations does not yield the 
necessary reduction in the input from the next 
upstream on-ramp U3. This limitation arises because, 
although it is only the positive error that may lead to 
congestion on the main carriageway, LQ optimisation 
penalises a negative error (when the density is below 
the set point, as for L6 during the first 2 hours of the 
simulation) to the same degree as a positive error. This 
is simply because the PIP-LQ controller is basically a 
Iinear design, albeit modified to handle the practical 
constraints. 

One solution to this kind of problem is to introduce 
a simple, rule-based, upper level controller into the sys- 
tem. Here, when an input is saturated at its minimum 
value for a specified period of time, the set point at the 
next upstream location is gradually ramped down. This 
reduces the density downstream because of the natural 
linkages in the motorway system. We have found that 
such a hierarchical controller, programmed to coordi- 
nate the set points at this second level, works very well 
in this example and is based on reasonable heuristics. 
Another approach which has proven effective is to sim- 
ply modify the weighting matrices employed in the LQ 
optimisation. For example, the effect of greatly reduc- 
ing the diagonal weighting terms associated with the 
integral-oferror states for L2, L4 and L6, is to force 
the control algorithm to concentrate on preventing 
congestion at L8. This is a reasonable aim in practice, 
since the greatest problems of congestion occur close to 
the Coen Tunnel, downstream of the four on-ramps. In 
effect, the controller is able to successfully maintain 
tight control at this location by automatically restrict- 
ing entry to the upstream on-ramps U1, U2 and U3 
when necessary. 

This latter kind of redesign requires manual adjust- 
ment of the (usually diagonal) weighting matrices. A 
superior alternative, presently under investigation, is to 
apply multiple objective optimisation (see Section 3.2) 
and so determine whether improved solutions are pos- 
sible by exploiting fully the off-diagonal elements of the 
weighting matrices. The authors are presently investi- 
gating ways of effectively utilising such multi-objective 
optimisation in the context of dynamic traffic manage- 
ment. In this regard, the next stage in the research will 
be to extend the STM model to provide global evalua- 
tion measures such as total travel times and fuel con- 
sumption. 

Of course, all of the possibilities mentioned above 
entail modification of the linear PIP-LQ control system 
design to allow it to handle the constraints and nonlin- 
earities of the real world. This is entirely consistent 
with previous on-ramp control system designs and 
should lead to further improvement in the multivaria- 
ble performance. However, such developments should 
be considered as a prelude to the investigation of truly 
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nonlinear PIP, or related model-based predictive con- 
trollers, which take explicit account of the nonlineari- 
ties and constraints at the design stage. Such 
approaches are currently receiving attention [ 131. 

5 Conclusions 

This paper has shown how it is possible to linearise the 
essential dynamics of the nonlinear traffic system and 
so represent a given region of the traffic network i n  a 
nonminimal state space (NMSS) form. This means that 
state variable feedback techniques based on this NMSS 
description, such as the proportional-integral-plus 
(PIP) controller, can be applied to the traffic coni rol 
problem and so yield self-adaptive, on-ramp metering 
controllers which provide a considerable improvement 
over more conventional designs. Here, traffic lights on 
motorway on-ramps, operated by the PIP controller, 
limit access to the main carriageway, to prevent the 
density of traffic at key bottlenecks from exceeding 
critical values and so causing congestion. 

Ramp metering represents a particularly difficult 
control problem because of the highly constrained, 
nonlinear traffic system. Furthermore, the success of 
any ramp metering methodology is ultimately measured 
in terms of the overall travel times, which depend on 
many factors in addition to the on-ramp flows. Conse- 
quently, the choice of the occupancy (or other) set 
point for the controller is of crucial importance. Offline 
calculation of a constant set point based on the funda- 
mental traffic diagram, contrasts with more sophisti- 
cated approaches utilising online data, where the set 
points are obtained within a hierarchical system based 
on network wide optimisation, as discussed, for exam- 
ple, in [14]. The importance of the multivariable PIP 
controllers, within this wider context, is that the higher 
level objectives will only be effective if there is the pos- 
sibility of very tight coordinated control at the local 
level. 

Computer-based simulation models are a well esl ab- 
lished means of testing new approaches to traffic con- 
trol before they are implemented on real networks. In 
this tradition, the optimised PIP-LQ designs discussed 
in this paper have been evaluated comprehensively on a 
detailed MATLABEIMULINK TM simulation of the 
Amsterdam ring road, south of the Coen Tunnel. ‘The 
simulation results illustrate the effectiveness of the PIP- 
LQ ramp metering algorithms, both under conditions 
of recurrent congestion (caused by high demand 
exceeding the capacity of the motorway), and in react- 
ing to traffic incidents such as lane closure. In particu- 
lar, it is in the response to disturbances away from the 
immediate area of the on-ramp itself that the PIP algo- 
rithm is particularly useful, since it includes a coordi- 
nated feedback of all the available measurements on 
the corridor and so can anticipate the onset of conges- 
tion. In this sense, it provides a ‘second generation’ 

1 

approach to ramp metering which provides one partic- 
ular logical improvement on the mainly local control- 
lers used heretofore. 
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