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Abstract. Real-time processing the information coming form video,

infra-red or electro-optical sources is a challenging task due the uncer-

tainties such as noise and clutter, but also due to the large dimensionali-

ties of the problem and the demand for fast and efficient algorithms. This

paper details an approach for automatic detection, single and multiple

objects identification and tracking in video streams with applications to

surveillance, security and autonomous systems. It is based on a method

that provides recursive density estimation (RDE) using a Cauchy type of

kernel. The main advantage of the RDE approach as compared to other

traditional methods (e.g. KDE) is the low computational and memory

storage cost since it works on a frame-by-frame basis; the lack of thresh-

olds, and applicability to multiple objects identification and tracking. A

robust to noise and clutter technique based on spatial density is also

proposed to autonomously identify the targets location in the frame.

1 Introduction

Uncertainties are inherently related to video streams and can broadly be cate-
gorised as;

i) noise (rather probabilistic disturbances and errors);
ii) clutter (correctly identifying objects that are however of no interest to the

observer – e.g. not a target that we want to track etc.).

Processing in real-time information that is coming form image, infra-red (IR) or
electro-optical (EO) sources is a challenging task due to these uncertainties, but
also due to the large dimensionalities of the problem (the resolution nowadays
allow having millions of pixels and the rates of collecting information in order of
dozens or more frames per second). At the same time the demand from applica-
tions that are related to surveillance, security and autonomous systems require
fast and efficient algorithms. Recently, the use of security and surveillance sys-
tems is the centre of attention due to growing insecurity and terrorism activities
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around the world. A pressing demand is the problem of automating the video
analytical processes which require short processing time and low memory and
storage requirement to enable real-time autonomous applications.

Traditional visual surveillance systems are not very efficient since they require
a large amount of computer storage to archive video streams for further batch
mode processing [1-3, 16]. They also often rely on manual (as opposed to au-
tomatic) and off-line target/object identification. One of the most widely used
approaches for novelty detection is based on so called background subtraction
[4-7]. This approach is based on building a representation of the scene back-
ground and compares new frames with this representation to detect unusual
motions [4] . Instead of using window of consecutive frames to build background
and keep them in the memory for off-line processing [4, 5], we propose a fully
autonomous analysis on a per frame basis which is using recursive calculations
and removes the need of computer storage to archive video frames. Additionally,
the introduced approach is threshold-independent and minimises the processing
time by discarding the unnecessary data. The main idea of the proposed ap-
proach is to approximate the probability density function (pdf) using a Cauchy
type of kernel (as opposed to Gaussian one used in KDE technique), and then
in order to update this estimation we apply a recursive expression using the
colour intensity of each pixel. In this manner, only the accumulated information
which represents the colour intensity of each pixel is stored in the memory and
there is no need to keep huge volumes of data in the memory. As a result, the
proposed technique is considerably (in an order of magnitude) faster and more
computationally efficient.

The second innovation that is introduced in this paper is the automatic single
and multiple object(s) identification in the frame. For the newly proposed multi-
object detection we use a novel clustering technique to group the foreground
pixels which represents objects/targets and distinguish them from the noise (due
to luminance variation) and clutter. The proposed approach can be extended
for tracking objects using Kalman Filter (KF) or evolving Takagi-Sugeno fuzzy
model [8] , and landmark detection used in robotics [9, 10].

The remainder of the paper is organised as follows. In section two, the RDE
novelty detection in video streams method is introduced. First, the widely used
method KDE is explained and then its recursive version, RDE is introduced. The
problem of single and multi-objects tracking and the mechanism for approaching
this problem is explained in section 3. Section 4 represents the tracking technique
based on eTS fuzzy system. Section 5 displays the experimental results. At the
end, section 6 provides conclusion and discussion.

2 Novelty Detection in Video Streams through Recursive
Densirty Estimation

2.1 Background Subtraction

One of the most popular and widely used methods for visual novelty detec-
tion in video stream is background subtraction method (BS) [4, 7]. Background
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subtraction is a method used to detect unusual motion in the scene by compar-
ing each new frame to a model of the scene background. It is based on statistical
modelling the background of the scene to achieve a high sensitivity to detect
a moving object and robust to the noise. Robustness is required to distinguish
fluctuations in the statistical characteristic due to non-rigid objects and noise,
such as tree branches and bushes movements, luminance change, etc.

In [6] the absolute difference between every two frames is calculated and a
threshold is used for decision making and model a foreground. As result, this
method has low robustness to noise (e.g. luminance, variations, movement of
tree branches, etc.) and clutter.

In order to cope with this problem a window of frames with length N (usually
N > 10 is defined and analyzed in an off-line mode. Each pixel in the video frame
is modelled separately as a random variable in a particular feature space and
estimates its probability density function (pdf) across the window of N frames [4,
5] (Fig. 1). The pdf is usually modelled as Gaussian. A more advanced approach
is based on mixture of Gaussian (rather than a simple Gaussian) which is more
realistic [11]. A drawback of this method is also using a threshold to selecting
the proper distribution as a background model.

Fig. 1. Window of N frames used in KDE approach, H denotes the number of pixel

in the horizontal and V – the number of pixels in the vertical

2.2 Kernel Density Estimation

Some of the most common techniques for modelling the background in video
stream processing are non-parametric techniques such as the well known Kernel
Density Estimation (KDE) [4]. Different types of kernels can be used to rep-
resent the pdf of each pixel of the frame each one having different properties.
Typically, the Gaussian kernel is used for its continuity, differentiability, and
locality properties [4].
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where kσ denotes the kernel function (sometimes called a “window” function) with
bandwidth (scale) σ; n denotes the colour channel (R,G,B or H,S,V ) or, more gen-

erally, the number of input features; [ ] nTij
N

ij
t

ijijij Rzzzzzz ∈= ;,...,,...,, 21 denotes
the colour intensity values of N consecutive frames of a video stream that have
a specific (i,j)th position in each frame (Fig. 1); i=[1,H]; j=[1,V]. If Gaussian is
chosen to be a kernel function kσ, then the colour intensity can be estimated as:
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This can be simplified as:
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Once the pdf is estimated by calculating the kernel function, it should be classi-
fied as a background (BG) or foreground (FG) by comparing to the pre-defined
threshold [4].

IF ( )( ij
tzp < threshold) THEN ( ij

tz is foreground) ELSE ( ij
tz is background) (4)

Although non-parametric kernel density estimation is very accurate, it is com-
putationally expensive and the significant disadvantage of this method is the
need to use a threshold. A wrong choice of the value of the threshold may cause
a low performance of the whole system in difference outdoor environment. An-
other major problem/difficulty is to define a proper bandwidth for the kernel
function. Practically, since only a finite number of samples are used and the
computation must be performed in real time, the choice of suitable bandwidth
is essential. Too small value of the bandwidth may lead the density estimation
to be over-sensitive, while a wide bandwidth may cause the density estimation
to be over-smoothed.

2.3 The Concept of the Proposed RDE Approach

The main idea of the proposed RDE approach is to estimate the pdf of the
colour intensity given by equation (1)-(3) using a Cauchy type kernel (instead
of Gaussian kernel) and calculate it recursively [12]. Such a recursive technique
removes the dependence of a threshold and parameters (such as bandwidth) and
allows the image frame to be discarded once they have been processed and not to
be kept in the memory. Instead, information concerning the colour intensity per
pixel is accumulated and is being kept in the memory. In this way, the amount
of information kept in the memory is significantly smaller than original KDE
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approach, namely (n+1)*H *V or (n+1) per pixel compare to KDE which needs
(n*N*H*V) data stored in the memory.

The Gaussian kernel can be approximated by a Cauchy function since the
Cauchy function has the same basic properties as the Gaussian [13]. a) It is
monotonic; b) its maximum is unique and of value 1; c) it asymptotically tends
to zero when the argument tends to plus or minus infinity.

In RDE approach with using Cauchy type function the density of a certain
(ijth) pixel is estimated based on the similarity to all previously image frames
(unless some requirements impose this to be limited to a potentially large win-
dow, N) at the same ijth position.
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It is very important that the density, D can be calculated recursively as demon-
strated for other types of problems in [12, 13]. In a vector form (for all pixels in
the frame) we have:
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Value ct can be calculated from the current image frame only:

t
T
tt dzc = (7)

where dt is calculated recursively:

0; 1)1()1( =+= −− dzdd ttt (8)

The value bt is also accumulated during the processing of the frames one by one
as given by the following recursive expression:

0; 1

2

11 =+= −− bzbb ttt (9)

As mentioned earlier, to identify a foreground (novelty) the density of each ijth

pixel of the image frame is compared to pixels at the same ijth position in all
previous frames. In this way, the expression (10) should be applied for each
pixel, (Fig. 2). It should be highlighted that in RDE approach there is no need
to pre-define any threshold since we estimate the statistical properties of the
density:
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where ( )( )ij
lzDstd is the standard deviation of the densities of image frames seen

so far.



A Fast Recursive Approach to Autonomous Detection 35

Fig. 2. The frames for which the value of the density drops below the value of meanD-

std(D) are denoted by red circle and a novelty is detected there

3 Single/Multi Object(S) Identification Using RDE

3.1 Single Object Identification

After applying condition (11) to each pixel and detecting a novelty at a pixel
level, the standard way to identify the object for tracking purposes is to find the
spatial mean value of all pixels that have been identified to be background [5].
The drawback of this technique is the influence of the noise caused by change of
illumination, move of tree branches and bushes, clutter, etc. This may lead to
locating the object in a wrong position which might be misleading for the track-
ing. An alternative that is also often used for target tracking in video streams
is the manual identification of the target/object which is obviously an off-line
process [5]. In this paper we propose two alternative techniques to cope with
this problem:

a) Based on the minimum density in the feature (colour) space.
b) Based on maximum value of the density inside the current frame.

In the first proposed technique, the same colour density which is calculated recur-
sively by equation (6) is used to identify a novel object. In this technique, out of

the Ft pixels identified as a foreground in the current frame, t the one, ],[ ***
ttt vhO =

which has minimum density (D), will be the most different from the background
and most likely to represent the novel object/target on the image frame:

)(minarg
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1,1,1
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It is a very fast technique and free of computational complexity. It is also guar-
antees a better lock on the object for tracking purposes (Fig. 3).
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In the second alternative technique, we use again the density, but this time in
terms of the spatial position of the pixels inside the current frame (for i=1,2,. . . ,H;
j=1,2,. . . ,V ) which were identified already to be susceptive foreground, Ft. The
pixel with maximum value of the density inside the current frame can be chosen
to represent the novel object/target on the scene.

{ },maxarg
1,

* ij
t

F

ji
t DO

=
=

],[ ***
ttt vhO = (12)

where *
tO denotes the vector of the object position in the current frame with its

horizontal and vertical components. F denoted the number of pixels in a frame
classified as foreground (F<<H*V ).

The rationale of this technique is that this point represents the pixel that has
higher spatial density if only foreground (Ft) pixels are taken into account in
the frame (Fig. 3).

The spatial density can be calculated recursively in a vector form similarly to
(6)-(9):
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where f∈ RF denotes the vector of the foreground pixels in a frame
This method can be extended for image segmentation [14] , and landmark

detection [9] used in self-localisation in robotics [10] . As result it is more robust
to locate the position of the object in the current image frame compare to the
standard mean value technique (Fig. 3).

3.2 A New Method for Multiple Objects Identification in Video
Frames by Real-Time Clustering

Multiple objects tracking always has been a challenging part in computer vision.
Several methods are used to identify and track the fixed number of objects [17].
Many of them are only applicable to tracking humans or vehicles [18-20]. The
method that is proposed in this paper can be applied to tracking multiple objects
whose number is unknown and varies during tracking. The proposal is for real-
time on-line fast non-iterative clustering that does not require the number of
clusters to be specified beforehand. This clustering approach is applied only to
those pixels (Ft) in a frame that were identified as a novelty/foreground. In this
approach the number of the clusters is not pre-specified and generated based on
the position of the novelties in each frame. Each novelty/foreground is assigned
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Fig. 3. Pixels detected as novelty; left hand side of the scene are due to noise and

clutter; right hand side is modelled one. Note the pixels on the left hand side of the

modelled scene are due to noise and clutter. The green and red square denotes the

centre of the target as identified by the proposed techniques a) and b). Brown square

denotes the centre as identified by the mean.

Fig. 4. Multi objects identification. Right hand side scenes are original frames; left

hand side scenes are modelled ones. The red square denotes the focal point of the

foreground.

to the cluster with the nearest mean. Initially a single cluster (object) is formed
around the pixel identified as described in the previous section. Its radius, r1=σ1

is determined based on the spatial variance of the positions of the pixels that are
associated to it. After that, if the distance between the pixels that is a susceptive
novelty/foreground and the centre of the cluster that is already formed is less
than r1, then a new cluster/target is created. At the same time in a pursuit
to avoid noise and clutter we ignore the new clusters that are formed around
a small number of pixels, s . This number is determined in such a way that
the size of an object/target that is expected to be detected to be comparable
with the size of a regular (square) blob formed by s pixels. If any of the newly
formed clusters has less than s pixels as members, it will be not specified as an
object/target and will be ignored, see Fig. 4.
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4 Real-Time Tracking Using Evolving Takagi-Sugeno eTS
Fuzzy Systems

After detecting all the foreground pixels in an image frame and identifying the
object/target often the problem is to track it. Therefore, the efficient track-
ing algorithm can be vital. In this paper we propose to use evolving Takagi-
Sugeno (eTS) fuzzy model [12, 22] which represents a fuzzy mixture of locally
active Kalman Filter (KF) [21] where the number of the local regions is not
pre-specified and fixed. eTS is an on-line self-developing version of the widely
used Takagi-Sugeno fuzzy systems [23] which combine a linguistic fuzzy IF part
and a functional/linear THEN consequents part.

The proposed algorithm is non-linear with an evolving structure. This means
that the number of local regions can grow or be reduced, the eTS structure –
fuzzy rules, input variables/features, fuzzy sets – can expand or shrink according
to the data pattern in the joint input-output (current – next frame) data space.

In a nutshell, learning eTS consists of two stages [24]:

1) Decomposing the data (pixel locations in the current and next/predicted
images) space into local sub-areas.

2) Adapting the parameter of the consequent parts of the fuzzy rules.

Both stages are performed in real-time for an interval of time shorter than the
time of arrival of the next image frame (less than 40ms if assume 25fps rate of
the video).

In the tracking problem the aim is to predict the position of the object/target
in the next, (t+1)th frame:
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tt OeTSO =+ (17)

where )( *
*
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^

tt OeTSO =+ is the predicted position of the target in the (t+1)th frame.
Another advantage of eTS is that it can be represented by linguistically

tractable fuzzy rules of the following type:
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where
*χ ,

*w are the prototypes (centres of the membership functions); a and b
are the parameters of the (linear) consequents.

The fuzzy sets can defined by their membership functions, e.g. of a Gaussian
type:

l
t

l
th

l eh σ

χ

χμ 2

*

)(

−

= (19)



A Fast Recursive Approach to Autonomous Detection 39

where )(hl
χμ denotes the membership to the fuzzy set )( ** χaboutisht form the lth

fuzzy rule.
Similar membership functions can be defined for the vertical component, v

for each fuzzy rule, l=[1,R]. The overall prediction of the position of the target
in the next frame is produced using centre of gravity type defuzzification:
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μμ
λ is the normalized firing level of the thl rule;

*l
tT is the

prediction by the thl rule.
Since eTS (same as TS) is linear in the consequents part it renders the use of

well established learning approaches such as RLS. In fact, this is partially correct,
because the linearity is correct only locally and eTS (same as TS) is non-linear
as a whole. Therefore a fuzzily weighted version of RLS (wRLS) [24] is necessary
to be applied, not the standard RLS. wRLS can be applied locally (per fuzzy
rule and per cluster) or globally [13] . The local implementation has a number
of advantages, including better convergence properties, better interpretability,
smaller computational demands etc. [13] and is described as:
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where TT ];1[ *=τ denotes the extended position vector; C is the co-variance ma-
trix, λ is the normalized firing strength of the lth fuzzy rule; Ω is a large value
and Iis an identity matrix.

5 Experimental Results

In this section, we present some real-time novelty detection results using the
proposed RDE method. The RDE approach is applied to two video streams
in different environment and illumination conditions (Fig. 5). The results are
compared with the well known KDE approach in Table 1. Note that, the proposed
algorithm is implemented in MATLAB, however the time can be significantly
reduced using C language.

The first video sequence has 237 frames of size 176×144 while the second
one is 320×240 with 195 frames. In both clips, the RDE method is applied for
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Fig. 5. Background Subtraction using the proposed RDE method, Left hand side scenes

are original frames; right hand side scenes are modelled ones. The red square denotes

the focal point of the foreground.

autonomous novelty detection. After novelty/foreground of the image frame is
determined, two alternative novelty techniques known as minimum density in
colour space and maximum spatial density (explained in section 3) are used
to identify the single target, while the real-time clustering is implemented for
automatic identification of multiple targets.

Despite the noise caused by illumination and camera oscillation in both video
streams, the proposed approach (RDE) has a superior performance as compared
to the original KDE approach. As opposed to KDE, the proposed algorithm
is significantly faster and requires significantly less memory storage (Table 1).
It should be stressed that RDE approach can be applied in real-time; while
KDE approach is limited by the size of the window. If the size of the window
is too large the sensitivity of the approach diminishes, on the contrary if the
window size is too short it may lead to an oversensitive realization. Also, it is
important to note that RDE can be realised on hardware (an n-line clustering
approach using recursive Cauchy formula was implemented on FPGA [15] and
proved to work extremely fast) which paves the way to various practical real-time
implementations.

For tracking part, eTS was applied to predict the position of the target in the
next tth frame. At the end, the performance of the eTS was compared with KF in
terms of two dimensions, h and v. Table 2 displays that eTS provides the smaller
root mean error (RMSE) and non-dimensional index (NDEI) in estimating the
true location of the target and overall has a better performance than KF.

In addition eTS provides the closer predicted values to the actual values com-
paring to KF (Fig. 6)
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Table 1. Comparison of the performance of RDE and KDE in two different video

streams

Table 2. Tracking precision using eTS vs. KF

Fig. 6. Tracking performance of eTS vs. KF (Left plot – vertical component, Right

plot – horizontal component)

6 Conclusion and Discussion

In this paper, we introduced novel techniques for detection and automatic ob-
ject/target identification and tracking in video streams under uncertainties. We
compared the results with the best known used methods such as kernel den-
sity estimation (KDE) for novelty detection and Kalman filter for tracking. The
key innovation of the proposed approach is the use of a recursively calculated
Cauchy type of kernel for the density estimation (as opposed to widely used
Gaussian one) and in the tracking part of the problem – the use of evolving
fuzzy Takagi-Sugeno model. The proposed approach is particularly suitable for
real-time autonomous applications and is very fast and robust to uncertainties
in the video stream (it does not need to be tuned to different environments and
has built-in robustness to noise and clutter.
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For single object/target identification, two alternative techniques based on
minimum density in the colour across the video stream and the maximum spatial
density inside the current frame was introduced and compared with are used and
compared with spatial mean method. The results show a better lock on the target
and more robust recognition comparing to the standard spatial mean technique.
To autonomously identify multiple objects in a frame we proposed a real-time
on-line clustering method which is computationally fast and the number of the
clusters does not need to be pre-defined. For tracking autonomously identified
objects/targets we proposed to use evolving Takagi-Sugeno fuzzy model (eTS)
which provides real-time high prediction, is fast and human-interpretable. The
overall proposed approach is fully autonomous and suitable for video-analytical
tasks in surveillance and autonomous systems design.
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