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ABSTRACT
EEG SOURCE LOCALIZATION OF
VISUAL AND PROPRIOCEPTIVE ERROR PROCESSING
DURING VISUALLY-GUIDED TARGET TRACKING WITH THE WRIST

Prajakta A. Sukerkar, B.S.
Department of Biomedical Engineering
Master of Science

Sensorimotor error feedback plays an integral role in movement; it adapts the
sensorimotor control system to rapid changes in environmental loads and allows smiooth li
coordination. Studies have shown the cerebellum, parietal, and premotor corticasvtuvszli
in error processing, but the specific neural function of those areas rehasivehg unknown.
The objective of this study was to characterize the neural sources thateutideclomputation
of visual and proprioceptive error during goal-directed movement. We testegptitbdsis that
the cortical networks meditating the two sensory error systems aredisti

Subjects (n=7) used a cursor to track a moving target presented on a compuer displ
Cursor position on the screen was yoked to a 1-D wrist manipulandum that recasded wr
position, velocity, and torque and applied controlled torques to the wrist. Exdesplalicement
errors were applied as either force perturbations to the wrist (Prguniezeondition) or visual
displacements to cursor position (Visual condition). Five levels of desplent were applied to
identify neural responses that co-varied with the magnitude of displacdbightwas collected
from 64 electrodes. Distributed cortical source modeling (BrainstormdeBjified cortical
sources that contributed to the averaged EEG activity across error levels.

In force perturbation trials, current source density across subjectsdkavie
somatosensory, premotor, motor, and frontal activity ranging from 435 ma6a4sg
followed by parietal activity at 70£8 ms. In visual perturbation trials gparactivation at 113+8
ms was followed by sensory, motor, and premotor activation (123+42 ms to 131+23patal
analyses suggest error representations for proprioception and vision may bescomput
spatially distinct areas of frontal and parietal cortices.

The temporal sequence of error-related activity suggests thatigsoteorerror may not
initially be computed in parietal regions before being processed in motor Bineasarly
premotor/motor activation in the Proprioceptive condition suggests that a coursgtest error
is first computed in those areas before a more accurate representation isf generated in the
parietal regions. This may occur to initiate a course correction fastex direction of the error
while gathering more information about the error.
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1 INTRODUCTION AND SPECIFIC AIMS

Error signals play an integral role in sensorimotor adaptation to rapid changes
environmental loads and task goals to encourage efficient motor planning and smooth limb
coordination. Although the cerebellum, parietal, and premotor cortices have beentedplica
as playing an important role in visuomotor control processes, the specifin(®gwithin the
brain that process error signals during goal-directed movement remaiaruiitie objective
of this research is to characterize the neural sources that underlie theatampiftvisual
and proprioceptive error during goal-directed movement. With the recent findingetival
function scales with the magnitude of applied error (Anguera, Seidler, @&t09), we test
the hypotheses that i) sensorimotor errors during goal-directed movemsoatsrguted in
regions of the brain that are distinct from the motor areas that utilize thdm) sisual and
proprioceptive errors are processed in separate regions within the posteetat partex
and are later combined to provide an integrated estimate of sensory error Gekimggtr

In the current study, the high temporal resolution of electroencephalodEp®)
was used to study the temporal dynamics of large scale neural aasisdgiated with the
computation and processing of visual and proprioceptive error. Specifically, EB@irgs
were used to analyze the temporal sequence of activation of cortical sasingsspurce
localization techniques in conjunction with MRI anatomical data) to determine whethe
sensory processing of visual and proprioceptive errors involve different corgeal\aithin

PPC.



Accordingly, the specific aims of this project were to:

Design and implement an experimental paradigm to dissociate visual and propréocept
error signals in a tracking task using an electromechanical robot.
Use EEG to obtain high temporal resolution measurements of brain function during the

experimental task.

Use distributed cortical source modeling to characterize the corticabnkstactive during

visual and proprioceptive error processing



2 BACKGROUND & SIGNIFICANCE

2.1 Motivation

Studies that have investigated the role of the brain in sensory error processimegfiner
examined the temporal response of event-related potentials (Krigolson angd2007), or the
blood-oxygen level dependent (BOLD) response to externally-applied error (Suetiaski
2007). When evaluated independently, either knowledge of the timing of ERP responses in EEG,
or spatial maps generated in response to an event in fMRI, alone cannot deterniiféehemt
areas of the brain function together in space ant time during sensorimotor ecessng.
Therefore, examiningoththe spatial and temporal dynamics of neural correlates during
sensorimotor error processing would allow us to understand how the brain responds to error.

fMRI studies examining the differences in processing for proprioceptiv@ianal error
have found similar areas activated in response to both types of erron¢bsed et al., 2005).
However, due to its relatively poor temporal resolution, fMRI does not provide a medshe
sequence of activation across brain areas; thus, it is possible that altholgheseas may be
recruited, the cortical networks that mediate error processing for visigorepdoception may
be different. In this study, we combined the high temporal resolution of EEG witlbulistti
source modeling techniques to image the spatiotemporal dynamics of eressomgan cortex

to evaluate differences spatiotemporal processing of vision and propriocaptike



2.2 Types of Sensory Error

Multiple neural systems have been shown to be involved in the sensorimotor processing
for different types of erroduring goal-directed movements. For example, a study by Suminski et
al. (2007) observed differences in the neural correlate®aient-by-momesetror andrial-by-
trial error when applying torque perturbations to the wrist using a manipulandum (Surhinski e
al., 2007). They showed that a cerebello-thalamo-cortical network (including tleaipatand
postcentral gyri and inferior and superior parietal lobules) was involved in the ootneetion
of moment-by-moment error or ‘transient’ error that resulted in discoeteative adjustments to
the reference wrist angle when stabilizing against perturbations dhangal. A separate group
of cortical and subcortical areas, conversely, was activated in responaklg-trial error or
‘persistent’ error (including the posterior parietal cortex, prefrontaégpdorsal premotor
cortex, and supplementary motor areas (SMA)), to monitor feedback perforarahapdate
performance goals over a longer timeframe.

Krigolson and Holroyd (2007) discovered a hierarchical organization of error pragessi
involving different neural regions that responded to correctowg-lfevel error versushigh-
level error (Krigolson and Holroyd 2007). To study different levels of error, the authors
designed a manually aiming task wherein subjects used a joystick to plaseraon a visual
target while target position was perturbed in two types of trials: i) dabiectrials that induced
displacements in target position that could be corrected for by moving thelapstie
direction of the target; and ii) uncorrectable trials wherein the cursorgmosias unresponsive
to displacements of the joystick thus preventing subjects from achievingkhgo@. (The low-
level error trials in Krigolson and Holroyd’s study are similar to tlen@nt-by-moment error

trials in Suminski et al.’s study). Through EEG, Krigolson and Holroyd observeztglari



activation in response to low-level error (i.e. correctable error) whéredsontal areas were
involved in processing and evaluating high-level error (i.e. uncorrectablefecieat error). The
authors believe the high-level error system is used to evaluate behavailsabger a longer
time frame.

Diedrichsen et al. (2005), additionally reported the involvement of separasdratea
processing oftarget’ and‘execution’errors in a target tracking task using a robot (Diedrichsen
et al., 2005). Similar to the study by Krigolson and Holroyd, subjects were askedd¢aapl
cursor on a target while displacements were either introduced in the targenp@s target
error — similar to the ‘low-level’ error condition discussed in Krigolson anddydls study) or
as visual rotations of cursor position (execution error). Through fMRI, the authorsexbser
activation of the striatum and posterior superior parietal lobule during the pracessarget
error, while the cerebellum, motor cortex, and subregions of the parietal a@rexsaid to be
involved in the processing of execution error.

Although these studies have investigated different classes of error, thés seggest
that well-defined cortical and cerebellar networks are used to processrtitiges of
sensorimotor error. Section 2.4 outlines evidence supporting the roles of the postetal pa

cortex, cerebellum, and premotor, motor, and medial-frontal cortices in g@msmrprocessing.

2.3 Brain Areas Involved in Sensorimotor Error Processing

2.3.1 The Posterior Parietal Cortex

Understanding of the function of the posterior parietal cortex (PPC) has evolved
considerably over time: scientists initially considered it to be primasBrnsory association

area, but studies have shown that damage to the PPC in humans can lead to hemispettial neg



(Gentilini et al., 1989; Karnath, Niemeier, Dichgans 1998), ideomotor limb apraxikafidaa

2000), and optic ataxia (Gréa 2002), that result in impairments in the sensorycgufigoal-

directed movements. As a result, the PPC is now understood to play a primary role in
sensorimotor transformation — that is, the transformation of sensory information @ncage

extrinsic coordinate system into an intrinsic representation of motor output usedesssulty

achieve a task goal. Lesion studies in human parietal cortex have enabi@dtsd®draw
understanding of the visuomotor functions of the PPC. For example, damage to the PPC has been
shown to result in more pronounced errors during reaching movements (Rondot, de Recondo,
Dumas 1977), an inability to properly plan and execute movements, and increasetltydiffic
configuring the shape of the hand (e.g. to perform a grasping action) (PamernVighetto

1988).

The PPC and Multisensory Integration

Neurophysiological research in the macaque monkey brain has revealed that meurons
the lateral intraparietal area (LIP), a subregion within the PPC §pedifor saccadic eye
movements, encode spatial information in retinotopic coordinates (Andersen, Basiek
1985) and can modulate their receptive fields by shifting the location of theiriveckgitls to a
predicted location of visual input before a saccade is initiated (Duhamel, Galiperg 1992).
Duhamel et al. (1992) proposed the early shift (of receptive field location fetaanells) could
be used to provide a continuously accurate and stable percept of visual space to enable smooth
eye-hand coordination. Other studies report that LIP neurons also encode informdtias suc
eye position and the proprioceptive sense of head position in eye- and head-centeted unit

create a distributed representation of space in body-centered coordinateki€Bst al., 1995;



Mullette-Gillman, Cohen, Groh 2005). While LIP is specialized for saccadimeyements,
other subregions situated in the wall of the intraparietal sulcus of the PP@Gyaved in
movement planning for different types of goal-directed movement: medigbanietal area
(MIP) of the parietal reach region (PRR) in the monkey brain responds to reauhegients,
ventral intraparietal area (VIP) is activated during target purGoibfy, Duhamel, Goldberg
1993), while anterior intraparietal area (AIP) encodes grasping move(@aisn and Andersen
2002).

Recent experiments have discovered partially-shifted response fieldehetye- and
head-centered representations for neurons in the VIP (Duhamel et al., 1997) awed legtve
and limb-centered representations for neurons in area 5 of the PPC (Buneo et alwl2id82)
may suggest that the PPC plays a direct role in computing coordinate transiosroatween
different frames of reference. Consistent with this understanding, shalieseported that
subregions of the macaque PPC tend toward a particular sensory modalityaaaeds_IP are
primarily visual in terms of sensory input, area 5 primarily somatosers®gs 7b, MIP, and
VIP both visual and somatosensory, while a percentage of LIP and MIP neurons puddesg a
spatial information (Mullette-Gillman, Cohen, Groh 2005). Across the PPC, swbse&tigrons
have been found to respond to input that is either somatosensory, visual, or a combination of the

two (Colby and Duhamel 1991), which suggests the role of the PPC in multisensomtiotegr

The PPC and Goal-Directed Movement

Several research studies have suggested that the PPC plays an impertant rol
processing (Culham et al., 2003; Culham, Cavina-Pratesi, Singhal 2006; DiedathkeA005)

and correcting (Krigolson and Holroyd 2007) online sensory error during goaledirect



movements. Specifically, the PPC has been implicated in monitoring motor commaond® tt
for minor discrepancies in movement. Research suggests this evaluation ptbeestesns

from a forward model of control in which position and velocity movement paramegers ar
estimated to initiate faster movements (Desmurget and Grafton 2000; Gradtqr2e08;
Wolpert and Ghahramani 2000); or a feedback-model of control wherein an efferencé copy
motor command is used to correct for moment-to-moment errors (Grafton et al., 2688; Gr
2002; Krigolson and Heath 2004).

Within PPC, fMRI studies have shown there to be a lateralization of visuomotoofuncti
within the PPC during motor control tasks that is dependent upon the type of movement being
performed — the left parietal cortex is associated with tool manipulation agd, wghile the
right parietal cortex is specialized toward the spatial processimfooimation and attention
(Johnson-Frey, Newman-Norlund, Grafton 2005). A study by Wheaton et al. (2009) further
indicates the left parietal cortex is dominant when planning, executing or ssipgra

movement (Wheaton et al., 2009).

Areas 5, 7, and 40 of the PPC

Our experimental results reveal the relative contributions of areas 5, Z0 amthe
human PPC. The following paragraphs, however, highlight their roles in sensorgredr
visuomotor processing in the monkey brain. Areas 5 and 7 represent the superiorgratietal
inferior parietal lobules of the monkey brain but both occur on human brain in the superior
parietal lobe. Area 40 is located on the inferior parietal lobe of the human bitea énd

Palomero-Gallagher 2001).



Area 5 receives a large input from the somatosensory cortex, and in turn, goojects
SMA and premotor cortex, both of which are involved in the processing of visuospatial
information to plan and execute movements during goal-directed tasks (Halsbarahgad L
2006). Area 5 has also been shown to be involved in the processing of execution error, that is,
error induced through rotation of visual feedback or through force fields applied &skhe t
performing limb to alter movement dynamics (Diedrichsen et al., 2005), ate@5 showed a
greater response to kinematic error (visual rotation) than to dynamicferae field) despite
evidence that the area responds primarily to tactile stimuli and is involgeddimg limb
movements (Maimon 2006). Maimon and Assad (2006) discovered a slow ramp-up and ramp-
down of neural activity in area 5 cells through single neuron electrophysillogadings while
monkeys were trained to make a self-timed movement. The slow activity pdeitedphasic
discharge associated with the movement itself, and is believed by the dattiove the
initiation of movement. Mountcastle et al. (1975) additionally showed that area 5 neurded t
to be significantly activated when a limb was actively rotated but wezasiis/e to passive
rotations about the same joint. Their study further observed that a small pgecairdaea 5
neurons discharged strongly only while the monkey made reaching movements or rtehipula
an object in a motivational task — the activity of these neurons was, however, @tedrrel
similar movements (using the same muscles) in which a target of motivatitarakt was not
provided (Mountcastle et al., 1975). These ‘arm projection’ and ‘hand-manipulationhseas
named by Mountcastle et al. (1975), also occur in area 7 of the PPC.

Unlike the neurons in area 5, area 7 of the PPC is driven largely by visual input and
projects to premotor cortex and the frontal eye fields, an area involved in the coelyel of

movements (Robinson and Fuchs 1969). Area 7 neurons also encode properties for objects that
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are of motivational interest during reaching or hand manipulation (Mountctatle ¥75), with
the majority of activated neurons encoding properties contralateral to thegtiovi
(Hyvarinen and Poranen 1974). For example, Mountcastle et al. (1975) observedadtivati
area 7 neurons while monkeys visually explored the environment but discovered a stronge
discharge of activity in area 7 when the monkey fixated on food (i.e. a motivationz)).obje
Different classes of area 7 neurons were responsive to different typegadftasks, such as
performing saccadic eye movements, visual fixation, smooth pursuit trackirgrgeato be
acquired, and some showed stronger activation when an object was presented in thaemmedia
extrapersonal space (Mountcastle et al., 1975).

Anterograde and retrograde tracer studies performed in the macaque maikey br
(Faugier-Grimaud and Ventre 1989) show projections from area 7 neurons to variosigfaye
the superior colliculus, which has been implicated in the sensory guidance of armants/e
(Buneo and Andersen 2006; Glickstein 2000) and in multisensory integration (Meredith and
Stein 1986); as well as to the pontine nuclei, which has been shown to be involved in visuomotor
control (Stein and Glickstein 1992). A study by Ferraina et al. (1997) probed deepéei
functional role of area 7 neurons during reaching — in their study, single neurivigl a@s
measured in monkeys trained to fixate and reach toward peripheral targetéet al., 1997).
The authors discovered a population of neurons that responded only to eye movement, others to
hand position and movement, and a majority toward a combination of visual and oculomotor
sensory information. These observations are consistent with results in a siadiam which
visual, somatic, and oculomotor sensory activity converged in area 7 neuromsiidgnand

Poranen 1974). The authors of this study proposed that area 7 is involved in integrating visual
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information with the somatsensory input it receives from parietal area 5 to@mintegrated
estimate of spatial perception to drive motor output.

The neuronal properties of area 40, however, have been much less documented in the
scientific literature. In a MEG study, Nishitani et al. (1999) showed thhtdreas 7 and 40 were
strongly activated during abrupt tracking changes in an eye-finger purg&untiase subjects
tracked a moving visual target with their index finger and eyes (Nishitahj £089), thus
possibly suggesting their involvement in online error detection. This interpreigitonsistent
with the results of an fMRI study by Suminski et al. (2007) that demonstrated tragiantbf
parietal areas, 5, 7, and 40, during a wrist stabilization task against random totgumpens
applied to the wrist (Suminski et al., 2007). These studies collectively suggetl@aeas 5, 7,

and 40 are involved in the online processing of sensory error during goal-dirextechemts.

2.3.2 The Cerebellum

The cerebellum has been shown to play an important role in the sensorimotor
coordination of multi-joint movements (Serrien and Wiesendanger 2000), and eye-hand
visuomotor tasks such as reaching, pointing, and target tracking (Miall, amaktiyauchi
2000; Vercher and Gauthier 1988). The cerebellum has also been linked to the formation of
internal forward models to predict and control sensorimotor activity (Imarhaiy 2003) by
comparing actual movement (from somatic receptor signals) to intended srvieom signals
received via pyramidal tract collaterals for the processing of @acoboni and Dapretto 2006).
Studies have shown the area to be activated during motor learning (Criscifegnanger,

Bastian, Shadmehr 2010; Thach, Goodkin, Keating 1992) and have demonstrated its involvement
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in the sensory processing of externally applied perturbations to correct for chmogése
movement (Kitazawa, Kimura, Yin 1998; Nadig et al., 2010; Suminski et al., 2007). Cerebellar
activation has also been shown to encode end-point position errors (i.e. at the end of a
movement) (Kitazawa, Kimura, Yin 1998) rather than moment-to-moment errorentord
evaluate and update behavioral performance and task goals when performance m a task i

inadequate (Suminski et al., 2007).

2.3.3 The Premotor, Motor, and Medial-Frontal Cortices

Premotor, motor, and medial-frontal cortices are not known to play a direct rolene onl
error correction, but work together with the PPC and other areas to plan, execute|wsatd eva

goal-directed movements.

The Premotor and Motor Cortices

Early studies concerning premotor cortex suggested its involvement in movement
intention and awareness. Libet et al. (1983) measured brain activity chitiatjon of
movements and discovered signals that were generated hundreds of milliseconds prior to
consciously intending to move (which subjects self-reported as the timeethay tirge to
move) (Libet et al., 1983). Researchers believe this early activity to loelagpbof a premotor-
parietal circuit that is involved in structuring a movement plan before actiqquéti 2005). In
fact, Naranjo et al. (2007) observed nearly simultaneous activation of the prentbpareetal
regions from 140 ms during a reaching task before movement onset at 353 ms, further

implicating the role of the premotor-parietal circuit in planning for reachiogement (Naranjo
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et al., 2007). In goal-directed movements, the premotor cortex has been shown to encode
movement parameters in hand-centered coordinates (Caminiti et al., 1991) undited pegas
that primarily encode movement vectors with respect to the eye and heads@naded Buneo
2002)(Andersen, Essick, Siegel 1985)(Andersen and Buneo 2002). In their study, Bernier et al
(2009) observed sustained premotor activity from 140 ms relative to stimulusiotisigine of
movement (at 365 ms) that occurred only in the somatosensory target condition which may
indicate a preference toward integrating information of the arm and non-visyetkté&reaching
to a point of sensation on the hand) rather than visual targets (reaching to an LEDe@ma sc
This could be due to the fact that premotor neurons have receptive fields that encede limb
centered representations and not retinotopic-centered representations gf iséorsoation
(Graziano, Yap, Gross 1994). Studies have shown that the primary motor cortex (Mdd) is a
activated during movement preparation in conjuction with premotor areas (Zang 2008). M
known to control and execute goal-directed and skilled voluntary movements (Ses@eraba
1987) through input from other cortical regions such as the primary somatosensoty corte
parietal area 5, basal ganglia, and cerebellum, all of which are involvemtan ptanning (Scott

2004).

The Medial-Frontal Cortex

Medial-frontal cortex has been shown to be involved in monitoring goal-directed
movements and performance outcomes during motivational (i.e., reward-base ) &mkzer
et al., 2005), and is associated with detecting unfavorable outcomes to make necessary
adjustments in behavior and learning (Garavan et al., 2002). The medial-frontaltsotplays

a role in error processing. Mars et al. (2005) found that activity in the mealidlf cortex was
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highly correlated with early phases of visuomotor learning (during whioh was high) after
which medial-frontal activity gradually decreased over the length dfigiéMars et al., 2005).
Additionally, the area has also been implicated in the processing of ‘ighéderors that
cannot be corrected or are left uncorrected. In their study, Krigolson and ¢H{h@37)
observed frontal-central activation 248 ms after a high-level erromtrasluced via target
perturbation (Krigolson and Holroyd 2007). The study results suggest that the fraadil-
system has access to error information during the trial but only processssfahey
accumulate over time and transform into high-level errors. The authors po#tigacould occur
to train forward models used by the posterior parietal areas to correatvftaviel errors and

modify motor output.

2.4 Event Related Potentials in Sensory Error Processing: the N100, P300, and=fii&

The N100, P300, and a feedback error-related negativity component (fERN), are three
event-related potentials (ERP’s), or evoked neuronal responses, assodiateehsory error
processing during goal-directed movements. The N100 has been studied lardgelguditory
literature and is described as a prominent negative peak that occurs roughly d0Ovasgf
stimulus onset (e.g. the presentation of an auditory tone). The N100 has also been fowmrd to occ
in visuomotor tasks and is associated with an early discrimination of the stifNaktsugen and
Michie 1979). In sensory goal-directed movements the N100 has been observed to peak 140 ms
following target trajectory deviation when subjects tracked a moving visoalles (target)
with a joystick while displacements in target location were randomly intradihceughout the

trial (Krigolson and Holroyd 2007). For visual deviations the N100 was lateralizedhaver
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contralateral visual cortex, which is consistent with other studies (Kiaslaj 2003; Pazo-
Alvarez et al., 2004), and is believed to encode higher-order visual processing ohthessin
the environment (e.g. stimulus location and/or magnitude). The N100 is evoked both in the
presence of and absence of any changes in sensory stimuli (i.e. it appearsibgttineur
presentation of standard and oddball stimuli) (Polich 2007), which suggests thanibima
necessarily encode the properties differentiating oddball stimuli framdard stimuli.

The P300, conversely, is a positively-peaked ERP that appears anywhere from 250 to 500
ms post-stimulus, and is largely thought to reflect a detection in the chbegeronment based
upon a working memory of previous stimuli (e.g. the presentation of a high frequency tone
following several low frequency tones), (Polich 2007). With each occurrence of a R300, t
neural representation of the sensory environment is updated, and there is increaderatiom at
to the stimulus (Lindin, Zurron, Diaz 2005; Polich 2007), whereby more attention is given t
larger detections of sensory change in the environment (Hill and Raab 200§alsdt and
Holroyd (2007) attribute the P300 to a low-level error evaluation process thas resal
revision of the internal forward model in response to unpredictable events @éngaod
Holroyd 2007). In their study, they observed the P300 component of the ERP over the parietal
region 328 ms after deviations were applied to target trajectory. P300 componenseereto
occur at roughly the same time in the premotor, motor, and parietal areasngltbes
presentation of rarely occurring targets in a pointing task (McDowell, &C2); and in the
parietal area following target trajectory deviations in a visuomotor trackekg(Hill and Raab
2005a).

The fERN appears as a negative ERP deflection that is maximal at tleedemtital

electrodes. It has been localized to occur within the anterior cingulés ¢ACC) (Swick and
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Turken 2002) from 200 to 300 ms following the feedback of a subject’s erroneous response
(Miltner, Braun, Coles 1997). The fERN is elicited in response to high-levelngaekiors, i.e.
displacements in target trajectory that cannot be corrected for (Krigoisddaroyd 2007), and
is typically associated with error monitoring in the ACC to evaluate motomeomd feedback
and determine whether system goals can be successfully achieved witretheegources

(Holroyd and Coles 2002).

2.5 Visual and Proprioceptive Sensorimotor Processing

Studies have suggested the involvement of a bilateral fronto-parietal network in the
multimodal integration of cross-sensory spatial representationsiéiredical., 2004; Galati et
al., 2001). For example, Galati et al. (2001) observed activation of the same posteztal pari
and frontal areas during two experimental conditions wherein subjects indicatecatien of
an object sensed visually and proprioceptively in relation to the midline of their bbeytagk
inherently required them to perform an internal (body-centered) codirignofigs position
which was found to overlap for the two sensory conditions in the intraparietal sulcus, and
precentral and superior frontal gyri (Galati et al., 2001). Additionally, Blemgt al. (2007)
found that patients with parietal lesions that have optic ataxia, exhibit movdefeits both
when reaching toward visual targets (targets placed within the contralessus space) or
somatosensory targets (reaching toward the ataxic or contralesidmglitimplicating PPC in the
coordination of movement across sensory modalities (Blangero et al., 2007).

In order to uncover differences in visual and proprioceptive sensorimotor processing,
Bernier et al. (2009) compared the spatiotemporal dynamics of movement plianwamngd

visual and somatosensory targets (Bernier et al., 2009). The authors measured®@&@gs in
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subjects that initiated movements, matched in direction and amplitude for the twoormditi
toward LED targets (visual) or toward the sensation of vibrations appliad tohtralateral

limb (somatosensory). The areas involved in processing both types of sensory-driven m®veme
appeared to be the same, with differences both in the degree of neural activatiothand i
temporal dynamics of activation across areas. Within the visual conditidnBselier et al.

(2009) observed a temporal transition of reach-related activities from ik&apatectrodes (187
ms) to premotor cortex (from 220 ms until movement onset at 317 ms), which is consigtent wit
previous studies that have observed an early representation of movement encoded-in an eye
centered reference frame within PPC (Andersen and Buneo 2002; Batista et alfoll®96y

by a limb-centered reference frame of movement within the precentral(8ag#sta et al., 2007,
Kalaska et al., 1997). The proprioceptive condition, on the other hand, showed early eentrally
located activity at 55 ms followed by reach-related activation at thprksfiotor and

sensorimotor areas beginning at 140 ms and 180 ms until movement onset (at 365 ms), and

subsequently parietal activation at 200 ms.

2.6 Significance

The purpose of this study was to characterize the spatial and temporal dynamics of
processing visual and proprioceptive sensory error during goal-directedniogeand to
determine the role of cortical areas involved in sensorimotor error pnogesamely, the
parietal cortex, the premotor cortex, the motor cortex, and the medial-frond.adithough
several studies have investigated the cortical areas activated in respextsnally-applied

error, most have been unable to clearly distinguish areas involved in the prooéssiog, per
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se, versus processing for other aspects of the task not directly tied tothsweh as target
motion in tracking tasks). Our study aimed to identify brain areas that weetated with error
and to understand the differences in error processing that occur when errorsage se
differentially via visual and proprioceptive pathways.

Overall this study will improve understanding of how error feedback forrdiftesensory
modalities are used in tandem to guide limb movement in a visuomotor task. For exaisple, it
possible that separate estimates of error-related activityrsiredmputed in sensory cortices
(i.e. visual and somatosensory cortices) and later reconciled in the pametalotor cortices to
drive the motor response to the error. Alternatively, a unified multimodal estohtb state
could be computed in parietal cortex prior to comparison to the desired state -othésge
could then be relayed to the motor cortex to move the limb accordingly. Differienbes
spatiotemporal dynamics of error processing for vision and proprioception cogless that
error information pertaining to movement outcome is used independently acrossidiffere
sensory modalities.

This information could possibly be useful in designing rehabilitative strategstsoke
patients — for example, for stroke patients with lesions affecting the somstogeortex which
could result in large movement errors, it would be useful to identify aleepadihways of error
processing (say in the visual feedback pathway). Thus, by probing deeper into thechuatiam
of error processing, we seek to not only further scientific understanding in hdwathe
responds to error, but also to inspire research in this area with the goal of imgprovi

rehabilitation strategies and the design of adaptive neuroprosthetic devices.
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3 METHODS

3.1 Overview

The experimental aim of this study was to characterize the temporal diadl [spgoerties
of the cortical networks used to process visual and proprioceptive errors duthtly goizd
movement. A parametric experimental approach was used to identify neuralssehiose
activity was correlated with the magnitude of visual or proprioceptive erronedgiiring a
motor tracking task. Electroencephalography (EEG) during the task waswus@njunction with
subjects’ structural brain anatomy and distributed source modeling to ydieti€ortical areas
activated in response to online processing of visual and proprioceptive errorsalGonirces
correlated with the magnitude of visual or proprioceptive perturbation weaeased into
regions of interest (ROIs) on the cortical surface and the spatiotemporahpaftactivation
were characterized to determine the cortical networks involved in the pnacasd online

correction of sensorimotor errors.

3.2 Experimental Apparatus

The subjects’ task was to track a moving visual target on a screen using acustem
one degree of freedom robot. Wrist position, velocity and acceleration were ndeasdre
recorded on a trial-by-trial basis using a 19-bit optical encoder attactes nabot motor shatft.
As part of the manipulandum, a Kollmorgen DO61A brushless DC motor was used to apply user
controlled torgues to the robot handle which were measured internally byegsee-of-

freedom load cell (Model 67M25A-140-A-200N12, JR3 Inc., Woodland, CA). Electrical and
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mechanical safety switches in the robot were set at 35- and 40-degreedapéstively to
automatically terminate the motor output and prevent subject injury. A targettR€riobot was
used to collect real-time information of the robot handle’s position and forces apphgaiata
acquisition (DAQ) boards inside the computer chassis of the robot. The robot cortieseed t
DAQ boards: a PC104-DAS16JR/16 board and a VSBC-6 board, both with analog input and
digital I/O channels; and a PC104-DACO06 board that was used to provide analog input to the
motor of the robot. The target PC was interfaced with a host computer (used to thispéeskt

and write out the data) over an Ethernet connection and using the Simulink®, Stateflow®, and
XPC Target” toolboxes in MATLAB®. Simulink® was used to provide a graphical interface of
the robot hardware, Stateflow® was used to control data flow between the robot hardare a
host PC, and xPC Tard¥twas used to execute the Simulink® and Stateflow® models in real-
time.

EEG data was collected using a NeuroS¥¢a®ynAmp$ system together with a 64-
channel sponge-based electrode cap (with one additional bipolar channel used tegapture
movements). The SynAmpsystem consisted of a power unit with an internal 1000-watt
isolation transformer and an amplifier/head box unit that provided signal amipdificA/D
conversion, trigger synchronization, electrode impedance measurement and caléoradion.

A Hammond Manufacturing 171G step-down isolation transformer was used to remove
additional power-line noise. Synchronization of EEG data was performed usepgiate trigger
cable connecting the proprioceptive (robot) and visual (host computer screem)sutput

devices — see Figures 3.2 and 3.3.
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3.3 Subjects

Seven healthy subjects with no neurological defects and normal or correcteditd-nor
vision were recruited for the study (4 female; mean age 26.4 years). Atsiere right-
handed and used their dominant hand to perform the tracking task. Written informed cossent wa
obtained from each subject in accordance with the institutional guidelines approved by

Marquette University and the Medical College of Wisconsin.

3.4 Experimental Design

In the EEG experiment, subjects were asked to place a user-controlled visoabouas
circular target moving horizontally on a computer screen by operatiDgralibtic
manipulandum. Target motion was modeled as Gaussian band-limited white noise (0.2-0.7 Hz)
The position of the subject’s wrist on the robot was yoked to a circular cursor sholsn on t
screen with a 3.5:1 ratio between the wrist angle and visual angle of soe cnrthe screen. The
diameter of the cursor was set slightly larger than the diameter ofdle¢ i allow subjects to
track the target by placing the cursor directly over the target. Durirtgaitieng task, external
displacements of the wrist (Proprioceptive trials) or the cursor (Visatd) were applied to
create a positional error between the target and cursor/wrist position. rilmdai@Bon sequence
and delays used are discussed in Section 3.4.1.

The neural evoked response to the error measured via EEG was analyzed fahewing
onset of each positional displacement to characterize the spatiotemporahddfem cortical
activity resulting from positional errors sensed proprioceptively (Proppineetrials) and

visually (Visual trials). Previous studies have shown that neural activigssweéh the
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magnitude of perturbation applied (Anguera, Seidler, Gehring 2009). Heraaeeuse of this
phenomenon to dissociate error-related activity from noise, by charagdfZzG activity
across five levels of displacements (ranging from approximately 0.3 to 20.1slefxesual
angle displacement on the screen). The following sections discuss the twoftyals

presented to the subjects: Proprioceptive and Visual.

3.4.1 Trial Structure

A total of 15 runs in each condition (Visual and Proprioceptive) were presented per
subject. Each run lasted for 3.5 minutes and consisted of 50 trials (i.e. perturbationsye¢hat w
presented in 5 blocks of 10 trials each. At the end of each block, the robot handle was brought t
the home position (center of the screen) with a 1 minute rest period between blocksasThis w
done to minimize baseline drift (i.e. the drift in the proprioceptive sense of the roioiié ha
relative to the home position), and prevent muscle fatigue. An illustration of pleeraental
trial sequence is shown in Figure 3.1.

In Proprioceptive trials position displacements were induced using fatcelations
(Levels 1-5: 0.3 Nm, 0.5 Nm, 0.7 Nm, 0.9 Nm, 1.1 Nm) applied to the wrist by the handle of the
robot while in Visual trials position displacements were presented bynghifte visual location
of the cursor on the screen. Figure 3.1 C shows a sample Proprioceptive and Visual run
sequence. Proprioceptive and Visual perturbations were selected to producertisptatchat
were matched in magnitude for the two conditions across perturbation levelge¢teassl.3.2
and 1.3.3). Perturbations were either applied in the direction of the target motion or in the
direction opposite to the target motion. Each block was presented with an equal number of

perturbations in both directions and an equal number of perturbation levels to keep the overall
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mean displacement to zero. Specifically, each block contained 5 perturbatieals (L& 5) to

the right of target motion and 5 perturbations (Levels 1 to 5) to the left of targenhmibrial

order was randomized within subjects and across runs to control for possible bias iGthe EE
response towards a particular sequence of perturbation levels. Visual and Bpijweatins

were interleaved over the experiment to ensure that the subject propertietsgetionao the

task, muscle fatigue) were not compromised nor biased toward any paktmudition in the
experiment. Robot data (wrist position, target position, cursor position) was tradsfem the
robot to the host computer and saved between runs. Data was saved in units of volts and was
converted to degrees of wrist angle in the analysis by using a conversion fd@oflofThe

specific structure of Proprioceptive and Visual perturbations is described ine8egtions 1.3.2

and 1.3.3.

3.4.2 Proprioceptive Trials

In Proprioceptive trials, external force perturbations were applied twwrteehandle at
pseudo-random intervals throughout the tracking task. Force perturbations (10h)ngezac
applied to induce a discrepancy between the target position on the screen and the wuisfect
position on the robot. Subjects were asked to correct the perturbations (by bifvegimgst
back to the target position) and continue tracking the target between perturbasoas. Vi
feedback of the cursor position was not provided; only the target was displayed oeé¢he scr
during Proprioceptive trials. Thus, subjects were required to rely on their prqqivecgense of
wrist position on the robot in order to track the target accurately. Each foraebpéan lasted

100-ms (see Figure 3.1 C), and the trial-to-trial interval between perturbatas set randomly
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between 2-5 s to prevent the subject from anticipating the forces, and also teudfloent

time for the error (i.e. the positional difference between the target arat)darseturn to
baseline between perturbations. Force perturbations were applied at fige de¥ém, 0.5 Nm,
0.7 Nm, 0.9 Nm and 1.1 Nm (Levels 1 — 5 respectively), (corresponding to 0.45, 5.74, 9.68,

15.33, and 19.7 degrees of displacement for Subject MD9904 shown in Figure 4.1).

3.4.3 Visual Trials

In Visual trials, position displacements were presented as a constantroffeetursor
position to ensure that subjects actively corrected for the induced erromiRaeji tests showed
that subjects quickly learned they did not need to initiate a correction if impulagbpéigns
were used since the cursor would return to its correct position. Thus, in order to foeotssiabj
actively correct for the induced visual error between the cursor and targairecsaisual
perturbations were presented as constant visual displacements at five lgvelsdere 3.1 C).
The levels of visual displacement were matched in magnitude to the levels atempht in the
Proprioceptive trials to ensure that the same level of error was appliedh icdnatitions.
Displacements for the five error levels were determined prior toxgherienent by measuring the
average displacement in cursor position induced by the five force perturbatioreparate
series of tracking tests. Although visual feedback of the cursor was not showseirtrifis, the
equivalent cursor location associated with the subject’s wrist position easuned by the robot
and processed offline. In each trial the cursor position was subtracted fromgétgsition to

determine the instantaneous position error.
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Figure 3.1: Experimental trial sequence presented to subjects dg the tracking

experiment. (A) Proprioceptive (blue) and Visual (red) runs (15 each) interleaved over the
experiment. Electrode impedances were checked after a sequence of 3 rerssiljbdts rested
to prevent muscle fatigue. (B) Example sequence within a run block (3.5 minutes ionjurat
Data was transferred from the robot to the host computer after each run. (Cashdvget of 50
Proprioceptive (blue) and Visual (red) trials presented in 5 blocks per run. Subgtetsfor
approximately one minute between blocks during which the robot handle was brought to the
home position. Each block contained 10 trials with 2 trials per level (1 in each directioan s
overall mean displacement was zero). Visual trials were presented iasicogatoffsets rather
than 100-ms impulse perturbations as in Proprioceptive runs to ensure subjectd mnitiate
correction toward cursor displacements. On the right, a snapshot of a sample belesporale

is seen to a single Proprioceptive or Visual perturbation. Although the erroepraipear
different across conditions, the magnitude of the errpa( E) was matched across levels (see
Sections 1.3.2 and 1.3.3 respectively). The specific amount of force to be applied was
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determined in the following way: preliminary subjects reported that a &r@8 Nm was the
minimum torque applied to the handle for which they could feel the handle moving (i.e. the
displacement caused by the perturbation was larger than the stiction of thencbtiat a
compliance of the subjects’ wrist). The maximum torque (11 Nm) was fiéeinqualitatively as
the upper bound for which subjects self-reported that they could comfortably perform the
experiment.

The absolute position error was then averaged across trials (by level) ftonbgigon onset to
1s following onset to determine the peak displacement in cursor position for eachdevel (s

Figure 3.1 C for the behavioral wrist response in Proprioceptive trials).

3.4.4 Triggering

A trigger cable was passed from the NeuroS8¢amplifier to the EEG-recording
computer to ‘flag’ the EEG data on each trial. Flags were registered oE@@lBt by a
number marker (see Figure 3.5: ‘Top View’) and were used to determine thef fr@eurbation
onset. Proprioceptive trials were flagged using Simulink® to control a digital outpudrptive
PC104-DAS16JR/16 DAQ board in the target PC. A digital signal was sent to tla jplogit
each time a command torque signal (i.e. a force perturbation) was sent to dlgecamailit port
of the PC104-DACO06 board controlling the motor (see Section 1.1). This ensured thatra trigg
signal was generated at the same time the motor was signaled to apply actdinguerist.
Torque commands delivered by the host computer were applied to the wrist withageaver
delay of 13-ms (see Figure 3.4). A DB25 port cable was used to connect the DAQ raumtput f
the PC104-DAS16JR/16 board to the NeuroS¢a@ynAmp$ system (see Figures 3.2 A & B).

In order to register an input as a trigger signal, Neurd¥caguired a clean 5 V square pulse.
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Due to inherent motor noise in the DAQ output, a Schmitt Trigger circuit was used toautput
clean trigger pulse to Neurosc&nand register the onset of each perturbation (see Figure 3.2 C).
Visual trials were flagged using a photodiode circuit to detect the onset of visual

perturbations using a small illuminated square displayed on the bottom right correesafein.

A photodiode, encased in a dark circular box, was taped to the display screen such that the
photodiode was in direct contact with the illuminated square. The encasing Wde aasure

that external lighting was not sensed by the photodiode and to hide the illuminated soare f
view by the subject. The illuminated square was black in color but brieflyefthto white (for

200 ms) at the onset of each cursor displacement in Visual trials. Due to its bigharsiity,

the white square resulted in a higher voltage output from the photodiode that wasirmatche

time to the visual onset of the displacement on the screen. Two non-inverting ampdifies c

were used to amplify the output gain of the photodiode to 5V and the resulting output weds passe

to the Neuroscan system using channel 7 (digital input pin) on a DB25 port cable (Figure 3.3)
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Figure 3.2: Proprioceptive trigger circuit. A schematic illustration of the proprioceptive trigger
circuit (light gray box marked by dashed black lines) is shown in (A). The blackfrasents

the digital /O DAQ board, which is connected to the Schmitt Trigger (mediuyrbgrg, which

is in turn connected to a DB25 port (blue box) attached to the robot casing. A DB25 port cable
was used to connect the DAQ output from the robot to the trigger port of the NeliYbscan
SynAmp$ system. (B) An overview of the circuitry between the DAQ and Neurd¥cahe

digital output and digital ground signals were passed from PC104-DAS16JR/16 to a hnex inve
(part SN74LS04N). A Schmitt Trigger circuit was used to output a 5V square palsetiene

the input signal exceeded a threshold (set to 5 V at pin 14 of the hex inverter). Output at pin 4
was passed to channel 7 of the DB25 port (a digital input channel in the Nellfosizager

port) and the digital and power ground signals were referenced to the Nelffogamd at pin

25 of the DB25 port. Channels 1 through 6 of the DB25 port were connected to ground to
prevent noise leakage from the unused digital I/P channels. (C) Due to highdaséle,

reading the output from the DAQ board generated a variable 5V square pulse, whitco wa
noisy to be recognized as a trigger signal by Neurd¥catith the use of the hex inverter
(green), a clean 5V pulse was generated whenever a digital signal of dceiasd by the DAQ.
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Figure 3.3: Visual trigger circuit. Visual triggers marking the timing of a cursor displacement
were detected using a photodiode circuit. (A) Schematic diagramaliasfithe visual trigger
presented on the screen. A photodiode was placed in direct contact with the illdramqadee

region of the screen. The square briefly flashed to white at perturbationresséing in a

voltage output to the Neuroscan system. (B) Schematic of the photodiode circudpfamtps

were used to amplify the photodiode gain to 5 V, which was then passed to a DB25 port cable
(channel 7 for digital input and channel 25 for Neuroscan ground).
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Measuring Motor Delay for Proprioceptive Trials

In order to account for the delay associated with the generaticepafidationof the
torque to the wrist (and distinguish it from proprioceptive trigger onset — the tiwvladkt a
command torque wasentto the motor), the motor delay of the robot was measured. The handle
of the robot was locked using three physical constraints (as simitanynsin Figure 3.5), and
the torque applied to the handle of the robot was measured during 100 force perturiadgi
(i.e. 5 levels with 20 trials/level). Torque responses were averaged acioissséibvels. Figure
3.4 shows the timings of the average measured torque relative to the time thencotmmue

was sent.
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Figure 3.4: Motor torque delay. Applied torques measured by the load cell at the handle
(‘Measured Torque’) and command torque signals sent to the motor (‘Command T.qijue’
Average values for measured and command torque across 100 trials (20 trial$Bg\&bse-
up of (A) to show the delay in onset. (a) — (d) indicate delayss{®), the time at which the
measured torque was significantly different from noises{>@) tcommandTorquemax the time at
which the measured torque equaled the the command torqugakc}he time at which
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measured torque reached its maximum value; ang{d).e, the time at which measured torque
returned to baseline (4.

To measure the delaysset, TcommandTorqueMax Tpeak , @N0Thaseinethe standard deviation of
the measured torque from -100 ms to O ms (i.e. baseline distribution or ‘noise’assrad.
Subsequent values of measured torque (0 ms — 1000 ms) were defined as signifiegnivere
greater than four standard deviations of the baseline torque. Across trgsidatin torque
application relative to the torque signal were:

Tonset - 4 ms

TcommandTorqueMaxl7 mS - 4 mS (Onset) = 13 mS

Tpeak: 26 MS —4 ms (onset) = 22 ms

Thaseline 135 MS — 4 ms (onset) = 131 ms

To account for the motor delay in he analysis of the Proprioceptive condi@ians(i.e.

TcommandTorqueMaxWas chosen as a conservative measure of the motot delay

The following sections describe the experimental setup that was used ¢b E&{& and

MRI data.

3.5 Experimental Setup and Protocol

Prior to the EEG experiment, several steps were taken to prepare theleleajpand

calibrate the system:

i) Preparation of the EEG electrolytic solution: 1 packet of proprietary digetpmwder

was mixed with 56 ml of distilled water and mixed until dissolved. The electrolyti
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solution was used to increase the conduction of brain signals over the scalp and allow
better contact of the EEG cap sponges over the head.

i) Insertion of sponges in all EEG channels on the EEG cap. A medium-sized EEG cap was
used for all subjects.

i) EEG calibration: the EEG cap was internally calibrated by attachingtnshplug to
the Neuroscall' head box and running the calibration process through the software. The
purpose of the calibration was to scale potential values to microvolt units and make
software adjustments across channels to compensate for small difféereacgsifier

gains.

Subjects participated in three separate experimental sessiomsggigationsession, 2)
anEEG experimentatiosession, and 3) aiR Imagingsession. Sessions | and Il took place
consecutively at Cramer Hall, Marquette University, and SessiovelIperformed at the
Medical College of Wisconsin separately. The details of the three expé&simbases are

provided below.

A) Digitization

During digitization, the 3D locations of the EEG sensors on the ssbgmlp were
measured to account for intra-subject differences in scalp asidethe resulting stretching
properties of the cap over the head. Subjects were seated inkheeRabilitation Laboratory at
Cramer Hall in a calibrated workspace region within view ofoptical imaging system. An
Optotrak 3020 motion analysis system (Northern Digital, Inc. f@ala) was used to measure

the 3D locations of the EEG electrodes on the subject’s scalp aisingtical imaging camera
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and digital probe embedded with infrared reflective markers. &sbyeere positioned facing
away from the Optotrak system with their heads resting on arekirtable such that the backs
of their heads were visible to the camera. The chin-rest wed tasreduce variation in the
measured positions by minimizing the subject’s head movement.prokttie digital probe was
held over each electrode (for 10 s to ensure stable recordingghatehminimum of three (out
of six) markers were visible to the cameras. The origin oflatitrode positions was referenced
(by default) to a point along the bottom-left corner of the workespAll electrode positions (in
centimeters) within the 3D space were recorded in one continucodireg along with three
additional fiducial points — the nasion, the left preauricular, and it preauricular. The
fiducials were used to co-register the electrode locationked8D coordinate system used to
define the BrainStorm surface space (i.e. the locations of thexamtl scalp estimation models
in BrainStorm (University of Southern California)). Electrodeattan data was collected at 50
Hz and electrode positions measured as the average locatiorxi) yheand z-planes measured

over the last 6 seconds of each position measurement.

B) EEG Experiment

Following digitization, subjects were seated in a height-adjustablefebaig a
computer screen that was used to display the task. The 1D robot was placed on their hand-
dominant side and subjects were asked to place their arm on the robot and grip theflihadle
manipulandum (see Figure 3.5). Positional adjustments of the robot were made wttkssubj
were able to grip and control the robot comfortably, after which, the robotswlers locked to

minimize movement of the robot during the experiment. An opaque screen was fdagsita
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the subject between the robot and the subjects’ task-performing arm antb giresent direct
visual feedback of the subject’s wrist position during the task.

Prior to testing, subjects practiced tracking the target using tekerdo gain familiarity
operating the robot. While subjects practiced the task, the EEG electragesaeck hydrated
with approximately 0.13 ml of electrolyte solution. Additional electrodes wpegltabove and
below the left eye to capture blink artifacts and on the right and left mastoidsd blehiears) as
EEG references. The electrode impedances were monitored and minimize€ditotd ways:

i) by injecting sufficient solution to ensure proper contact with the saatpii) by gently

massaging the electrode on the scalp to remove any interference ludtiaggen the scalp and
sponge. For subjects that displayed high electrode impedance due to looseneatth@act
electrodes on the scalp, an additional porous gauze-net was strapped over the headatgeencour
stronger contact between the cap and the scalp. The hydration process reguiraaebon

average. An illustration of the EEG setup is shown in Figure 3.5.
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Figure 3.5: Overview of EEG setup.
The top figure shows the back view of
subjects performing the tracking task
displayed on a screen using the 1D
wrist robot. A moving target (black

dot), a cursor representing their wrist
position in Visual trials (red circle), and
a marker to display the home position
(black crosshair) were displayed on the
screen. Visual (yellow patch on screen)
and Proprioceptive (blue square on
robot) trigger circuits were used to
mark the onset of perturbations across
trials. EEG data was acquired from 64
electrodes positioned in a cap on the
subject’s head. An opaque screen was
used to block visual feedback of the
wrist position on the robo

The bottom figure shows the top view of the experimental task. The angular rotahenofst
was translated to a 1D horizontal movement of the visual cursor on the screen. Th&s subjec
position was locked on the robot using three physical constraints to ensure subjddifeinserist
to perform the tracking task (while stabilizing the positions of their shoulderdlzowiss.
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EEG data was collected at 5k Hz and saved after each run. Measured EESSveggeal
automatically low-pass filtered at 1000 Hz by NeuroS¥an prevent aliasing of higher
frequency signals. Behavioral data for wrist position, target position, cursbopoand robot-
applied and subject-exerted torques were measured at 1000 Hz by the target PQbiot tedr
saved after each run. In order to synchronize EEG activity with the behavgpahse, EEG
data was down-sampled to 1000 Hz (after low-pass filtering: see Section B®bR)th sets of

data were analyzed relative to perturbation onset (with timings defindek irgger flags).

C) The MR Imaging Session

During the MRI imaging session a 3-Tesla MR scanner was used to obtain a 3D
anatomical MRI from the subject. The anatomical data was subsequently ussated3O
cortical and outer skull models as part of the distributed source analysi®Ske6tB). Prior to
the scan, subjects were separately consented and were asked to coMBleteraening form to
foresee any complications that could result while in the scanner (e.g. mjing scanner due to
metallic objects in or on the body). They were then asked to rest within the scanriarebore
supine position with their heads locked firmly in a head coil. Sponge blocks were added to the
sides of their head to minimize movement during the MRI scan. Subjects weregivangs to
be worn throughout the scan to minimize the risk of ear damage due to scanner naigethBur
scan subjects were given an emergency squeeze ball that allowed themratéethe scan at
any point should they feel uncomfortable or unfit. Two scans were performed: ljnata-m
localizer scan to ensure the subject’s head was centered within the fiedsv@F@V) without
significant rotation; and 2) a 8- to 10-minute high-resolution full-volume strudilRaanatomy

scan using fast SPGR imaging to image the brain using axial, saggdaipronal slices. A total
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of 172 image slices were obtained with 1-mm thickness. The 3-T scan was acquges &s
channel head coil with the following parameters: TE 4 ms, TR 9.7 ms, FOV 24 cm, 256 x 244

image matrix, 12flip angle.

3.6 Analysis Methods

3.6.1 Behavioral Data

Error in position, velocity and acceleration were measured acrossatrthlsithin
conditions following a Proprioceptive or Visual perturbation. Positional error in pagmiive
trials was measured as the absolute difference between the target amateatjaursor location
of the wrist position on the robot (for Proprioceptive trials) or between the taxdjetiesor
position on the screen (for Visual trials). Epochs were measured from -100 msafterl s
perturbation onset as measured with respect to the respective triggers. tiEpiogjss were
measured out to 1 s to ensure that the entire behavioral response to the displdcmentor
onset back to baseline) was captured for both Proprioceptive and Visual trials. Epoghs w
averaged trial-wise and low-pass filtered at 30 Hz with arder Butterworth (zero-phase)
filter. Velocity and acceleration were measured as the first and secaovatigdes of the
positional response and all measurements were multiplied by a factor of 13.71 t¢ icherrel

voltage measurements into equivalent degrees of wrist angle.
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3.6.2 EEG Data
The EEG analysis was performed using the following steps:

EEG Pre-processingvertical eye movement artifacts were removed using the Ocular @&rtifa

Rejection (OAR) algorithm in Neuroscah The OAR uses a regression analysis and artifact
averaging method validated by Semlitsch et al. (Semlitsch et al., 1986)isatucts an average
artifact response based upon the highest movement potentials in the VEOG channel. The
algorithm then estimates the covariance of the averaged artifponseswith the EEG channels

and subtracts the electrooculogram (EOG) from the EEG on a sweep-by-sweepygmint

basis.
FreeSurfer MNE Neuroscan BrainStorm MATLAB
RawMRI Data RawEEGData
N |
Cortical Mesh Head Model Pre-Processing

l l l

3D Cortical Source Reconstruction w

!

Source Localization w

Figure 3.6: Overview of the experimental analysis performed on the raw EEG anMRI
data. Raw MR images were converted into 3-D cortical and head models, usingifee@fd
MNE respectively, to reconstruct cortical source currents on a single{sabgomy. The raw
EEG data was pre-processed in Neuroscan before being imported into Braiosgemeriate
current source density (CSD) profiles across perturbation levels foceadhion. The CSD
profiles were then analyzed in MATLAB® to determine the cortical souhzgsitere
significantly correlated with error across levels.
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On trials contaminated with high frequency noise in the VEOG channel (possiltly due
loosened contact of the VEOG electrode(s)), a low-pAssder zero-phase filter was applied at
10 Hz to obtain a clean blink signal. The filtering enabled the algorithm to Oesti@guish true
blink signals from noise. The VEOG channel was then removed from further araatgsihe
remaining 64 EEG channel output (i.e. eye artifact corrected data) wasachpao
MATLAB®.

Preliminary analysis showed that the filtering algorithms in Neurd¥oaere not
sufficient to completely remove the 60 Hz power line noise and its harmonics. Thus, all
subsequent filtering was performed in MATLAB®. The EEG signals at eactiale were low-
pass filtered at 100 Hz, and band-stop filtered from 58 to 62 Hz, 118-122 Hz, and 238-242 Hz
(6™ order zero-phase Butterworth) to remove effect of the 60 Hz noise and its harnidrecs
data was then imported back into Neuros¥zand epoched from 100 rheforeto 1000 ms
after displacement onset. Epochs were then sorted according to trial type (il& Leve) and
the baseline signal was measured from -100 to O ms.

The mean amplitude over the epoch length (i.e. -100 ms to 1 s) was subtracted from the
signal on a point-by-point basis to remove large DC offsets that occurred oeetitlerial.

This was done to ensure that the artifact rejection algorithm only removed épatctsntained
actual noise and not true signals masked by a large DC signal. Epochs ngntaltsiges
outside a set threshold of £ 50 uV were automatically rejected from furthlyse to prevent
particularly noisy epochs from lowering the signal-to-noise (SNR) ratio aiwbeged EEG
response. Two frontal electrodes, F1 and F2, were generally selectéthasrajection
electrodes across subjects (i.e. epochs would be rejected if the activityrid F2 &ell outside

the set threshold) unless they showed high impedance in which case other frocaadg-lo
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electrodes with lower impedances were used. In order to remove offsets ie-ttenpilus

mean (i.e. -100 ms to perturbation onset at 0 ms), the mean DC offset in the pre-stirardak int
of -100 to 0 ms was subtracted from the epoch length (0 ms to 1 s) on an epoch-by-epoch basi
For each perturbation level, all trials were averaged in each condition to obé¢siesao$

average evoked response (Levels 1-5) for both Proprioceptive and Visual trialsefdged

epochs were then imported into BrainStorm for further analysis.

3.6.3 Cortical Source Reconstruction

In order to project the EEG data onto the cortical anatomy, structural MRIsigextd¢o

generate 3D cortical and scalp models using FreeSutfer/(surfer.nmr.mgh.harvard.edand

MNE (http://www.nmr.mgh.harvard.edu/martinos/userinfo/data/MNE reqistexipdg. The

raw individual MR slices were first concatenated into a 3D MR-imageyusiNI’s to3d
command and imported into FreeSurfer. The 3D MR volume was then registered with the
Talairach atlas, skull-stripped using a deformable template, and intapsitalized at each
voxel in order to classify the voxels as white or grey matter. The conidate was inflated to
define the sulci and gyand head and skull models were subsequently created using MNE.

The left and right pial surfaces (merged together to form the full cortidaksiy outer
skull model and original MRI were then imported into BrainStorm and six fidutres@asion,
left and right preauriculars, interhemispheric point, and the anterior and postarimissure)
were defined on the MRI image volume to align the imported surfaces into a conference
frame and co-register the cortical surface to the Talairach atlas.

The digitized locations of the EEG electrodes were used together with ticalcoddel

to compute the forward model mapping cortical source activity onto the surfdmesafap
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using a 3-shell spherical Berg model (Mosher, Leahy, Lewis 1999). Tdeedbncentric shells

in the 3-shell Berg model are used to account for differences in the spreaBliBG aiignals
through three primary mediums: the brain, skull, and scalp. The forward model was used to
compute the scalp potentials for a set of neural current sources located orethamdoriented
orthogonal to the surface. Brain, skull, and scalp boundaries (from the subject M&jppéed
using a boundary element method (BEM) to measure the forward fields or petangaery
point on the head. The inverse solution was then used to perform a least-squaresniminim
norm) localization of the current sources (for a particular potential fiepdandhe scalp). This
was done using a Tikhonov-regularized minimum-normalization estimation insBran based
on the estimates of the forward model (Baillet et al., 2001). The inverse sourmiproatrix
was subsequently applied to the averaged EEG epochs (L1 to L5) for Proprioceptiveuahd V

trials to generate current source density (CSD) maps across subjects.

It is important to note that although individual MR scans were collected for ea€lttsubj
during the data analysis each subject’'s EEG data was projected on arsagieieal volume
(Subject 1) to generate and image cortical source currents. This was donktatefgcoup
comparisons on a single cortical surface as there were both differencesiumiber of
tessellated points and the corresponding coordinates for those vertices @gjexds.s
Furthermore, no major differences were found in the current source density mefilzated
using the subject’s own anatomical when compared to those of the default anatomscal. T
observation is reasonable considering that all subjects were presentdukvgidimie
experimental task and that EEG activity correlated with the magnitudeoofxas separated
from baseline neural activity or noise (thus, we can assume the neural generti® e adr

response would remain consistent across subjects). Furthermore, the spézatimtaf EEG
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is not very accurate and would therefore not be as sensitive to minor vaniatioeortical

structure.

Sagittal Axial

Figure 3.7: Transformation of MRI into 3D scalp and cortical models.The top row shows a
single coronal, sagittal, and axial brain slice of a single subject’s anéBubject PU7493). The
coronal slice contains a red dot marking the location of the anterior commia8)rand the
saggital slice additionally shows the locations of the posterior commissare )y
interhemispheric point (yellow), and nasion (green). The axial slice displayighhe
preauricular. The bottom row illustrates the corresponding coronal, sagittaxel views of
the scalp and cortical models generated from the subject’'s MR volume (15008syefitiee
middle figure also shows the locations of the digitized electrodes on the suspadp's

3.6.4 Source Localization within ROI's

The distributed source model estimated the source currents at each point sfehatéel
cortical mesh (i.e. vertices). To identify vertices with activityt thas correlated significantly

with displacement error (or ‘error-correlated’ vertices), we appliedadditional analyses: a
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‘source’ analysis and a ‘permutation’ analysis. In the source analysiswgared the cortical
source activity across levels on a vertex-by-vertex basis, while theifa¢ion analysis was used

as a statistical method to correct for the effect of multiple comparisdhe dataset.

The multiple comparisons problem occurs when many statistical inferenecemde
from a set or family of data samples, wherein the likelihood of observing falseeasor the
probability of incorrectly rejecting the null hypothesis, is increasedhlifligpnservative
statistical measures that are more commonly used to address this iss@ae, thecBonFerroni
method or Holm method, produce extremely stringent significance thresholdghawalues)
that are inversely proportional to the sample size. Thus, these methods are rable fewit
smaller datasets. In BrainStorm, the sample size (total number ofaesispbints on the
reconstructed cortical surface) was on the order of 15k which would result imektiemall
alpha values. Additionally, as the current sources were estimated usingraum-norm inverse
solution of the scalp activity across 64 electrodes the variability htpeaat on the cortical
surface was not statistically independent, violating the parametric pssosunderlying a
statistical t-test (and the corresponding use of the BonFerroni corredtimyse of permutation
statistics is advantageous in this regard since it does notar@k&ai assumptions regarding the
statistics of the dataset, instead using the statistics of the spetagei® determine the
nonparametric threshold for significance. For the analysis in this stuayyfzion statistics
was used to measure the distribution of vertices that would pass as signiticarglgted with

error based upon random chance.
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A. Source Analysis

For each condition, the CSD profiles for all levels were loaded into MATLAB®. tJnde
the assumption that the baseline distribution across epochs (i.e. -100 to 0 ms) \vesl¢askt,
or for our purposes “noise,” a threshold was set to separate ‘noise’ veice'siynal’
vertices. The threshold was set at the 95% significance level (two}tafldte averaged
baseline distribution for Level 5 (see Figure 3.8 B). A 50-ms window with a 10-airsgs$icale
was then used to compute the averaged CSD for each vertex over time. Within each time
window, vertices with averaged CSD values below the threshold were removediftioen f
analysis. A 50-ms window was chosen here to balance out the extensive computation tim
associated with shorter window lengths while minimizing the loss of SNR as=bevith larger
window lengths.

For those vertices above threshold, the CSD profiles in each time window weregumm
to measure the area of the CSD across levels — the values of the aredddr teveeof each
significant vertex were then correlated with the peak positional emossalevels at each time
window to identify vertices whose activity was highly correlated with erroe. Slopes, p-
values, and r-values of the correlations across vertices were than saved asgeprotféne.
Permutation analysis was then performed to measure the probability of patmuelations
occurring within a randomized dataset in order to determine vertices whoslatbams were

significantly above chance.
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B. Permutation Analysis
The event flag labels on the epoched EEG data (i.e. Levels 1 — 5) were rearranged
randomly across the dataset, keeping the total number of trials/levelad-trial intervals the
same as the real dataset (refer to Figure 3.8 A). The epochs were theraged\across levels
and imported into BrainStorm to generate new CSD profiles which were subseguegotiied
into MATLAB® for analysis. Similar to the source analysis, time window ayesaf
permutation CSD profiles were summed to measure the area in each time wihidbvwas
then correlated with the peak positional response to generate a new set di@mosigpes, p-
values, and r-values. The distribution of the fitted slopes (refer to Figure 3.8 &tedlihe
likelihood of obtaining a particular proportional relationship between the CSD anapa@sitdr
from a random set of data. Using the 95% confidence bounds of the slope distribution, we were
able to parse out vertices with high correlation and large slopes from thoseghittohielations
but slopes close to zero, indicating little if any relationship between the CSD atiohpasor.
Thus, the 95% slope threshold on the permutation distribution (two-tailed) was used in the
original data analysis to identify “significant” vertices exhibithigh linear correlations (p-
values above 0.05) and fitted slopes above 95% bounds of the permutation slope distribution (see

Figures 3.8 B and C).

Determining ROI’s of Significant Vertices

To identify the cortical regions involved in error processing, significantcesrtivere
separated into regions of interest (ROI's) based on their Talairaclopeti the cortical
surface. These ROI's were chosen based on the initial cortical locations ti€aigniertices

across subjects and were drawn from the corpus of areas in the literabgratadswith on-line
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error-processing during reach: BA 8 (frontal), BA 2, 3 (somatosensory), BA 1visiialf, BA

4 (motor), BA 6 (premotor), BA 5, 7, and 40 (parietal).

Temporal and Spatial Analyses of ROI’'s

The temporal sequence of activation across ROI's was determined \iictres the
leading edge of the sliding window based on the first occurrence of signiictarity within the
ROI. The mean and standard error across subjects was measured for esxilliDate the

average temporal relationship between the neural sources.
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Figure 3.8: Overview of cortical source analysisThe figure above illustrates the experimental
analysis applied to separate cortical vertices whose activity atadelvith error from vertices
unrelated to the task. (A) shows differences in a sampled EEG epochs derived from the
experimental study (A1) when compared to the same EEG sequence aftaeditbjec
permutation (A2). An increase in the peak magnitude with level can be seen in (Al) but not
(A2). The histograms in (B) show two distributions that were used to eliminateegert
uncorrelated with the task error. (B1) shows average baseline cortigdygce. -100 ms to 0

ms) in Level 5 for a single subject. An upper and lower threshold (2.5% and 97.5%) was set t
determine vertices that had source activity above or below the noise threshdley fell

outside the baseline or noise distribution). (B2) illustrates the permutation sttqigudion with

an upper and lower threshold used to determine vertices whose fitted slopegmacasily

above chance. The figures in (C) show sample vertices that were eithé&atedr(€1) or
uncorrelated (C2) with error based on the p-value and slope magnitude of the oorr@l:t)
shows negatively-correlated CSD activity across levels with signtflcgear correlation (p-

value < 0.05) and with a large slope outside the permutation slope threshold. Conversely, the
vertex in (C2) has a poor correlation (p-value > 0.05) and a slope that falls within the
permutation slope threshold. Thus, in this case, vertex 300 would be considered corrélated wi
error, whereas vertex 5200 would be eliminated from further analysis.

Spatial differences between proprioceptive and visual sources were detebyimeasuring the
relative differences between the centroid locations of the vertices ¢hatswgnificantly
correlated with the task. Centroids locations (X, y, z) in Talairach spameyweghted by the

strength of the magnitude of each vertex (i.e. the current source density vdleedios at that

vertex) using the following equations (at each time window):

1 n
>W,

1 n
>W,

1 n
Xcentroid = SWh

1 1 1
(Xn Wn) ; Y centroid = (Yn Wn) ; Zcentroid = (Zn Wn)

zM
zM
zM

Centroid = [XentroidY centroid Zcentroid
where for the'f observation (time window) is the index of each significant vertéxijs the
total number of significant vertices, adis the magnitude of the current source density (CSD)
for Level 5 of the 1 vertex.
For the purpose of displaying the centroid on the cortical surface, the closeltexds

point to the X, y, z location of the centroid was identified by measuring the véttethe
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closest Euclidean distance to the actual centroid (Figure 4.9). In order to copgizak
distributions of the centroids within each ROI for the Proprioceptive and Vienditmons, the
centroid locations from the three non-overlapping time windows centered aroudtiGe
response (measured independently for each subject for Proprioceptive andafislitzons)

were examined. For example, for a representative subject, MD9904, the N100datus36

ms and 201 ms for Proprioceptive and Visual conditions respectively. For theoPeppikie
condition, the three time windows chosen for this subject were 60-11Fm410-160 ms (¥

— centered around the N100 at 135 ms), and 160-210"hsH@ the Visual condition, the time
windows were, 130-180 ms%jl. 180-230 ms (¥ — centered around N100 at 201 ms), and 230-
280 ms (5).

Centroids were computed for each ROI in each time window to examine thé spatia
distribution of cortical activity for visual and proprioceptive error praocgssTo measure
differences in the spatial distributions on the cortex, the Mahalanobis disetmeen Visual
and Proprioceptive conditions was measured across subjects for each ROI. Tlaadbaha
distance, unlike Euclidian distance, measures the distance between the mearoéestor
groups relative to the covariance of the two distributions. To understand difieiersgatial
distributions, histograms of Mahalanobis distance measures were compairtdiglglacross

ROI’s.
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4 EXPERIMENTAL RESULTS

4.1 Behavioral response to proprioceptive and visual displacements
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Figure 4.1: Behavioral responses to force perturbation of the wrist duringracking. Averaged behavioral
responses of (A) wrist displacement (in visual coordinates), (B)it)elaad (C) acceleration in response to a
force perturbation are shown above for a representative subject (MD996gdnRes were averaged across
trials for the five levels of force perturbation (L1-L5). Wrist dis@ment was calculated as the difference
between the target and virtual cursor position relative to perturbatiet and low-pass filtered at 30 HZ' (4
order, zero-phase, Butterworth) to remove electromechanical noise/(is} velocity (B) and acceleration (C)
were obtained by calculating the first and second derivatives of thedigplacement response.
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Figure 4.2: Behavioral responses to visual displacement of the cursor dag tracking. Averaged behavioral
responses of (A) cursor displacement, (B) velocity, and (C) accele(ativisual coordinates) in response to
visual perturbations are shown above for a representative subje®®MP For each level, the applied cursor
displacement was matched in amplitude to the average peak displagemenatted in corresponding
Proprioceptive trials. Responses were averaged across tridie fioret levels of visual perturbation (L1-L5).
Cursor displacement was calculated as the difference betweengéteatad cursor position relative to
perturbation onset and low-pass filtered at 30 Hzofdler, zero-phase, Butterworth) to remove quantization
noise induced by the lower frequency display (A). Cursor velocity (B) antkeatien (C) were obtained by
calculating he first and second derivatives of the cursor displacement res
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Figure 4.1 shows the average wrist position, velocity, and acceleration in e$pons
force perturbations (Proprioceptive trials) for a single represeatstibject. Subject MD9904 is
presented here as a representative subject to illustrate the singte sabjal and behavioral
responses for all results presented henceforth in this thesis. Resuits dtinér subjects can be
found in Appendices A-C. In Proprioceptive trials, wrist displacement was neeaasithe
positional difference (in degrees of visual angle) between the target aral gursor on the
screen rather than between the target and the wrist (in degrees of wea}t Binig was done for
two reasons: i) in Proprioceptive trials the wrist position corresponded ditetkie position of
the virtual cursor on the screen (see Methods section 3.5.1). This relationship wasteohethi
in visual trials as each visual displacement generated a mismatch hhéteeeibject’s actual
wrist position and the visual cursor on the screen. The mismatch was gengridieddot that
visual displacements were presented@ginuousvisual offsets applied only to the cursor
position and not to the wrist; this was not the case for proprioceptive trials vppdieddorques
were ‘turned off’ after 100 ms. Therefore, if we converted visual cursor @o$iom visual
angle to wrist angle in visual trials, we would not necessarily obtain thd actsigposition on
the robot (due to the mismatch); ii) Thus, in order to compare differences in proprioeejtive
visual displacements, the comparison was performed in visual coordinates and not wrist
coordinatesTo avoid confusion, virtual cursor displacements of the wrist for proprioceptive
trials are henceforth referred to as wrist displacements (in visual coordinatiber than
cursor displacements since the perturbations were in fact applied to the subjedtanarisot

the cursor per se.

Proprioceptive wrist displacements were measured from 100 ms prior to perturbation

onset to 1000 ms post onset and averaged across trials to obtain average wristraintddoe
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each level. Averaged wrist displacements were then low-pass filteredHat Bfing a zero-
phase Butterworth filter to remove high-frequency noise contributed by the rojpate(B.1 A).
Wrist velocity and acceleration responses were obtained by computing tlaadirsecond
derivatives of the position response in (Figure 4.1 B, C).

Externally applied force perturbations (L1 — L5) were used to induce fivis lefrerist
displacement whose peak value was in turn used to define the five levels of capkaretnent
applied in the Visual condition (see Methods section 3.3.3). Consequently, displaceorent err
(target position minus cursor position) in Visual trials were comparable initndg to virtual
cursor displacements applied in the proprioceptive trials with a mean ditese0®3 + 0.6
degrees across levels (Figures 4.1 A and 4.2 A).

As can be seen in Figure 4.1 A, each force perturbation caused the wrist to foewiate
the target until it reached maximum displacement (at 167.8 £ 4.1 ms acrds} Bubjects then
corrected for the error in position by bringing the wrist back onto the targetlifbg. Similar
errors in cursor position are seen across levels in the visual trials (Figukgwherein
displacements in cursor position (relative to the target) required sulgentke a correction to
bring the cursor back onto the target. Unlike Proprioceptive trials, visual exemtsed their
maximal displacement instantaneously (at 0 ms: perturbation onset) ande@maximal up to
379.6 + 43.96 ms following onset after which they returned to baseline. In proprioceptive and
visual trials, error in cursor position returned to baseline by 467.6 + 104.4 ms and 657.4 + 39.2
ms respectively. These values were measured by calculating medaradatd deviations of
proprioceptive and visual baselines across behavioral L1-L5 responses (-100 ns tidures
4.1 A and 4.2 A) and then measuring the time required in the Proprioceptive and Visuébrtrial

the displacement error to return within two standard deviations of mean baselinend takéen
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to return to baseline was approximately 189.8 + 22.3 ms longer in the visual conditidmethan t
proprioceptive condition which can be accounted for by the longer feedback delay tedsocia
with visual (200-250 ms) versus proprioceptive (80-150 ms) processing (Flanders and Cordo
1989).

The average wrist velocity profiles for Proprioceptive and Visuaktshbw a more
detailed aspect of the subject’s response. Following the application of gé&staebation, wrist
velocity spiked before the wrist eventually slowed down to a stop due to the passivécdi/nam
properties of the hand; the first turnaround point of bringing the wrist to a stop acatf@7.2
+ 5.1 ms (maximum peak). Wrist velocity increased again at roughly 168 ms agsuipeed
their wrists back toward the target (to minimize the displacement betwgehaad cursor
position) after which wrist velocity again returned to baseline. The secondowmadaio slow
wrist velocity occurred at 335.2 £ 9.1 ms (minimum peak). This is different from \rsalal
which only show one peak (at 0 ms) in the cursor velocity profile (see Figure 4.2 8)s Thi
because visual perturbations were induced instantaneously as deviations ipasitgor (thus,
there was high velocity associated with the jump in cursor position at 0 ms) flbynae

corrective action performed by the subject to bring the cursor back onto the target.
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4.2 Evoked neural response to proprioceptive and visual displacements

Grand Proprioceptive Epoch (Electrode CZ)

Level 1
Level 2 []
Level 3

Time (ms)

Grand Visual Epoch (Channel CP1)

Level 1
4r p Level 2 [
Level 3
Level 4 ||

-4 1 1 1
-200 0 200 400 600 800 1000

Time (ms)

20

[N
a1

=
o

o

ERP Peak Magnitude (uV)

|
a1

-10

-15

o1

Proprioceptive and Visual ERP Correlations Across L evels

A P300-
1 + ++ A P300-
0 N100 -
+ 0 N1oo -

o**

P

<T< T

¢4’+++ pl -

P1 P2 P3 P4P5 V1l V2 V3 V4V5
0.98 7.37 12.8 19.622.6 1.13 7.31 12.7 19.323.4

Perturbation Magnitude Across Levels (Degrees of
Wrist/Cursor Displacement)

Figure 4.3. Grand average evoked potentials measured across sultge(N=7) in response to force
displacements of the wrist and visual displacements of the cums Evoked responses are shown at
electrode CZ for (A) Proprioceptive trials and electrode CP1 for (Byalitrials. EEG epochs were

measured relative to perturbation onset at 0 ms. For each conditiony&ialaveraged across perturbation

levels. The minimum and maximum peaks seen in the evoked responseshrefid¢t00 and P300
components of the event-related response (ERP) in each condition. @orsaththe ERP peaks with
displacement magnitude (i.e. maximum wrist/cursor displacemesriars&igures 4.1 A and 4.2 A) were
guantified across perturbation levels (C). N100 peaks were highly cedalatoss levels for both types of
displacement (P: r=-0.996, p<0.001*; ¥5-0.957, p=0.01*) and P300 peaks for Proprioceptive but not
Visual (P: r=0.923, p<0.05%; V: r=0.719, p>0.05). Error bars indicate atdretror across subjects. In (C),
blue colored blocks indicate proprioceptive ERP’s, and red reflsgaMERP’s of the N100 (squares) and

P300 (triangles) peaks respective
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Figure 4.3 illustrates the grand average evoked response to foopeidBeptive trials)
and Visual (visual trials) perturbations across subjects. Twerdift electrodes are shown to
illustrate the evoked responses for the two conditions: electrodeoCihé Proprioceptive
condition which is more centrally based, and electrode CP1 for th@lMisndition which is
maximal over the left occipitoparietal area. These electraggs chosen specifically as they
were able to extract a clean temporal response of the EE@st@l and proprioceptive trials
across subjects.

The evoked responses to force and visual perturbations appear similar in formMeoth ha
a negative peak from 100 to 200 ms from perturbation onset followed immediately by\aeposit
peak located between 200 to 400 ms across levels. The two peaks resemble the N100 and the
P300, two sensory evoked potentials largely implicated in sensorimotor proces&ngldo is
a negatively-peaked ERP that is said to occur from 100 to 200 ms following stimulusnahset a
is associated with early stimulus discrimination in tasks that involve taag&ing while the
timing of the positively-peaked P300 ranges from 250 to 500 ms following stimulus onsgt and i
associated with the detection of a change in the sensory stimulus based on workang afiem
previous stimuli (Polich 2007)n this study, the N100 occurred at 146.9 £ 4.5 ms in
proprioceptive trials and at 200.7 £ 6.5 ms in visual trials whereas the P300 dai248.1 £
15.9 ms and at 351 £ 6.6 ms in proprioceptive and visual trials respectively. The mean value
were measured by calculating the average N100 and P300 peak timings aclesstkve
subjects (standard error is shown across subjects). Although the evoked respbitgess 4.3
A and B appear similar in form, they are shifted in time (the visual N100 respohsted s 60
ms later), which could be associated with the longer feedback delay in processaig vi

information.
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The magnitudes of the N100 and the P300 were correlated across perturbation levels in
the Proprioceptive and Visual conditions. Figure 4.3 C illustrates the linemmskap between
applied perturbations (L1 to L5 in proprioceptive and visual trials) and the correspqecik
evoked responses. Proprioceptive and visual ERP’s were highly correlated witigthiéuche of
position displacement applied across levels for the N100 (P: r=-0.996, p=0.00040\A57,
p=0.01*) and less so at the P300 (P: r=0.923, p=0.03*; V: r=0.719, p=0.17). This is consistent
with a study of visually-guided tracking that found scaling of EEG activitih(externally
applied error), when visual rotations were introduced in the task (AngwedierSGehring
2009). The proprioceptive N100 response also shows a time to peak across levels sely inver
proportional to the magnitude of perturbation applied.

Closer inspection of the P300 in proprioceptive and visual trials shows two peaks for
proprioceptive trials whereas only one peak is seen in visual trials. The two peties f
proprioceptive P300 evoked response represent two subcomponents of the ERP: the larger P3a
response typically associated with the allocation of attentional resoarsakent stimuli in a
task (Hill and Raab 2005b), and the P3b response thought to represent the visual detection and
processing of target and deviant stimuli (Menon et al., 1997). In proprioceptigettialP3a

occurred at 227.8 £ 8.2 ms and the P3b at 326.8 + 10.9 ms.
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4.3 Cortical source reconstruction across proprioceptive and visual ROI's
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Figure 4.4: Current source density (CSD) profiles for left andight Brodmann Area 4 in subject

MD9904. CSD profiles across levels are shown separately for BA 4 in thentefight hemispheres for the
proprioceptive condition (Al & A2 respectively) and the visual conditidh&B2 respectively). The plots
reflect the current density response of all significantly-acti/aggtices within a 50-ms sliding time window
with 40 ms overlap. Plots Al and A2 show the entire time course of cortiisétyaaf significant vertices in
the 110-160 ms (centering around the timing of the N100 for Proprioceptieg®as plots B1 and B2 display
activity in the 180 — 230 ms (centering around the timing of the N100 for Yisual window.
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Figure 4.5: Current source density (CSD) profiles for lefpparietal areas (BA’'s 5, 7, and 40) in
subject MD9904.CSD profiles across levels are shown separately for left paBiatal5, 7, and 40
in the BA 4 in the proprioceptive (A1 — A3) and visual (B1 — B3) conditiohs.lots reflect the
current density response of all vertices within a 50-ms sliding timdowm (40 ms overlap) whose
activity was correlated significantly with error. Plots Al 3 ghow the entire time course of cortical
activity of significant vertices in the 110-160 ms (centering aroundrttiieg of the N100 for
Proprioceptive) whereas plots B1- B3 display activity in the 1800123 (centering around the
timing of the N100 for Visual) time window.

The EEG data measured across subjects (Figures 4.3 A and B) was analyzed in
Brainstorm together with the MRI anatomical data to estimate thetgaporal sequence of
activity constrained to the cortical surface (see Section 3.6.3) to deternimeeigrans that
were significantly correlated with task error. The cortical sourcetggl@&SD) profile for each
tessellated point (vertex) on the cortical mesh was measured using tibeitdidtsource
reconstruction approach detailed in Section 3.6.3. ROI's containing error-tenreatices
were mapped with their Talairach coordinates and include: BA’s 8 (frontad), 2&
(somatosensory), 17&18 (visual), 4 (motor), 6 (premotor), 5, 7, and 40 (parietal). Figures 4.4 and
4.5 show a subset of current source density activity in motor (BA 4) and parstsl(BA’'s 5,

7, and 40) for a representative subject. Similar figures illustrating CSDepratross all
Brodmann areas and time windows are displayed in Appendix C for all subjects. Hatveve
must be noted that cortical reconstruction results for Subject CL2426 did not grafecaint
correlations to error across parietal and visual ROI's in the Visual comdigfer to Appendix
C) — therefore, subject averages for mean error onset times displaygdma £6 were
measured across subjects that contained significant vertices actoas &lindows in that ROI.

Cortical activity in BA’'s 4 and 5, 7, and 40 are shown here for two reasons: i) temporal
results showed early activity in motor cortex (BA 4) before parietal dictivan proprioceptive

trials (Figure 4.6). Thus, we were interested in understanding the signéfiohtias early
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activity in BA 4; ii) our experimental hypotheses predicted a major role gfatietal areas in

computing and processing sensorimotor error. The parietal CSD profiles Wwerdébte indicate

any differences in cortical source currents in the two conditions during peaknetrer i

behavioral response. The CSD profiles shown here (and Figure 4.5) display theneatire

course of current density (of significantly activated vertices averagedelected time window).

Due to differences in proprioceptive and visual sensory processing times,iticews were

centered around the N100 response for both conditions (see Figures 4.3 A and B). Thik allowe

us to directly compare cortical activity during the period wherein pesdical activity was

significantly correlated with the magnitude of error applied across bothigreptive and visual

trials. As a result, for representative subject MD9904 shown in Figures 4.4 ane £%amined

proprioceptive activity in the 110-160 ms time window (to capture proprioceptive N13® at

ms) and visual activity in the 180-230 ms time window (to capture visual N100 at 201 ms).
Qualitatively, visual CSD profiles across ROI's contain much noisier basglFigures

4.4 and 4.5 B) which may be reflective of the poorer correlations in neuratyafdivvisual

versus proprioceptive trials (see Figure 4.3 C). Left cortical motor adtivpiyoprioceptive

trials shows three peaks (which is similarly seen in right BA 4): thie(&yssituated at 58.6 +

1.34 ms, the second (b) at 137.8 + 2.28 ms, and the third (c) at 213.8 =+ 2.86 ms (Figure 4.4 Al).

Three similar peaks are seen in the Visual condition: the first (a) appe?iby.& + 19.6 ms,

the second (b) at 341.4 + 9 ms, and the third (c) at 606.8 £ 1.62 ms. When correlated with the

magnitude of position displacement applied (L1 — L5), proprioceptive peak (b) wdgargiy

correlated to error (r=0.99, p<0.001*) while peaks (a) and (c) were not (a: r=0.72, p=0.16; c:

r=0.82, p=0.08). In visual trials, similarly, peak (b) was highly correlateu displacement

(r=0.95, p<0.05*) while peaks (a) and (c) were not (a: r=0.85, p=0.06; c: r=0.53, p=0.36).
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Figures 4.5 A and B show the estimated parietal CSD in the Proprioceptivesaiadl Vi
condition for the same subject. CSD activity in BA 5 was correlated significaith
perturbation at two peaks: (a) at 139.4 + 5.2 ms, r=0.93, p<0.05*, and (b) at 210.2 + 1.79 ms,
r=0.92, p<0.05* in proprioceptive trials; and at a single peak: (a) at 343.4 £ 8.74 ms, r=0.87,
p=0.05* in visual trials. Left BA 7 (Figure 4.5 A2) contained three highly-cogélaverlapping
peaks: (a) at 139.4 + 3.6 ms (r=0.99, p<0.001%); (b) at 208.4 £ 2.9 ms (r=0.94, p<0.05*); and (c)
at 313.8 + 15.5 ms (r=0.91, p<0.05*) in proprioceptive trials. This sustained period of correlated
cortical activity from 139 ms to 314 ms is also observed later in Figure 4.7 A shdwing t
functional activation of the ROI across time. Also, peak (a) of BA 7 coincided ingiwith
peak (b) of proprioceptive BA 4, just before maximal displacement is seen in thvobaha
wrist position across trials. In visual trials, peaks (a) and (b) in left BAré& earelated with
error (a: 200.8 £ 23.1 ms, r=0.41, p=0.49; b: 357.4 + 16.6 ms, r=0.94, p<0.05*). On the other
hand, BA 40 was extremely noisy in both proprioceptive and visual trials for this suljct
only one discernable peak in proprioceptive trials (136.6 £ 7 ms, r=0.98, p<0.05*), and two
peaks in visual trials: (a) at 194 + 19.8 ms, r=0.8, p=0.1; and (b) at 343.8 + 14.6 ms, r=0.89,
p<0.05*. Across all three parietal areas, proprioceptive peaks that are higehateal with error
seem to occur simultaneously at 138.5 £ 1.62 ms with motor activation at 137.8 + 2.28 ms which
may suggest that both parietal and motor areas work together to computecal dstaihate of

error.
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4.4  Temporal activation of sources correlated with proprioceptive and visualreor

Figure 4.6 shows the temporal onset times of task-related activity within &@taged
across subjects for the Proprioceptive (blue) and Visual (red) conditiondsedahble 4.1).
“Error-related activity” was identified as source activity (i.ereat source density) that was
significantly correlated with the magnitude of position displacement (L1 -as8etermined
from the permutation analysis.

Brain areas correlated with error were determined qualitativebbbgrving the spread
of significantly activated vertices on the cortex in the first few tvimelows displaying average
cortical activity in a 50-ms time window. Regions containing error-relategttes in these time
windows defined based on their Talairach coordinates to determine their fuhBtiotiaann
Areas (BA’s). The ROI’s investigated in this study were BA’s 2&3 (dosensory), 17&18
(visual), 8 (frontal), 4 (motor), 6 (premotor), and 5, 7 and 40 (parietal). BA’'s 2&3 were only
correlated to error in the proprioceptive condition (since the displacemenpplesidao the
wrist), whereas visual areas (BA 17&18) were only correlated with tkenasn the
displacement was applied visually. Overall, source activity correlatdaettask occurred
bilaterally in frontal (BA 8), motor (BA 4), and premotor (BA 6) cortices bu vestricted to
the left hemisphere in the case of parietal areas (BA’s 5, 7, and 40).

Error onset times across ROI's were computed as the first measuggilieant activity
(i.e. the presence of at least one significantly correlated source) wihigla time-window. All
ROI’s in the proprioceptive condition were activated significantly edth@n those in the visual
condition. With force-induced errors, early sensory activation in left soeretosy cortex
(42.7+4.8 ms) was followed by premotor (45.6+6 ms), motor (47+6.9 ms), and frontatiaativa

(48.4+6 ms), and finally by activation in parietal cortices (69.9+7.8 ms in BA 40)mikas
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pattern of activity was seen in the right cortex where premotor activat®follaved by frontal

and motor activity. Temporal relationships in the Visual condition were much lesistemt

across left and right cortices — in left cortex, parietal activatiorei@saBA7 (113.3+8 ms) and

BA40 (121.7£17.8 ms) were followed by sensory (123.3+41.4 ms), motor (125.7£14.3 ms), and
premotor activity (131.4+22.3 ms) and much later by frontal activation (212.9+48.6 igis)). R
cortical activity, conversely, showed early visual (88.57+14.87 ms), premotor (100£49.5 m
frontal (125.7+36.4 ms), and motor activation (187.1+42.9 ms) followed later by frontal
activation (211.7+£39.3 ms). Refer to Table 4.1 and Figure 4.6.

Although Figure 4.6 provides an illustration of the relative onset timings ofreleded
activity across ROI’s, it does not discriminate against the total numbertafes that achieved
significance within a particular time window (i.e. a single signifiogertex within an ROI can
signal the error onset time). Figures 4.7 and 4.8 show the peak functional activatiarroi-all
correlated vertices within ROI's over time both across subjects and forla sifgect
(MD9904). Here, a normalized measure of functional activation is used, whereitetrated
CSD across error-correlated vertices for each time window is divigd#dteliotal number of
error-correlated vertices across all time windows for each ROlgurds 4.7 and 4.8 A and B
(i.e. single subject data), the color bar indicates a minimum level of functainaten at O and
a maximum at 1 — a peak of 1 can be seen in all ROI's indicating the time of mazitiuity

within the ROI.
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Table 4.1: Task-related source onset times (mean * SE) for propriegtive and visual

ROI's across subjectsCortical sources that were significantly correlated with magnitudieeof
displacement error were separated into ROI's to characterize the epgtooal dynamics of
error-related activity. The first instance significant erroated activity within each ROI is
reported as the mean = SE across subjects.

Brodmann Mean (ms) Standard Error (ms)
Areas (BA’s)
Proprioceptive Visual Proprioceptive Visual

Frontal (8) 48.43 212.86 5.95 48.63

Somatosensory 42.71 4.81

(2&3)

Visual (17&18) 123.33 41.36

Motor (4) 47 125.71 6.90 14.29
Left Premotor (6) 45.57 131.43 5.95 22.3(
Cortex  I'barietal (5) 7414 173.33 7.47 35.84

Parietal (7) 72.71 113.33 6.85 8.03

Parietal (40) 69.86 121.67 7.78 17.78

Frontal (8) 61.29 125.71 12.88 36.44

Visual (17&18) 88.57 14.86
Right — MViotor (4) 72.71 187.14 9.22 42.86
Cortex

Premotor (6) a7 100 8.45 19.52
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Figures C and D, show the average functional activation acroscwulfince the peak
ROI activation does not necessarily occur at the same timesasubjects, the peak activity is
typically less than 1. In proprioceptive trials, functional actorafpeaked consistently across
ROI's at 150 ms, and again at 275 ms (Figures 4.7 C and D). Imghgsthere was a sustained
period of high functional activation in BA 7 shortly after the timehaf first peak (150 ms) until
the second peak (275 ms), which is also seen in BA 5, althougloakrlevel of activation.
This pattern of activation for BA 7 is also seen for the Proppitbee condition (although at a
lower level of activation) and was consistent across subjeagsir@=4.7 C). In the Visual
condition there was less synchronization of peak activation across.R#ak functional
activation in visual ROI's fell within two time windows, ~210 ms aAd5 ms after
displacement, although here there was less temporal bridgiactivation in BA 7. Overall, in
the Proprioceptive condition functional activation within the ROI'seeded out to 374 ms,

whereas for the Visual condition activation was seen well beyond 600 ms.
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Proprioceptive Condition

Left Cortex: Subj MD9904 Right Cortex: Subj MD9904

Brodmann Areas (BA's)

200 400 600 800 200 400 600 800
Time (ms) Time (ms)
Left Cortex: All Subjects Right Cortex: All Subjects

Brodmann Areas (BA's)

200 400 600 800 200 400 600 800
Time (ms) Time (ms)

Figure 4.7: Functional activation across proprioceptive ROI$ for a single subject (MD9904) and averaged
across subjects.(A) and (B) show the integrated cortical activation of ecmrelated vertices in left and right
proprioceptive ROI's within each time window for a single subjébe magnitude of activation was computed as the
total number of significantly activated vertices withicle®0-ms time window and normalized by the total number of
vertices in the ROI. (C) and (D) show results across all subjedtsefproprioceptive condition.
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Visual Condition

Left Cortex: Subj MD9904 Right Cortex: Subj MD9904
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Figure 4.8: Functional activation across visual ROI's for asingle subject (MD9904) and averaged across

subjects. (A) and (B) show the integrated cortical activation of ecanrelated vertices in left and right visual

ROI's within each time window for a single subject. The miagle of activation was computed as the total
number of significantly activated vertices within each 50-m tivindow and normalized by the total number of
vertices in the ROI. (C) and (D) show results across all subjedts Misual condition.
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4.5 Spatial activation of cortical sources correlated with proprioceptive ad visual error

To examine the spatial distribution of early source activitpscsubjects and conditions
the centroids of significant activity within each ROI werecakdted for three non-overlapping
50-ms time windows centered on the N100 response (Figure 4.9). R®Hsstnguished based
on the centroid color (see figure caption) where darker coloredoashindicate centroids for
the Proprioceptive condition and lighter colors indicate centroidthéoWisual condition. Only
centroids representing the unimodal sensory modalities (BA'sf@&Broprioceptive and BA'’s
17&18 for visual) are depicted in a single color (black and whitdj@kresponses were only
measured within their respective modalities.

For perturbations sensed proprioceptively and visually there was a large onexdayroid
locations across all Brodmann areas. In order to provide a more quantitaisareof spatial
differences between conditions, the Mahalanobis distance between PropreeaptVisual
centroid distributions was calculated across subjects for each ROI (& 3e5.4). Figures
4.10 A through F show the distributions of Mahalanobis distances between propriocegtive a
visual centroids for each ROI across subjects. The Mahalanobis measurenckedstmilar to
that of Euclidean with the exception that Mahalanobis takes into account the moeaidhe
two distributions. For our results, we used the interpretation of t-statistibdigins to identify
areas with ‘significant’ mean separations. Of the 8 areas that wemareed, areas 8 (left
frontal), 5 & 7 (left parietal) were found to have large separations of meanaistbove 2.5
units of distance (at 3, 4.5, and 2.5 units of distance respectively). This possibly stiggests
error information may be computed in spatially distinct subregions of the fr&#ta)(and

parietal (BA's 5&7) areas.
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Figure 4.9: Spatial localization of initial source activity across BI’s in the Proprioceptive and

Visual perturbation conditions. The cortical locations of centroids that were significantly daree with
error are shown across subjects. Centroids were measured as the beaton of significantly activated
vertices for each of the first three non-overlapping time windo#st’L and ¢' time windows from the
first point of significant activity). Centroid locations for the {8y, left saggital (B), and right saggital (C)
views are shown with the ROI's distinguished by color (BA 8: orange; BA 6; Bluel: red; BA’'s 2&3:
black; BA’s 17&18: white; BA 5: green; BA 7: yellow; and BA 40: purple). Visaradl Proprioceptive
conditions are distinguished by the shade of color (Proprioceptive:\datgl: light).
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Figure 4.10: Distributions of Mahalanobis distances between cawids of activity in the
proprioceptive and visual conditions across subject$A1&A2) Left and right frontal areas, BAS8 ;
(B1&B2) Left and right motor areas, BA 4; (C1&C2) Left and right premoteas, BAG; (D) Left
parietal, BA 5; (E) Left parietal, BA 7; (F) Left parietal, BA 40.
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5 DISCUSSION

The purpose of this study was to characterize the cortical networks involved in the
processing of and online correction of visual and proprioceptive errors durindigezéed
movements. Thus, our experimental task was designed to dissociate error pgosehsgi the
individual sensory pathways based on the type of external perturbation applieduloj¢lotssas
they performed a tracking task. The first type of perturbation appliedsfayadisplace the
subjects’ wrist from the intended position, thereby generating a positioaaindrich was
sensed proprioceptively but not visually. The second applied visual position offsets to the
subjects’ cursor used to track the target, thus inducing a visual error in positibrnwveasic
sensed visually but not proprioceptively. We hypothesized that cortical processggponse to
the error, would result in early sensory activation of the unimodal sensoesoftllowed by
parietal activation, and later still by premotor and motor activation tied sutjects’
subsequent correction. Based on the inherent differences in sensory processiagdihmes
sensory information is represented in cortex, we expected to observe difaretietemporal
and spatial dynamics of the cortical network involved in the online correction of sisdial
proprioceptive errors. Moreover, due to representation in the brain of visual and proprocept
information in different coordinate frames; retinotopic coordinates in tleeafagsion
(Andersen, Essick, Siegel 1985) and body-centered coordinates for proprioceptiohi¢Brbtc
al., 1995; Mullette-Gillman, Cohen, Groh 2005), we hypothesized that unimodal estimates of
error from the visual processing centers and somatosensory cortex wouldyegeaten the

PPC to provide a combined representation of error.
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Research that has examined the functional role of cortical activitingetat
sensorimotor control of goal-directed movement has typically inferred neuréibfuby
relating observations of evoked neural responses (such as the N100 and P300) to tine. literat
Our research study aimed to probe deeper into the cortical control of movenasaintining
the sources that are activated in processing and correcting faradt@pplied error. Thus, we
related EEG evoked responses to the activation of cortical source curragéslion the scalp.
This allowed us to directly compare the spatiotemporal dynamics ofalaattivity resulting
from external error to the functional roles of the brain areas examined. Arofiatant
distinction of our study to other studies in the literature that have applied sowaiizalian
methods to image cortical activity is that they have typically maderapssumptions on the
number of sources and their locations in the brain. Our approach uses distributed source
modeling to relax assumptions about the number of sources by assuming thelyieredres
location to the cortical surface.

Temporal analyses of the relative timings in the sequence of ROI activatiesponse
to displacement errors sensed proprioceptively and visually showed vergrtifpatterns of
cortical activity than those predicted. In Proprioceptive trials, the first ohseror-related
activity occurred in somatosensory cortex, followed by premotor, motor, @amalfactivation,
and finally by parietal activity. Visual trials resulted in parietdivation followed by sensory,
premotor, and motor activation, and finally frontal activity. These resuigest that error is
processed differently for proprioception and vision possibly to account foreditfes in how

sensory information is relayed from the primary sensory cortices to highesssing areas.

While the temporal sequence of activation differed, spatial analyses of tizalcor

sources correlated to the task error showed significant commonalitiesciortical networks
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involved in both conditions with the possible exception of parietal cortices. Thd spaligses
were however unable to measure any differences between visual and propeatispibutions

of centroid locations.

5.1 Differences in Evoked Responses to Visual and Proprioceptive Disptanents

Across subjects, the evoked responses to an externally applied error produdestinet
phases of synchronous neural activity characterized by separate N100 and P30Dhacisik90
occurred at 146.9 + 4.5 ms in proprioceptive trials and 200.7 £ 6.5 ms in visual trials. The P300,
on the other hand, was evoked 243.1 £+ 15.9 ms following proprioceptive perturbation and at 351
+ 6.6 ms following visual perturbations. In a similar task, Krigolson and Holroyd (2007)
observed the N100 and P300 in response to external displacements of a target during-a visuall
guided aiming task (Krigolson and Holroyd 2007). In their study a joystick veaktasontrol
the position of a visual cursor on the screen while subjects were exposed to eitlcéalderre
diagonal displacements in target position (where displacements of thekqystduced a
diagonal movement of the cursor on the screen) or uncorrectable displacenhentste
joystick was unresponsive to diagonal displacements in cursor position therethpwotg
subjects to place the cursor on the target). The displacements introduced ik thididsesd two
types of error responses: ‘high-level’ errors that activated frontal k¥gions to update
performance goals and acknowledge the ‘failure’ of a system goaidt.being able to correct
for a displacement), and ‘low-level’ errors, involving parietal cortex, usedrteat for small
deviations in movement trajectory in order to bring the cursor back onto the target.

The evoked response to low-level errors measured in Krigolson and Holroyd’s

experiment is structurally similar to our visually evoked response (Figure) 4k3igolson and
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Holroyd observed the N100 response at 140 ms and the P300 at 324 ms, compared to 204 ms and
362 ms respectively in our visual trials. The timing of the ERP responses topasugbations

in both studies appears to be similar for the P300 but different for the N100 (by ~ @hens).
differences in timing of the evoked responses could be due to several reasons including the
manner in which visual perturbations were applied. In Krigolson and Holroyd'g, shaudement

to the target was horizontal while visual displacements were applied Jgrficalthe target

moved diagonally upward or downward from its original position) which may have b&en ea

to detect visually. Additionally, subjects were given a visual cue at theostach trial to

perform a reach toward the target and, as a result, were attentionakkgdpga perform a

movement which may have allowed them to initiate quicker corrections to the ptohsbin

our study, visual perturbations to cursor position were applied along the same plackiog tr
movement (i.e. horizontally); thus, the detection of these perturbations may have beeleepe
to the velocity of cursor movement on the screen (e.g. smaller displacemoeidshave been

less easier to detect during faster movements of the wrist as theiraapgeaay have been lost

in the motion of the cursor on the screen). The increased delay in the N100 response to visual
perturbations in our experiment could be indicative of additional time required tteimitia
correction due to the delay in detecting visual displacements on the screen.

Comparison of evoked responses in Proprioceptive and Visual conditions shows a delay
in the relative timings of the N100 and P300 across conditions (~ 60 ms). This delay in evoked
responses stems from the different delays in processing for each sensoitymaosizél
processing occurs on the order of 200-250 ms and proprioceptive processing at 80-150 ms
following stimulus onset (Flanders and Cordo 1989). In our experiment, position dispié€eme

were sensed earlier in the Proprioceptive condition, generating a nepaaigeso the error and
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a corrective movement toward the displacement earlier in time than for Yfisil&l This
interpretation is supported by the behavioral results which show that errattiomsevere
completed 189.8 + 22.3 ms earlier in Proprioceptive when compared to Visual trials.

In addition to the timing, proprioceptive and visual perturbations produced differences i
the structure of the P300 peaks. The P300 in Visual trials contained a single peak while
Proprioceptive trials two subcomponents of the ERP were visible: the P3a and thegBBb (Fi
4.3 A). Previous studies have typically associated the P3a with frontal activadidimea
allocation of attentional resources toward salient sensory stimuli whileSthkd3 been linked to
activation of temporal-parietal cortical structures in response to thd pisgassing and
detection of a target stimulus (Hill and Raab 2005b).

In our study, the application of impulse force perturbations was abrupt and may have
disrupted the subject’s attention to the task thus requiring additional attention towards
performing the task accurately. The visual perturbations, although matchedjnitude to the
proprioceptive perturbations were generally less disruptive in performinptikeng task. This
could be due to the fact that the task required subjects to attend to the display screech(on whi
visual perturbations were applied), while the application of the forces in Propniectiatis
caused subjects to shift their attention from the task presented on the screen fuabendent
applied to their wrist. Polich and Criado (2006) found that single-peaked P300’s werd evoke
with standard oddball paradigms. Separate P3a and P3b components were only viskde in ta
that contained infrequent distracters which disrupted attention toward the task éPal Criado
2006). For the results reported here, error-related activity in responsee@éotarbations
occurred first in sensory areas (at 42.7 ms), followed by premotor and ntetérd@and 47 ms

respectively) and frontal (at 48.4 ms) before any activity was measupediéetal areas, while
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frontal activation in response to visual perturbations occurred much later than nibpareetal
activation (at 212.8 ms). This is consistent with the interpretation thatfeartgl activity
(corresponding to the P3a) in Proprioceptive trials reflects a shift iniattahtdlemand (related
to the size of the error) before error-related activity is processeblen arteas.

The P3b response has been shown to be modulated by infrequent target stimuli (Menon et
al., 1997), which in our study could correspond to unexpected displacements in wrist position.
Hill and Raab (2005) showed that the amplitudes of the P3a and P3b were correlatied with t
magnitude of error applied. They proposed that larger errors elicited a httgrgional demand
to ensure larger deviations in sensory stimuli were properly corrected fer samalll errors
could be corrected quickly without allocating additional attentional resourdes task. Similar
correlations of P300 magnitude to external proprioceptive and visual error are iee¢hdwegh
the correlations are not as significant as those for the N100. This could suggens MBOO
response encodes the magnitude of externally-applied errors to corietarge part of the
error caused by the displacement, while the P300 may reflect latesgiracef the error to
initiate smaller corrections to stabilize wrist response. This theoeyisited in the discussion of

temporal source activation results in the following section.

5.2 Temporal Dynamics of Error Processing for Proprioceptive and Visual Conitiions

Our initial hypothesis was that error-related activation would occur figgtinmary
sensory cortices, then parietal areas to integrate sensory estimates ane finally in motor or
premotor cortices to initiate a correction to the error. Instead we found viemedtftemporal
pattern of activation between the Proprioceptive and Visual conditions. In theoeeppive

condition, motor and premotor activation consistently occurred before parietatiaat Similar
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activation times are seen across BA'’s 8, 4, and 6 in the left and right cortipesdooception.
The early motor (~ 47 ms) and premotor (~ 45.6ms) activity occurred well lzekimematic
correction was initiated at the wrist (167.8 ms).

This initial representation of error could be associated with the initiatiarcoérse error
correction (i.e. moving the wrist in the direction of the target) before maadetkeinformation
pertaining to the magnitude and velocity of the target error is processed ialganetx. Day
and Lyon (2000) showed that online reaching during visual displacements of a targettexmke
types of kinematic responses following perturbation: one that occurrededd{160 ms) and
a late response (after 160 ms (Day and Lyon 2000)). The early responses ondineed i
direction of the target even when subjects were asked to consciously move opposite to the
direction of target perturbation. Thus, subjects were unable to counter this eashyseeby
conscious will, which the authors suggest may be due to a preset neural mechanism for motor
output to sensory stimuli in the environment. In their theoretical model, the authors piaiose
attention is first directed toward the target shift, which locks the automatgeohvotor
processing system onto the target and executes an automated adjustmdntrajdotory in the
direction of the target (Day and Lyon 2000).

The CSD profiles in motor cortex (BA 4) show a similar pattern of activationrin
results (Figure 4.4 A1) where an initial response at 58.6 + 1.34 ms uncorrelated to thadeagnit
of error (p=0.16) is followed by two peaks (137.8 £ 2.28 ms and 213.8 * 2.86 respectively), both
of which are correlated to the error (p<0.001* and p=0.08). Interestingly, the timiing ffst
peak corresponds to the first estimate of error-related activity seen i&4@ ms), while
timings of the second and third peaks in the Proprioceptive condition coincided with the

occurrence of the N100 and P300 responses. Based on our working theory that the N100 is
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representative of a major corrective response to the perturbation, wetdeglthyacorrelated
activity in the motor cortex at 138 ms is followed by a kinematic correctid68&ins. The
difference in timing is consistent with the delay between the genemaita movement command
in cortex and the corresponding kinematic response following the propagation of rgnatsl s
to the wrist and subsequent generation of muscle torques about the wrist.

The third less-correlated peak at 214 ms could be representative of a corrective
stabilization response to the perturbations which allow fine-tuning of correatisiemovements
to bring the wrist back to baseline. In support of this theory, we see kinematitiooseo the
perturbation subsequently returned to baseline following the third peak at 468 msea@isss |
The low significance in correlation to displacement magnitude for this pagleiindicative of
the fact that at the timing of the third peak, the applied displacement has igegéndarrected
for. Thus, relative differences in position of the wrist to the target acrasis ke less
distinguishable across levels at the time of the third peak.

Functional activation plots displaying the time-course of error-relatedtgevithin each
ROI for the Proprioceptive and Visual conditions further strengthen thesevatises (Figures
4.7 and 4.8). In the Proprioceptive condition, functional activation of error-correlatexksert
within ROI's showed two waves of high error-related activity: one at 150 ms and mab#7&
ms (see Figure 4.7). The first wave consists of synchronous activity betvesieortal, motor,
premotor, somatosensory, and parietal cortices, and occurs near the timinbb@hesponse
(at maximal wrist displacement) but before a kinematic correction iatedti This suggests that
premotor, motor, and parietal cortices work in concert to produce a motor output to foorrect
the error as functional activity across ROI's (except BA 7) is dseckafter a correction is made

(at 168 ms). The fact that BA 8 is only active during the first peak (when a conrecthade)
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supports the interpretation that it is involved in attending to the error, as bynthe af the
second peak, the subject has already initiated a correction (Figure 4.1 A).

The second wave of activity occurs near the timing of the P300 and involves BA's 4, 6,
2&3, 5, and 7 (on the left) and BA’s 4 and 6 (on the right). Studies have found P300 components
to occur in the premotor, motor, and parietal areas (McDowell et al., 2002) and bedigaze
involved in evaluating the internal forward model in response to unpredictable evegtds@dr
and Holroyd 2007). This may suggest that the brain evaluates the state of erroratothe m
system, and uses premotor, motor, and parietal cortices to initiate a secoctivearesponse
(during the second wave of activity) to stabilize the wrist and return itsiba. Information
may then be relayed to error processing centers (possibly the cergliellypdate the internal
forward model. In line with this theory, we see there is virtually no functioti@béion across
ROI’s following the second wave of corrections which is used to return wrxinss to
baseline (at 468 ms). Functional activation plots averaged across subguateqRi.7 and 4.8 C
and D) emphasize that the timing of the two waves of activity and involvement of ttee RO
during peak functional activation is highly consistent across subjects.

BA 7 (and to a lesser degree BA 5) display a period of sustained error-relatiy ac
from the first wave to the second (Figure 4.7 A) which is also seen in the CSIe drofilg
peak wrist displacement (i.e. from 140 to 190 ms — see Figure 4.5 A2). With the understanding
that the first wave corresponds to a major corrective response to the perturlbeainev
second to a finer correction, this sustained activity in the parietal areastsuggeBA’s 7 and
5 are more involved (compared to other ROI'S) in processing error from the periodiofahax
wrist displacement through the majority of the corrective response iditateturn the wrist to

baseline.
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In the Visual condition, the temporal sequence of ROI activation differed from
Proprioceptive trials: left parietal activation in areas 7 and 40, was fallbwsensory
activation in left visual cortex, and then bilateral motor, and premotor activation.

Current source density in BA 4 showed similar peaks of activity associgted wiajor
corrective response to the perturbation (i.e. the peak at 341 ms corresponded to kinematic
corrections initiated at 380 ms) and a finer corrective response at 607 ms alloweibtne
position to return to baseline at 657 ms. Unlike the Proprioceptive condition, however, the first
correlated peak at 341 ms (p<0.05*) corresponded in timing to the P300 evoked response (at 362
ms) rather than the N100 (at 204 ms). These observations are supportive of the undgrstandin
that this pattern of corrective stabilization occurs across sensory madalitieoth
proprioceptive and visual error processing.

Peak functional activation across visual ROI's also showed two waves ofyaati2it0
ms and 415 ms, although the activity across ROI's was less consistent than optieceptive
condition across subjects. Functional activation plots averaged across subjects stimv tha
timings of peak activation seen in the single subject response (Figure 4.8 A and BJtdoes
occur consistently in time across ROI's for all subjects (Figures 4.8 C)anths may be due
to the fact that CSD responses in the Visual condition contained a lot of noise andyhigre hi
variable (see Figures 4.4 B1 and B2). Thus, it is possible that the high varialifieynumber
of significantly activated vertices in the Visual condition (that occuramdomly in time) may
have averaged out actual signal responses correlated to the two waves gfsasivin subject
MD9904.

Left motor, bilateral premotor, and left parietal (BA 40) were highly add/atith the

first wave of activity, followed by activation of the visual cortices andegpalrBA’s 5, 7 and 40
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at the second wave of activity. The timings of the waves of activity canwditth the N100 and
P300 evoked responses in the Visual condition (at roughly 204 and 362 ms). Although high
activity was seen in motor and premotor at 204 ms, initiation of a corrective movemhent
occurred at 380 ms which may suggest that the first wave corresponded to a coarse
representation of visual error in the motor and premotor areas (to plan and exectgeton to
the perturbation). This coarse representation of error is also seen in the C&DB#ér4
(Figure 4.4) at 212 ms (p=0.06).

The second wave of activity involved near-simultaneous activation of pariedalB#es
5, 7, and 40, visual cortices BA’s 17&18, and frontal areas and coincided to the timing of
kinematic correction to the visual perturbation (~ 380 ms). The activation of froessl may
indicate that additional attention was applied during the correction responseuft thies
correction occurred smoothly) while high parietal activation may indicatertzes were
involved in evaluating the state of error in the system to bring the cursor backlioebase

Interestingly, activation of parietal area 7 occurs first in the Vismadition before
sensory or motor activation — the timing of this activation is ~40 ms after amtivdtarea 7 in
the Proprioceptive condition (i.e. 72.7 ms for Proprioceptive versus 113.3 ms for Visusl). Thi
could suggest that parietal area 7 is involved in the integration of individual sensory
representations to compute a single multimodal estimate of error. Hyvandétoeanen
observed a similar convergence of visual, somatic, and oculomotor activitysifroel area 7
of monkeys. They proposed that area 7 may be involved in integrating visual inputs with
somatsensory information from parietal area 5 to provide an integraradtesof spatial

perception (Hyvarinen and Poranen 1974).
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An important missing link in the analysis of these results is the relativelzution of
the cerebellum which was not analyzed in this study. Studies have demonstrated Weenendl
of the cerebellum during visuomotor error processing of goal-directed mové@fiaatwa,
Kimura, Yin 1998; Nadig et al., 2010; Suminski et al., 2@G0%) have implicated its role in error
detection and correction (Criscimagna-Hemminger, Bastian, ShadmehrT2@td;, Goodkin,
Keating 1992). It is possible that a representation of the error may hetieefen computed in
the cerebellum and relayed to the motor and premotor cortices to form a cosestaroto the

error while acquiring additional information pertaining to error magnitude aadtidin.

5.3 Spatial Dynamics of Proprioceptive and Visual Error Correlates

Although the low spatial resolution of EEG limits the ability to make fineapat
discriminations of neural activity, Figures 4.9 and 4.10 do show some coarsendiétene the
spatial distributions of the initial error-related activity acrosd’®®rontal area 8 (left) and
parietal areas 5 and 7 (left) were found to have larger mean Mahalanobis dstaaneions for
proprioceptive and visual centroids than other ROI's (above a threshold of 2). Thisggagtsu
that representations for error activity are computed/processed in distiloctsrefthe frontal
and parietal areas across sensory modalities. Although our spatiakaradysd not parse any
significant differences from the distributions, future work could incorponaaging modalities
with high spatial resolution (such as fMRI, MEG) to measure spatial diffesemegsual and

proprioceptive error processing.
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6 FUTURE DIRECTIONS

In the current study, we sought to compare differences in processing ensed se
visually and proprioceptively during goal-directed movements. Utiliziaghtgh temporal
resolution of EEG together with source localization techniques, we were aktesitt e
significant temporal differences between error onset times for seagtialal ROI’s in the two
task conditions. Additionally, we were able to characterize, to a lessat, gkt spatial
distribution of cortical areas whose activity was significantly cateel with the magnitude of
externally applied error. Through this analysis we observed spatiakdifies in two subregions
within the PPC: BA’s 5 and 7, although the spatial sensitivity is limited by thespatial
resolution of EEG.

Future studies could build on this approach to improve the spatiotemporal localization of
sources by incorporating imaging modalities with higher spatialutso] such as functional
magnetic resonance imaging (fMRI) or magnetoencephalography (MEE&jdition to EEG.
This would allow us to preserve the high temporal resolution of our results, while ingpawi
ability to localize spatial differences in proprioceptive and visual somaesnly on the cortical
surface but also in cerebellum (fMRI). In order to include these imaging reslaii our study,
changes to the experimental setup and task protocol would need to be made to makenthe sys
compatible with a magnetic environment. The electrical robot used in this studyafople,
could not be used in either a MEG scanner (the electrical signals from the robot isaydd d
the ability to record magnetic signals from the subjects’ brains) nor in adsifitxsr. Thus, we
could instead use a pneumatic manipulandum to apply force perturbations to the wrist.

Additional modifications can be made in the experimental design to control éonalxt

factors unrelated to active error processing. For example, the applicatioputéé forces to the
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wrist in Proprioceptive trials introduced a possible confound: the passive propertiesaoist.
Unlike the Visual condition, where we were easily able to detect the imitiatia kinematic
correction to a visual displacement, proprioceptive corrections to applied fottcekiced a
passive correction (due to the spring-like properties of the wrist) makingatiitsthe
initiation of an active correction. To overcome this, we could instead apply constant force
perturbations to the wrist (similar to the cursor displacements in Visaigl) tat smaller levels of

magnitude to counter any passive corrections of the wrist.
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APPENDICES

Appendix A: Averaged Behavioral Response

The following figures illustrate single-subject behavioral wrist anrdauesponses to
Proprioceptive and Visual perturbations. Proprioceptive perturbations applied to that Wwris
levels of displacement (L1 to L5) generated error in position between tayeftrist position.
Likewise, Visual perturbations generated error in cursor position relatiaeget. Low-pass
filtered position, velocity, and acceleration responses to the perturbations aretstow (30
Hz; low-pass % order Butterworth).
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Subject NJ5013: Visual Condition
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Subject NY2985: Visual Condition
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Subject PU7493: Proprioceptive Condition
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Appendix B: Averaged Evoked Response

The following plots show single-subject averaged EEG data at two specific liEEGats.
Proprioceptive plots illustrate the neural response at Channel CZ and Visaatpgltannel
CP1. The channels were selected based on their maximal neural response aewss subj
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Appendix C: Current Source Density Profiles Across ROI's

The following plots display the entire time course of average cortitigit@aevithin a time

window across ROI's on the left cortical surface for MD9904. Time windows al@sen

centered around the N100 (i.e. 110-160 ms for Proprioceptive and 180-230 ms for Visual) unless
no significant vertices were found in that time window. For ROI's that did not congaificant
vertices in the specified time window, the next closest time window with esliated vertices

was chosen.
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Due to a lack of error-related vertices in the 180-230 time bin, the next closestittdow was
chosen for BA 8 (Left) — Visual at 320-370 ms.
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Unimodal Sensory Areas
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Due to a lack of error-related vertices in the N100 time window (180-230 ms), thelos®st
time window was chosen for BA 17&18 (Left) at 170-220 ms.
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Premotor Areas
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Appendix D: Functional Activation of ROI's

The following plots display the time course of functional activation (i.e. the nuohlvertices
significantly correlated with displacement error in each time windoasadROI's).
Significantly activated vertices were normalized to the total numberightexd vertices in each
time window (thus each ROI peaked at 1).
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Subject CL2426
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Note: Visual ROI's BA's 17&18 (left), 5, 7, and 40 (left) did not achieve statlstigaificance in
error-related activity and thus were not used in results showing subject averages
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