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Abstract

Development Of a New Laser Doppler VibrometeBased NonContact

Damage Detection System for Cracks in RalHead

Korkut Kaynarda, Ph.D.

The University of Texas at Austin, 282

Supervisor: Salvatore Salamone

Rail defects are one of the dominant causes of train derailments and an essential
factor affecting transportation safety. Among the rail defects, transverse defdot, (T
which are cracks located transversely in rail lseadle one of the main causes of
derailments.When TDs are left undetected, their siegpands, leading teail breaks.
Therefore, the railway transportation community is interested in the detection of such
defects at speeds thdd nat obstructthe routine railroadperation

The goal of this research is to develop a no#V-basednoncontact damage
detection system fofDs. The tasks performed herein to achieve thml (i.e.,the
objective of the studyyere: (i) extensive literature review andsitu testing to understand
the vibraionsresulting fromthe propagating waves in raili)(numerical modelingf the
damage detection systelfiij) rigorous laboratory and #situ testing to understand the
noise in LDV measurements as well as to evaluate the performance of the damaige detect
system,and (iv) analytical work to develofilters to minimize the noise in the LDV

measurements.
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Accordingly, the configuration of the developed damage detectinsists of two
LDVs attached vertically in front of a rail ces measuregguided waves in the rallead,
which are induced by rawheel interaction. This system ugée LDV measurements to
detect a change in the relative amplitudes of the recorded waves caused by ia tlefect
frequency range between 30 kHz to 100 kHz. THweer cutoff frequencywas selected
conservatively since it was shown in the literature that guided waves start to localize in the
rail head after approximately 15 kHz. The higheraffifrequency was selected since (i)
the guided waves below 100 kHz cha used for transverse defect detection (as the
frequency exceeds 100 kHz, waves are susceptibleutiace defecjs and (ii) the
measurements collected from rail during the passage of opetatingshowed thathe
power of the excitations induced bwheetrail interactionsis dominant up to
approximately 100 kHz. The main challendigring the development of thsystemwas
speckle noise, which is inevitable due to the inherent naturtheoimeasurements
performedby LDVs placedn a moving platform.

Consequently the damage detection framework associated with the system
operates as follows: 1) in the gpeocessing stage, timarying mean and impulsive noise
in the recorded LDV signals are filtered and then the changes in the LDV sigria¢s
frequerty range of interestre quantified and monitored using moving standard deviation,
2) in the posprocessing stage, two damage features, which are based on the relative
change in the moving standard deviatiand transfer functions between two measurement
pointsare combined using multivariate statistical analysis to create a damage index that
shows the location of rail segments which are affected by a défexgoalof impulsive
noise filtering and transfer functions tine frameworkis to minimizethe speckle noise.
The field tests demonstrated that rail segments consisting of a defect can be identified by

the developed system.
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CHAPTER 1: INTRODUCTION

This chapter firsintroduces the terminology used for railway tracks, then explains
the details of different types of cracks located in na@hds which are one of the major
causes of train accidents. Subsequently, the damage detection methods developed in the
literature todetect such cracks are summarized. Afterward, the chapter explains the
motivation for further research on damage detection of the cracks in rail heads and finally

presents the objective and outline of the research.

1.1 TERMINOLOGY USEDIN RAILWAY TRACKS

The main components of a railway track are two rails, fasteners, crossties, and
ballast (se€&igurel (a)). The loads imposed on the rails by rolling stock (i.e., locemt
carriages, wagons, or other vehicles used on a railroad) are transferred to the ground
through crossties and ballast.

Rai | i's made of st esdtignisahown ifagurelyb). Ax a | rail
the figure shows, the rail is divided into three sections:hadld, web, and faoThe
fastening system connects the crossties with the rail by applying force on the rail foot. The
side of a rail facing the other rail in the railway track is called the gauge side and the top
corner of the rail at this side is called the gauge co8ierilarly, the side of the rail facing
outside of the railway track is called the field side, and the top corner of the rail at this side
is called the field corner. The direction perpendicular to the -@estson of the rail is
referred to as longitudihaor rail running direction, the vertical direction which is
perpendicular to the plane on which the railway track is located is referred to as the vertical
direction, and the di rsectohis alied tmmrsvesd direction.t o t he

In addition, t h e -gettianrsecalledfthe trahsverse pland. Depending o s s



on the fastening system, a steel plate or a rubber pad can be placed between the bottom of

a rail and crossties.

Rail head
Vertical
direction o . Rail web
Longitudinal (rail
running) direction
_Transverse § Rail foot

direction

Crosstie

Figurel: RailwayTrack: @ Componentsf A Railway Track b) CrossSectionof a
Rail and The Components the Rail.

Crossties were first made of wood but they are now made of concrete in modern
railway tracks as they are cheaper aral/jate longer service lifEl].

In a fastening system, different kinds of fasteners can be used. One of the oldest
and most widely used fasteners consists of spikiébsan offset head and a plate between
the rail and the crossti¢2] (seeFigure2 (a)). The spikes are driven into the sleeper and
the offset of the spike makes the rail keep in touch with the crossties. The other fastener
types are (i) SKkclip rail fastenersvhere a tension clip is placed on the rail foot and a
screw spike firsthe tension clip over the rail (seeure2 (b)), (ii) E-clip fasteners where
clips are placed on the rail foot and connected directly, or through a plate, to the cross ties
(seeFigure2 (c)), and (iii) KPO raiffasteners where screws and bolts are used to make the

connection between the rail foot and the cross tiesHigeee?2 (d) [3].



c)

£ &

Figure2:  Fasteneifypes: @) Spikes ) SKL-Clip (c) E-Clip (d) KPO.

1.2 TRANSVERSE DEFECTS IN RAIL HEAD

One of the main reasons for rail derailments is rail defects. Therefore, rail defects
play a major rolén transportation safety. Such defects can occur anywhere along the length
of a railway track and at different locations within a rail cresstion, such as in the rail
head, or welp4].

Track inspector rail defect reference marjbaprepared by the Office of Railroad
Safety, Federal &lway Administration (i.e., FRA) states that rail defects stem from the
rail manufacturing process, cyclic loading, impact from rolling stock, rail wear, and plastic
flow. The main reasons that lead to rail defects during the manufacturing process are
hydrogen imperfections during the cooling process, seam or shrinkage cavity, and
inappropriate cooling[6]. The impact from rolling stock mainly occurs due to
imperfectons in the wheels or rail such as wheel flats, irregular wheel profiles, and rail
corrugations as well as the differences in the height of rails connected at weldedjoints
The main cause ofheel flats is brakingg8] while irregular wheel proféds and corrugations
result from the wear and plastic flg@]. Therefore, rail wear and plastic flow can lead to
rail defects not only directly, but also indirectly since they lead to surface irregulates and
corrugations which cause impacts from rolling stocks. Lateral wear occurs generally on the
gauge side of the rail due to high lateral force induced by the wheel when the rail is located

higher compared to the other rail of the railway track at a curve. len#za takes place
3



on the railhead due to the whesdil interaction during cyclical loading and rail grinding
patternsPlastic flowoccurs when the material strength of the rail steel is exceeded due to
high wheelrail contact stress which results frahe rail being higher or lower compared

to the other rail of the railway track at a curve.

Rail defects are grouped according to the type of defect, origin, and direction of
development in relation to the planes of the rail se¢bpnThese planes are identified as
transverse, vertical, and hpontal planes (i.e., the plane in the longitudinal direction in
Figurel (b)). The growth of the defects is grouped into normal, rapid, and sudden growth
Among the defects on vertical, horizontal, and transverse planes, the origin of the defects
on the transverse plane usually located inside the rallead and therefore their
identification cannot be visually performed until the progression of the defects rédaehes
surface of the raihead.

Detailed statistics of rail way incidents
Analysis, FRAl10l]d e monstrate that, among all rail def
are listed as one of the main causes of railway tralgked incidents. The statistics show
that TDs themselves eresponsible for 11.2% of railway traoiated train accidents
(2789 out of 24777 accidents) between 1991 and 2020 which resulted in $655 million in
reported damages. Therefore, this research focuses on TDs such as transverse fissure (i.e.,
TF), compoundissure (i.e., CF), and detailed fissure (i.e., DF).

A transverse fissure is a fracture originating from a crystalline center or nucleus
inside rail head and progressively propagates in the transverse direction, at a right angle to
the longitudinal direddn, in a round or oval shape (d8gure3 (a))[5]. This type of crack
differs from other types of defects in terms of tmgstalline center or nuclepandthe
almostsmooth surface of the development thatsunds it TF develogs in modern high

chrome rail from a hydrogen imperfectiahile it results from nostontrolled cooled rail
4



beforethe mid1930s The @velopmenibf TFsis dominantlyaffectedby wheel impact
and rail bendingtresses anits growth s normally slow to a sizeovering20% to 25% of
thecrosssectionalarea of the railhead Whenthe defect reachesich asize,its growth is
accelerated.

Compound Fissures caused by a horizontal split (separation) in rail head, which
is a longitudinal defect stemming from an internal seam, segregation, or inclusion from the
manufacturing proced®]. After the horizontal separation progresses longitudinally for
some distance, it then turns upwards or downwartdtr directions) with respect to the
horizontal plane, leading to transverse progression in rail Irégalre 3 (b) displays an
example of CF developed in r&iéad.lts growth is usually slow up to b% of the rail
head0 secton.os s

Detail Fracturas a fracture that arises from shelly spots, head checks, or flaking,
and their initiation location is at or near the taie a d 6 s [5F The teaetopment of
DF6s i1s due to t he poretseaks mear the Surfateminttgpget udi n al
side of the raihead. No nucleus is present in the formation of DF, unlike=iigtire3 (c)
shows an example of DF developedrail head. Their growth is usually slow up to-10
15% of the railh e a d 0 ssectoom and #en can become rapid and/or sudden before
complete failurelt is not uncommon for more thame detail fracture to develop in an
immediate area where tloenditions that initiate theidevelopment, such as shelling or

head checking, are present.



Figure3:  Transversdefects: § Transverse Fissur®)(Compound Fissure) Detall
Fissure.

1.3DEVELOPED |INSPECTION METHODS FOR RAIL HEAD DEFECTS

Title 49 of the Code of Federal Regulations (CFR) Part 213.339, which is based on
the inspection of rail in servijdl]st at es AA continuous search f
be made of all rail in track at least t&i annually with not less than 120 days between
inspectionso. Therefore, in order to detect
methods were developed in the literature. These methods can be grouped based on the
approaches that they use sashconventional ultrasonic, ultrasonic phased arrays, guided
wave, acoustic emission, eddy current, alternating current field measurements; electro
magnetic acoustic transducers, and electromagnetic tomography. Among these methods,
the methods adopting thest three approaches are used for detecting TDs while the
methods using the other approaches are used for detecting surface cracks (i.e., caused by
rolling contact fatigue, i.e., RCF) and engine burn defects (i.e., a progressive fracture
originating inspots where driving wheels have slipped on top of théeaid) on raiheads
[5]. The detection of surface defects is crucial because if surface cracks grow further, they
might propagate into the rdikad causing deep TDs.

Even though this research focuses on the detection of TDs, the fiteratiew
was carried out for all the studies that aimed at detecting any kind of cracks observed in

6



rail head. The reason is to gain a comprehensive insight into different damage detection
techniques as well as different signal processing and damagéiatet@gorithms that
might be used to develop a robust TD detection system.

Conventional ultrasonic is one of the earliest and widely adopted approaches to
detect railhead crack$12]. Its working principle is based on sending ultrasonic energy
intothe rail and monitoring the reflected or scattered energy through a series of transducers.
The ultrasonic waves are transmitted to the rail at different incident angles (mostly 0, 37,
or 45 and 70 degrees) neaximize the detection of cracks with differemtientations The
transducers are placed within a ligiided wheel (i.e., roller search unit) or a sled carrier
[13]. The purpose of the liquid is to ensure adequate coupling between the rail and the
transducers. Currently, operating systems can go up to 32 km/h (20 mph), and new systems
report operational speeds up to 90 km/h (56 nmiph)l However, actual inspection speeds
can be low as 15 km/h (9.3 mph) as higher speeds decrease the reliability of testing results
[12]. The difficulties encounted by these conventional ultrasonic systems are the
determination of a signal threshold and the position of the time window (i.e., acquisition
time). A robust and optimum threshold is required to minimize false alarms and improve
defect detection. The aac@aie length of the time window is needed to account for variations
in the water path, sound velocity, and material to improve reliability at higher test speeds.
Another problem is that sedurface cracks can be undetected because horizontal surface
damagesuch as shelling and head checks can prevent ultrasonic beams from reaching the
subsurface defectfl5].

Ultrasonic phased arrays (i .e., ondPAGS)
ultrasonic measurements since the ultrasonic beam can be steered, scanned, swept, and
focused[13]. Such features of the ultrasonic beam are possible due to the integration of

multiple ultrasonic transducers and electronics. The use of multiple transducsssfatio
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time delays between waves generated by each transducer so that the waves can be
combined constructively and destructively to produce ultrasonic beams with different
features. However, a large amount of data created during testing makes datangocessi
less straightforward compared to the conventional ultrasonic transducers. Consequently,
several studies were performed on rails using UPAs to find defects in the rail. A hybrid
array sensor consisting of one phased array and one static array waspldeedides of

the rail and the detection of flaws was carried out based on ultrasonic shadib@jing
Ultrasonic shadowing means that the angled transmitted ultrasonic beams (generated by
phased array) cannot reach several segments of the receiving array (i.eayrstgtidue

to reflection from TDs. However, the observed shadow boundaries were not distinctly
apparent in the received array. Therefore, a model was developed to determine the shadow
pattern from which the shadow boundaries could be obtained accurateitheA study

using UPAs was a twephased research study performed as a part of thedp@Asored

Rail Flaw Detection Research Program whose aim was to exploit UPA approaches for the
in-service inspection of rafll7]. In the first phase of the reseh, the performance of
conventional ultrasonic and UPA were compared with each other to identify different
widths of TDs. Since UPA performed better, the second phase consisted of determining
both the width and height of cracks using different UPA appremesuch as using a
sectorial scan (i.e., beam steering process) to determine the width of cracks and linear scan
(i.,e., moving the UPA transducer itself) to determine the height of cracks. The
determination of crackso wiadtieshexisted sn theel i ab |l
det er mi nat heghmdue tothegeanetk sf the rdiherefore, it was stated that
height sizing could be considered as first estimation of true defect height. Upon these two
phases, field tests were also carried out #redchange in defect size with respect to

accumulated amount of load passed over the instrumented section was observed. The
8



advantage of UPA approach used in the study was that the sensors could be placed at field
side of theaail headunlike other dynamicontact ultrasonic methods, creating possibilities
to combine this method with other ultrasonic methods. In another study, to overcome the
problem that the reflected energy depends on the position of transducers and the actual
orientation of defects, a wesystem which could detect and characterize any type of defect
located in any orientation using a single ultrasonic pulse was develb@edhe new
system consisted of a transmitter which was capable of producingdinatitional wave
in one shot as well as a novel rdate daa processing method which could evaluate the
coherence between signals and provide data reduction for faster computation. It was
reported that the proposed system could perform high speed testing of rails (up to 100 km/h,
i.e., 62 mph). However, more fieltests using UPA are required to evaluate the
performance of UPA in detecting TDs.

Another method to overcontkee limitations of conventional ultrasonic methods is
to use guided waves (i.e., natural wave modes that can propagate along a structure). Guided
waves are used in the range of kilohertz (compared to the megahertz range thged in
conventional ultrasonic method), and they can propagate tens or even hundreds of meters
along a structure (e.g., rail). Therefore, they are sensitive to TDs locatdheadsince
some portion of the traveling wavesd energy
wave energy transmitted to the other side of the defect. The amount of loss of energy
depends on the crack size (the higher the size of a crack mptieethe reflected energy
is). However, the disadvantage of using guided waves is that many different guided wave
modes can exist at a particular frequency and these waves propagate at different velocities
(i.e., dispersion). Therefore, the superpositioh multiple modes can make data
interpretation challengin@l9]. In one of the studies exploiting guided waves for the

damage detection ofail headdefects, a &can instrument employing an array of
9



independently controlled transducers was developed and tgsdd A reflection
coefficient matix was used for damage detection which showed the amplitudes of the
symmetric and antisymmetric components of the incident and reflected portions of the
excited wave mode. Experimentally obtained coefficient maps were compared with the
numerically obtainé ones (through Finite Element Method, i.e., FEMhd good
consistency was observed. The measurement from a level crossing, which exhibits
challenges for rail defect inspection since access is available only to the running surface of
the rail, demonstratkthat the developed instrument could detect engine burn defects as
well as aluminethermic welds (since guided waves propagate along the rail, they are also
reflected from the welds as wel |l as TDOos) .
range ofguided waves induced by moving trains at speeds between 40 km/h (25 mph) and
97 km/h (60mph), accelerometers were placed on the rail, and signals were collected during
the passage of traifid0]. The results showed that the guided waves whose frequencies are
between 40 kHz and 80 kHz had the highest wave energy, indicating that ntaimg
induced waves in this range could be suitable for damage detection purposes. Furthermore,
tests were conducted on a rail with different sizes of TDs (introduced by cuttingilth

head in pitch-catch mode (i.e., transmitting a wave with a transducer located before the
damage and recording the transmitted wave from the damage with a transducer located
after the damage) and pulseho mode (i.e., transmitting a wave with ags@ucer located

before the damage and recording the reflected wave from the damage with the same or
another transducer located before the crack). The results showed that the energy of
reflected waves increased while the energy of transmitted waves delcasatiee crack

size increased. In order to investigate the amount of reflected and transmitted energy from
TDs in the railhead, FEM simulations and experiments were carried out and the results

were comparefR1]. FHrst, equationsvere presentefbr the requiredntegration time step
10



and the smallest dimension of finite elementsr the dynamic malysis of wave
propagation. Initially, a model of a platas used for an initial assessmertfirate element

size. Experimentally and analytically obtained group velocity dispersion curves for a
couple ofsymmetric and antisymmetnizopagating wave modavere compared with each
other to validate the finite element size which was calculated with the proposed equations
Also, using the energy in the Gabor Wavelet Transform, reflection coeffievenéfound

for the waves reflecting dm the edge of the platA.similar procedurevas performed on

arail having TDs whose size ranged frdri% to 100% of the crosssection of theail

head respectively The defectdaving inclinations o20% and 35%oblique were also
consideredThereforepverall, 12 different cracks with varying sizes and inclinations were
considered in the study. For the excitation of waves in the FEM simulatiengnpulse
recorded from the impact hammerthe experimentatestswasused as an inpub the
numericalmodel. A comparison of gpup velocity dispersion curvesbtained from the
experiments and FEM simulations demonstrated a good match, validating the use of the
integration step size and finite element size obtained from the proposed equatibas

next gep, energy reflection coefficients for 12 cases were obtainedhi®same mode
reflection(from vertical bending to vertical bending)d mode convertaéflections(from
vertical bending wave to lateral bending wav)other study evaluated the intetiaa of
different kinds of guided wave modes with TDs as well as shelling (i.e., surface and sub
surface defects) using FEM modelif&2]. The evaluated guided wave mode ranged from
30 kHz to 200 kHz. Also, modes with different phase velocities at the same frequencies
were considered as well. It was observed that Rayléigisurface wave modes existed at

all the considered frequeies and that these modes had the lowest phase velocities at each
frequency. It was also demonstrated that, at lower frequencies, Ralkeighave mode

had a displacement pattern covering the entire @eston of theail headwhile it had a
11



displacenent pattern confined to the top surface ofrthieheadas the frequency increased.
Therefore, it was concluded that using Rayldigh wave mode up to 100 kHz is efficient

for detecting TDs since this wave mode is also susceptible to shelling atfregfuencies.

One study aimed at developing a stationary damage detection system that could be placed
on operating railway tracks (under ttal head to detect the defects locatedranl head

[23]. A similar system was initially developed and empldyo detect broken rails at a rail
network while the new system aimed at detecting defects before the occurrence of any rail
break[24], [25]. The system wadesigned to use guided waves so that defects located far
away from the system could be detected. To demonstrate the feasibility of the system, two
transducers, that were developed to excite the symmetric wave modes, were placed on an
operating railroad vgrclose to each other to create an array of transducers. Such an array
generated the desired waves only in the preferred direction (however, some other wave
modes were excited as well). Furthermore, signal processing techniques such as dispersion
compensabn (to eliminate the effect of dispersion as the waves propagated long distances
and also to convert the signals from thah@main to spatiatlomain) and signal stretching

and scaling (to eliminate the effect of temperature changes on the speed of wave
propagation) were used. Since some noise still existed in the signals due to environmental
operating conditions, the signals collected over a period of time were processed using
Singular Value Decomposition (i.e., SVD) and Independent Component Analysis (i.e.
ICA) methods to observe the change in the trend of the signals and to eliminate the effect
of noise. In the study, an artificial defect was used and this defect was created by adding a
small mass under thail headto imitate the reflections that woulte caused by a TD.
Results showed that ICA could detect the change in the trend of signals caused by the

defects.
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However, monitoring of guided waves with contact transducers exhibitations
such as limited coverage of the testing area, long duratitesting, and high cost due to
the placement of many contact transducers. Therefore, several studies aimed at developing
noncontact rail defect detection systems using guided waves.

An initial attempt to demonstrate the potential of such a systenmads using
laboratory testf26]. In the tests, the guided waves propagating imdhéeadexcited by
an impact hammer and pulseser were recorded using-amupled norcontact ultrasonic
transducers. Since the guided waves were transmitted to the air at an angle due to the
impedance mismatch between the rail and the air, the optimum detection angle (i.e., the
angle between theratoupled ultrasonic sensors and the rail) from the normal to the ralil
surface was determined by Snell ds | aw by
Then, tests were conducted using different defect sizes locatedail teadand different
excitation mechanisms such as impact hammer and laser excitation. Reflection and
transmission coefficients were used to quantify the defects. Discrete Wavelet Transform
(i.,e., DWT) was proposed to enhance defect detection sensitivity. Thresholds were
detemined in the wavelet domain and only the wavelet coefficients exceeding these
thresholds were converted back to the time domain. Transverse cracks larger than 15% of
therail headd s esectios were detected using frequencies below 50 kHz while the
smaler transverse cracks were detected using frequencies between 100 and 600 kHz.
Furthermore, the results showed that (i) the use of reflection coefficients was feasible for
crack sizing, and (ii) the I#off distance for ultrasonicoupled sensors could las large
as 7.5 cm. Upon the promising results, a rail inspection prototype consisting of a pulse laser
to excite guided waves and a pair of fammtact aicoupled transducers to record the
guided waves were tested in laboratf#y][28]. DWT was used again to enhance defect

detection sensitivity. The results showed that the reliability of sizing was higher when the
13
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transmission measurements were used rather than the reflectiorreneasis. Different
features such as statistical and deterministic values of wavelet coefficients as well as
frequency domain properties of the time domain signals converted back from the wavelet
domain after thresholding were integrated into a ndiiiensonal damage index vector.

For damage classification, automatic pattern recognition using a neural network was
utilized. A parametric analysis was conducted to find the network design that optimized
network performance (i.e., the largest percentage ohgegata correctly classified). The

study demonstrated that network performance was strongly dependent on the network
design. Three and four features were found effective for the reflection mode and the
transmission mode, respectively, to use in the danséagsification. The most robust
classification was obtained in the transmission mode. The defect location, in addition to
defect size, was added to the output vector of the classification algorithm in the prototype.
Next, a new prototype was placed oraat that could move over the rail and it was tested

on a longer rail (located in laboratory) as well as on the field[tESksThe new prototype
consisted of three agoupled trarducers to cover the centerline, the gauge side, and the
field side of theail headso that defects in different parts of tiad headcould be detected

more efficiently. It also consisted of a pulse laser to excite the guided wavesrail the
head In the laboratory test, the prototype was pushed manually while on the field test, it
was attached to a rail car that traveled up to 16 km/h (10 mph). 75 BB@ kHz range

was used to detect TDs while 300 kHA.2 MHz range was used for the detection of
suface cracks. The features used in the previous studies were again adopted. However, to
observe the most effective features, a parametric study was carried out to determine the
most effective combination of the features. In order to increase the perferbiize
detection, the study adopted an outlier analysis based on Mahalanobis squared distance

which statistically compared the difference between the features obtained from the defect
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free rail and the rail with unknown condit®rnThe algorithm develoefor the field tests
provided a reattime indication of defects. It also differentiated the damage indexes
obtained from the TDs and rail joints since the guided waves also reflect from the ralil
joints. To further investigate the propagating waves inrdileheadexcited by the pulse
laser, Semanalytical Finite Element (i.e., SAFE) method was uf®]. Using this
method, dispersion curves for the guided waves propagating in thesraibmtained and

the strain energyfaymmetric and ardsymmetric wave modes traveling in ttel head

was investigated. Then, the overall response ofrélleheadto symmetric and anti
symmetric laser excitationsasinvestigated. The results showed that symmetric excitation
predominantl excited the center of thail headwhile nonsymmetric excitation resulted

in the vibrationdeingdominanton one side of the rail. Based on these results as well as
previously developed statistical defect detection and classification algorithmselthe fi
tests of the proposed damage detection systeracarried out up téhespeed of 16 km/h

(10 mph). The tests resultedamigh probability of detection of the defects, ranging from
75% to 100% success rate over 24 runs. However, the use of a palsaéale the system
costly and difficult to maintaij30]. Therefore, a new system, in which the excitation
mechanism was based on a foamtact aircoupled sensor, was proposed. First, numerical
simulatons were carried out. Several rail defects were simulated to observe the interaction
of the excited guided waves to different defect conditions. Tisi®ries were collected

from the simulation at different locations to explore the effectiveness of gléoinair
coupled transducers at these locations. The statistical outlier detection method was again
implemented for damage detection. The baseline required for this method was computed
from 1000 measurements in a nondetective part of the rail. To iedreasignato-noise

ratio (i.e., SNR) signals were filtered with a bandpass filter centered atbaedcitation

frequency. Moreover, to decrease the magnitude of random noise, a matched filter was
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used. The signal required for this filter was obtaibgdaveraging 1000 raw ultrasonic
measurements obtained from the nondetective potion of the rail. For the testing, three
di fferent Arunso were performed on the same
The signals were generated and acquired with aaspasolution of 80 times per foot.
Receiver operating characteristics (i.e., ROC) curves were computed as a quantitative
means for selecting the following operation parametbesaumber of receiving sensors,

type of filtering technique, and signal feees to consider for the statistical analysis. These
curves represented the probability of true positives and false alarms for different values of
the threshold of the statistical analysis (increased gradually from zero up to a value for
which both probaitities of true positives and false alarms went down to zero). A true
positive was determined when the discrimination metric exceeded the threshold at least
once in a tight region with a length of half a foot centered at the defect location. True
positive probability was obtained by using the ratio of the number of detected defects to
the number of total defects. False alarm probability was determined based on the number
of times the discrimination metric exceeded the threshold in-@efactive part of tarail,

divided by the measurements collected from sapbrtion of the rail. Further field tests

of the proposed system the Technology Transfer Centdr.e., TTC)test track were
performed [31]. To increase the SNR, a specially focused transmittecoaipled
transducer along withhighly resonant impedance matching network connected to receiver
air-coupled transducers were used. It was obsemesheedsxceeding 2.4 km/h (1.5

mph), that reverberations of airborne acoustic waves between the transmitter and the ralil
surface degraded the SNR. To overcome this problem, a sponge with opening sizes on the
order of the acoustic wavelengththme air was placedround the transmitter transducer.
However thefriction of the sponge with the rail caused some noise in the measurements.

Tests were carried out up to the speed of 24 km/h (15 mph). Results were again evaluated
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with ROC curves. Satisfactory results were obtaiaebtbwer speeds but performance
degrad@on was observed at speeds at and higher than 16 km/h (10 mph). To gain more
insight, detailed simulations of the proposed systeemewarried out[32]. For the
simulation, wave excitation was induced on the maaleli measurements were collected
from locations corresponding to the location of receiuecaupled transducers. TDs with
varying defect sizeand locations as well as vertical split head and horizontal split head
cracks were simulated in the models. In order to add noise to the measurements obtained
from the simulations, the signals collecteain the tests when no excitation was induced
on the rail by the transmitter transducer were u$kad.camage index calculated from the
tests and the simulations demonstrated combability. Evaluation in terms of ROC curves
demonstrated that satisfactorysués could be achieved with the proposed system.
However, higher speeds were not considered. As a result, a new system that only included
receiver aircoupled transducers was developed. This new systerthevéisst norcontact
guided wavaelamage detectiosystem tested at speeds ab&®&m/h (30 mph)up t0128
km/h (80 mph) The system relies on constructing the transfer function between two
noncontact ultrasonic transducers using the excitations provided by the moving wheel,
therefore it isa passiveonly system, not requiringn excitation mechanisni33]. The
method adoptedhe normalizd crosscorrelation operatofnormalized by one of the
receiver$ to find the transfer functionThis approach allowed for the isolation thie
Greenb6s function passively witldrequencdyhe i nf |l
content

Acoustic emission (i.e., AE) is another testing method and it is baste @lastic
waves (i.e., AE waves) emitted as a result of the release of stored strain energy during the
cracking process in a solifB4]. The propagating AE waves are detected by AE sensors.

The advantage of this method istlthe stages of damage can be observed during the entire
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load history. The applicability of AE to rail steel was tested through two types of laboratory
testg[35]. In the first type of test, rail specimens were-pracked using a-point bending

test machine. Then, specimens were cgllijdoaded using 3-point bending test machine

to simulate crack growth during cyclic fatigue loading. The nurabexcorded AE energy

(i.e., hit number) above 40 dB (noise of the testing machine) during the tests exhibited a
clear increasing trend with respect to time, and then a sudden jump that indicated a rapid
propagation once the crack reached a critical size. In the second tgpgan AE sensor

was placed on a rail, and the rail wheel was moved over the instrumentgd 1speed of

3 km/h (1.86 mph). To simulate a fast crack growth, a pencil tip was broken (i.e., pencil
break test) on the rail while the rail was movingroude recorded signal showed that fast
rapid crack growth could be detected by AE measurements. Another study placed AE
sensors at two railway track crossings with the purpose of evaluating the conditien of
rails[36]. In another study, to examine the effect of different AE sources (i.e., defects), the
propagation distances between the sources and AE sensors, and the depth of AE sources, a
small rail piece was exed with wave pulses (having different frequencies to simulate
different AE sources) at different depths (aloaihead web, and foot) on one side of the

rail, and the measurements were collected at several points by the AE sensors placed on
the rail wé [37]. The recorded signalgeretransformed into the wavelet domain to obtain

the signal energy versus time plots. Over these plots, group velocity curves of several wave
modes were integratddto the timedomain using the calculated propagation distances.
The tests conducted with difnt propagation depths and distances showed that the
miscalculation of actual propagation distance, the reflection effects, and the mixing of the
wave modes limited the applicability of the AE measurements to short propagation
distances. The tests condeatiwith short propagation distances showed that the use of the

ratios of the accumulated energy regions of different wave modes was capable of
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characterizationof different AE sources as well as different AE source depths. To
characterize the severity dig¢ damages, a templateatching algorithm was used. This
algorithm quantified the similarity between the recorded signals with theefgeted
template signal patterns. Templates were selected through laboratory tests based on
different severity of defest. Resul t s demonstrated that near
damage severities could be detected from the AE signals collected under train passages,
and that heavier axle loads triggered midstlege defect growth while lighter axle loads
triggered smalcrack growth. To further increase the efficiency in quantifying damage
severity, a probabilistic framework that could perform quantitative assessment of damage
severity was proposed for AE signals collected from rail during regular opej@gijoithe
framework was based on creating a-oireensional structural hih index (i.e., SHI)

using a Fourier transform of tirdomain signals collected from different AE sensors
(Fourier transform of several signals led to a-thimensional matrix) and using the
imaginary and real parts of SHI to quantify the damagehe frst step, signals were
collected from intact rails and datlaiven models (based on Bayesian generalized linear
regression) using these signals were generated. Theséridata models were then used

to predict the imaginary and real parts of SHI of tee/ rsignals collected from the rail

with an unknown condition. The imaginary and real parts of SHI were also obtained
directly from the new signals. Then, the comparison of the predicted and directly calculated
SHI values were used to calculate the prolughaf damage through the Bayes factor. In
order to investigate the efficacy thie AE method at higher speed, a raiheel test rig was
designed39]. The test rig consted of a rail wheel that was in contact with a circular rail.

The wheel was rotated by an electric motor up to the speed of 124 km/h (77 mph). The
defect on the rail was simulated by a broken pencil lead. The freqdentgin behavior

of the recorded sigils caused by the wheebise and defect showed that signals caused
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by wheelnoise and defect have different frequency ranges at low speeds (up to 24 km/h,
i.e., 15 mph) and that the frequency bandwidth of noise could coincide with the frequency
bandwidthof defect at higher speeds. Shannon entropy was used to detect defects while
Energyto-Shannon entropy was used to select the appropriate wavelet in the considered
range. For damage detection, the frequency range of interest was chosen as the frequency
range caused by the defects. Furthermore, thresholding on the wavelet coefficients at the
frequency range of interest was applied. The threshold was selected based on the wavelet
coefficients of noise that could appear in the frequency range of interestestemere
performed at high speeds. The recorded signals were analyzed using time windows. It was
shown that the short time windows led to high fluctuations and a large standard deviation
of Shannon entropy of noise signals, making the differentiatiomeleet Shannon entropy
caused by noise and the defects unfeasible. However, since long time windows would
decrease the time resolution, a tradigbetween short and long windows was made. It was
observed that Shannon entropy versus time graph demonstratedeint of defects since

the defect events led to lower Shannon entropy. However, as the speed increased, false low
Shannon entropy values were apparent on the graph. To eliminate these false low values,
low-pass filters were applied on the Shannon egtuegpsus time graph since the duration

of the false low Shannon entropy valueas shorter than the duration of the true low
Shannon entropy values caused by the defects. Using this approach, the results showed that
it was possible to detect the time imgtaof defects up to the speed of 124 km/h (77 mph).

In the subsequent study using the same wiaktest rig, multilevel noise cancellation

based on adaptive noise cancellation (i.e., ANC) was proposed in order to improve filtering
of the noisg40]. This algorithm allowed for filtering of the random noise and the main
noise component of the noise signal. First, the reference signal of noise required in ANC

was filtered with seladaptive noise cancellation (i.e., SANC) to eliminate thmeloan
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noise component in the noise signal, leading to only the main noise component. The
random noise component in the recorded noisy AE signals were also eliminated using
SANC as well. Then, ANC method was used to obtain the pure AE signal caused by the
defects. ANC method requires an adaptive algorithm to iteratively obtain the filter
coefficients. The study suggested a new adaptive size parameter formulation required in
the adaptive algorithm with the purpose of enhancing the computational efficiency and
performance of ANC. Shannon entropy versus time graph was again used for damage
detection. Results (up to 140 km/h, i.e., 87 mph) demonstrated that the new proposed
method suppressed the false peaks resulting from the noise and enhanced the efficiency of
damage detection.

Eddy current (i.e., EQnethod is basedn the electrical current flowing on a coill
(i.e. EC sensor) located on tt&l headwhich leads to the generation of a circular magnetic
field near the surface of tmail head13], [41]. The defects are detectedrgnitoring the
changes in the magnetic field bgensing coil in terms of voltage3]. Therefore, the eddy
current method is usually performed on surface cracks located cailthead Field tests
demonstrated that the eddy current method was able to detect head checks (i.e., cracks on
the surface) when the egldurrent coils moved over thail headup to 72 km/h (45 mph)
[42], [43]. The difficulty encountered with the EC method at kégleed inspections was
to position to eddy current system at a stable }wofiitdistance from the surface of the rail
since eddycurrent systems are very sensitive todift variations. Therefore, the coils were
placed on a sliding block instead of in a roller system. Howeventanaing a stable lift
off can be difficult depending on the quality of the rail surfpeg. In one study, EC
sensors were used along with conventional ultrasonic probes to overcome uncertainty in
the results of ultrasonic inspection resy#t8]. The study showed that defects such as

surfacebreaking and squats as well as rail joints were able to be identified more reliably
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due to the combination dafvo different systems. Furthermore, several studies aimed at
improving the sensitivity of eddgurrent coils by advancing the design of cpi§], [47].
Alternating arrent field measurement (i.e., ACFM) is an electromagnetic
inspection method that can identify the length and depth of stifaeding cracks caused
by RCF[48]. It is based on imposing an alternating current to flow in a thin skin near the
surface of the target test structure in one direction by induction coils. The current produces
a threedimensional magnetic field and, similar to the EC hodi defects cause
disturbances in the magnetic field. However, thdil@ctional flow of the current allows
for defect sizing, unlike the EC method. The current is usually imposed perpendicular to
the expected direction of cracking. To find the lengtth @epth of the crack, the magnetic
field component normal to the plane of the test surface, which is generated by the
circulations of the bdirectional current flow, is used. Since the circulation is clockwise at
one end and anticlockwise at the other,ehd magnetic field component demonstrates
positive and negative responses at crack ends. The magnetic field component perpendicular
to the flow of the current in the plane of the test surface is used to determine the reduction
in the surface density sia¢he current density (so as the magnetic field density) decreases
with respect to the depths of cracks. Therefore, the measurement of the magnetic field
perpendicular to the current flow provides the density of the crack depth. The probes
developed for ta ACFM system consist of a n@ontact field induction system along with
magnetic field sensors. ACFM probes can have a maximum 5 moff Idistance without
a significant loss in signal strength, which is a greateofiftistance compared to the {ift
off distance required for EC sens@#®]. This is because the signal strength decreases
proportionally to the square of the ldff distance when ACFM probes are used while it
decreases proportionally to the cube of thediftdistance when EC sensors are used.

There are two types of different probes such as simple (i.e., pencil) and array|#8jbes
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[50]. Simple probes cover an area of approximately Iwede. The probe should pass
along the line of the defect to determine the defect size and the probe is capable of detecting
cracks only in orientations betweehahd 30 degrees and @@o 90J. Array probes consist
of typically eight or sixteen sets of coils, about 5 mm apart. Array probes allow for larger
areas of inspection and detection of defects in any orientation by arranging the coils within
the array probe in different configurationd€llimitation of array probes is the rate of the
switch through the sensors as quickly as possible for higher inspection speeds, which could
be overcome by advanced instrumentaf#s]. The application of this method on the rail
was carried out through a pedestrian walking stick in which ACFM probes were placed
[48]. High-speed tests were carried out using a test rig which is made of different curved
rail pieces connected. The ACFM probe was placed stationary over the test rail rig and
satisfactory results were obtained up to 32 kr@hrfiph) test speeds, missing only very
small defects even though the-latf distance could not be kept stable in the teBté

Another technique developed is to use electromagnetic acousistltiers (i.e.
EMATS) to generate surface waves to detect defects such as gauge corner cracking (i.e.,
closely spaced cracks in a small region of rail with some of the defects propagating at an
angle to the surface) and breaking defects such as transwerd$engitudinal defects on
the surface caused by R(H], [52]. EMATSs are made of a coil that induces eddy currents
(hence electromagnetic fields) at the surface of a conductive material and permanent
magnets that provide a magnetic fig&B]. Interaction of the eddy currents with the
magnetic field results in Lorentorce which creates Rayleigh waves (waves propagating
on the surface, i.e., surface waves). EMATle podionedata fixed distance between each
other through a holder and a trolley to maintain a constant-sthdistance from the target
test surfacg52]. EMAT sensors can have staoff distances from the target surface on

the rail without losing the @&djuate signal strength required for the analysis. Different types
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of coils can be created to impose pulses with slightly different frequency content,
amplitude, and directionality for different types of applications. The advantage of using
Rayleigh wavess that they have their energy confined within a depth of about one
wavelength from the surfa¢g2]. Therefore, these waves are naturally sensitive to surface
defects. It was demonstrated that using-fosquency Rayleigh waves resulted in better
efficiency compared to highequency waves because the propagation of waves over
longer distances and spreading of the wave around the rail (to cover the surface area of rail)
were possible. The determination of defect depth (i.e. depth gauging) is performed by
comparing the changes in the signal amplitude and frequency content of the recorded
signals obtained from a damaged structure with the ones obtained from an intact structure
[52]. Similar to guided waves, a portion of the propagating wave, dependihg depth

of the defect and the ultrasonic wavelength, is reflected towards the generator EMAT while
a portion of the signal is transmitted under the crack and detected by the receiver EMAT.
As the wavelength increases with respect to the depth of ctaekgflected portion of the

signal decreases. Another approfmtdetecting damages is to observe the reflected waves
which were constructively interfered with the generated waves when the receiving EMAT
is located very close to the defect. This siatiesults in signal enhancement which is
also dependent on the crack depth. However, this enhancement is mostly observed in slow
scans. However, Rayleigh waves do not exist in rails. Instead, a type of guided wave which
propagates on the rail surface engrated. This is because the velocity of the surface wave
increases as the curvature of the surface increases and the Rayleigh wave no longer exists
when the wave velocity exceeds the bulk shear velocity. The energy of the Rayleigh wave
is transmitted t@ther wave modes (i.e. Rayleijke waves)54]. The reliability of using
EMATS to create Rayleighke waves on the raivas tested and it was demonstrated that

the induced surface waves were not affected by blind spots, which is the difficulty in
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separating different types of guided waves propagating when they constructiverenterf
with each othe[51]. The tests were carried ouitivan exciting EMAT and a laser sensor
for the detection of propagating waves. Spatial averaging was used to filter out other
spurious waves, which led to the clear observation of Raylgiglwaves. The tests show
that RayleigHike waves both have iplane and oubf-plane components, so they spread
in all directions. The blind spots were not observed because, due to the smooth curvature
of the rail surface, the waves could propagate overdheheadwithout causing any
reflected waves which could csiblind spots. For depth gauging of defects in rails, known
defects were introduced in aluminum hansd signal amplitude and frequency content of
signals were calibrated to defect dep{b&]. Machineinduced cracks on rails were
accurately sized bgomparing the signals obtained from the rail with the ones obtained
from the aluminum bars. To detect longitudinal cracks, EMATs were placed on each side
of the rail instead of the top of the rail. In the case of buildup residue and spalling, signal
amplitudes in the time domain were changed but the examination of frequency content
allowed for detection and sizing of the cracks. One study combined EMAT and EC probes
in order to increase performance in detecting surface cracks as the EC technique exhibits a
major sensitivity to cracks up to 5 mm while the EMAT technique is more sensitive to
cracks up to 20 mip5]. The distance between EMAT sensors and EC sensor was adjusted
in a way that no interference occurred between the magnetic fields produced by them. This
approach was advantageous especially for angled cracks as the anglendegitbction
of such cracks could be determined using the combination of both techniques.
Electromagnetic tomography (i.e., EMT), which has similar working principles to
the EC, ACFM, and EMAIased methods, was also ufe®]. This method is also based
on generating magnetic fieldgtlugh exciting and receiving coils. The path of propagating

waves between the exciting and receiving coils was used to produce the image of the cross
25



section of the target structure. FEM simulations, as well as laboratory tests, showed that
the proposed ntleod was able to detect artificially created surface defects as well as small
cavities placed under but very close to the surface. Detection was performed by generating
the image of one portion of thail headcrosssection (the portion around the wheail

contact point) through topography imagining algorithms such as Linear back projection
and Tikhonov regularization. The system consisted of four coils placed orshapke

holder to be located around the rail. One coil was used as the excitationhehdehér

three were used for detection, leading to four projections and 12 measurements in total
from the receiver coils.

Furthermore, as the Rayleigh waves transform into surface waves in rail, one study
adopted a wateroupled transducer array angled3@d which was sealed with a rubber
contact patch at the contact point with the rail top suiffack The transducer was used in
the pulseecho setup, sending and receiving the waves. The surface waves were excited at
200 kHz. Unwanted surface modes were filtered out with spatial averaging and results were
presented with plots showing the amplitude of/@salong the position of rail. The tests
performed on rails with real RCF defects (measurement at every 10mm interval)
demonstrated that the method can distinguish between defective anddefaceas, even
when several defects were clustered in a lsateh. However, accurate defect sizing was
limited when cracks had complex shapes and/or were located in small regions due to the
complex interaction of waves reflected from such cracks.

However, even though satisfactory results were obtained by th@dsetldopting
EC, ACFM, EMAT, and EMT approaches, most of the tests were carried out in laboratory

environments rather than in higipeed field tests.
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A review of rail damage detection methods and their applications, as well as the
current performance ohé methods and future needs, can also be found in review studies

[4], [6], [12], [13].
1.4MOTIVATIONS FOR FURTHER RESEARCH

American Society of (®BB]wihith istbasgdion seeerals 6 r e p «
criteria such as the condition of the infrastructure, operation aratenance, public
safety, resilience, innovation, funding, and meeting operational demands, is B for rail. This
indicates that the overall condition of the rail infrastructure is good and satisfactory but
some elements of the infrastructure exhibit sigrdeterioration and need further attention.
As a consequence of such condition of the rail infrastructure, since 2000, train accident
rates decreased by 30%, and rail employee fatalities in 2019 matchedizue &b [59].
However,even though the number of rail accidents des@dan the last decades, 17702
derailment accidents occurred in the USA between 2011 anda2@2€ding tahe Office
of Safety Analysis, FRA10]. More than a quarter percentaifeghese accidents (4814 out
of 17702) were railway track related and cost $942 million in reported damage.
Furthermore, t he European Unionbs Mobi l it
infrastructure in the European Union (EU) has been degradingtaluaadequate
maintenancg60]. In Europe, 620 derailments occurred between 2014 and [30].9
European Railway Agency (ERA) estimates that freight train derailments cost EU countries
more than 200 million Euros per year anddlgency reported that rail infrastructure is the
second major cause (34%) of rail derailm¢6®3. The agency stated that the leading cause
of the railway trackelated derailments was track geomeatiated problems, but other
dominant causes were reported to be excessive track gauge, rail failures, switch component

structural failure, and excessive track twists.
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In addition to the USA and Europe, in India, 224 derailments between 2013 and
2016 occurred63], and one othe primary causes of the derailments was reported to be
trackrelated problems.

A detailed analysis provided by FRAO] showed thaTDs such as TF, CF, and
DF played a signifiant role in trackelated accidents in the USA between 2011 and 2020
[1]. Train accidents resulting from such defects consisted of 5.5% of all types of accidents
and 13.6% of trackelated accidents and cost $171 million in reported damage. Besides
this deailed analysis, 55% of yearly detected rail defects by Sperry Rail Service company
were reported to be TDs, weld defects, and split head defects. Such defects also consist of
75% of the notified failures received by the company. Moreover, 39.5% of eak$on
the rail network operated [64. Rail track pl c.

Accordingly, recenttrain accidentsand the limitations faced in the developed
damage detection ntedds along withricreasing tonnagand operation and theging of
therail infrastructurg58], [65] demonstrate that there is still a cruciakd toenhance the
current raildlamage detection techniques. As a result, an international joint research project
whos main objective is to improve rail internal defect inspection was initiated by the
International Railway Union (UIJpB6]. Consequently, researchers, government agencies,
and companies have been enhancing the culeenaige detection systems or developing

new ones[66].

1.5RESEARCH OBJECTIVE AND THESIS OUTLINE

In the context of the efforts to introduce neail inspection techniques, and since
TDs are responsible for a significant portion of railway treedlated accidents, the goal of
thisresearch is to develop a novel raimtact rail damage detection system for TDs that

can operate at speeds thatnddobstruct the routine railroad operation.
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The work carried out to develop the system (i.e., the objective of the study) can be
grouped imo three categories: paevelopment stage, development stage, and- post
development and testing stage. In thegweelopment stage; (i) an extensive review of the
previously developed damage detection systems and the vibrations of propagating waves
in rail were performed, (ii) rail vibrations were recorded with accelerometers during the
passage of operating trains, and (iii) the feasibility of recording the vibrations of
propagating waves in rails with an LDV placed on a moving rail car was demonstnated. |
the development stage, (i) a damage detection system consisting of 2 LDVs placed in front
of a rail car/train was suggested, (i) Finite Element Method (FEM) simulations of the
system were carried out to examine the interaction of theitrdurced guidd waves with
TDs using two damage features, with the purpose of exploiting such interactions to locate
the location of TDs using a mulariate statistical analyslsased damage index, (iii) an
approach was proposed to use scanning periodic LDV measussimeepresent the noise
in the signals recorded from rail by an LDV placed on a moving rail car/train, and (iv) the
selected approach to filter the tinaarying mean in the recorded signals and the developed
impulsive noise filter was presented. In tlesgprocessing and testing stage; (i) the final
configuration of the damage detection system as well as the damage detection framework
associated with it (into which the filters and the muéiriate statistical analysis based
damage index presented in thevelopment stage were embedded) were presented using
the first field test of the system, which was performed at the Transportation Technology
Center (TTC) in Pueblo, CO where a welded rail joint was used to represent a TD, and (ii)
the second field tesif the system was performed in Cleburne, TX in collaboration with
BNSF railroad company, to evaluate the performance of the system to detect TDs.

Accordingly, the configuration of the developed damage detection systém

postdevelopment phasmnsistof two LDVs attached vertically in front of a rail dara
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holder through vibration isolators (to minimize the vibration of the LDidsheasure
ultrasonic guided waves in the rdikead, which are induced by random -kakieel
interaction forcesTherefoe, the damage detection system does not include an excitation
mechanism, only the measurement instrumentation with the purpose of enhancing its
compactness to attach it easily to any operational rail car or Taig.system usethe
LDV measurements toetiect a change in the relative amplitudes of the recorded waves
caused by a defeat the rail headAfter the outcomes obtained in the fglevelopment
stage, it was determined to use the reflection of propagating waves from TDs in the
frequency range beten 30 kHz to 100 kHz. THewer cutoff frequencywas selected
conservatively in this study since it was shown in the literature that guided waves start to
localize in the rail head after approximately 15 kHz. The highepi&utequency was
selected sice (i) the guided waves below 100 kHz can be used for transverse defect
detection (as the frequency exceeds 100 kHz, waves are also susceptible to shelling), and
(ii) the accelerometer measurements collected from rail during the passage of operating rail
cars showed thatthe power of the excitations induced by whesl interactionsis
dominant up to approximately 100 kHz. The main challenge in the proposed damage
detection system is to minimize the speckle noise observed in the recorded signals, which
isinevitable due to the inherent nature of the measurements performed by LDVs placed on
a moving platform (i.e., rail car

Consequently the damage detection framework associated with the system
operates as follows: 1) in the goeocessing stage, timarying mean and impulsive noise
in the recorded LDV signals are filtered and then the changes in the LDV sigria¢s
frequency range of intereate quantified and monitored using moving standard deviation,
2) in the posprocessing stage, two damage feasy which are based on the relative

change in the moving standard deviatigpemputed in the prprocessing stagegnd
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transfer functions between two measurement pdicdsnputed in the pogirocessing
stage) are combined using multivariate statistiaablysis to create a damage index that
shows the location of rail segments which are affected by a ddfieetgoal of the
impulsive noise filtering and transfer functions embedded into the framework is to
minimize the impulsive noise and broadband n@ise, in this thesis, broadband nodde

the LDV measurementstands for the signal noise segments that do not contain the
impulsive noisegomponents of the speckle noise observed in the LDV measurements.

To the best of thea u t hkmowtedge, the propesl damage detection system
instrumented with two LDVs placed in front of a rail car, and the associated damage
detection framework are new, and this system offers the advantage-cbmtact, remote
(distant from theail head and compact (only 2 LDVsgsting of railway tracks without
intervening the routine operations of railroads since this system can be placed on
operational rail cars. Consequently, the system can enable raiélaseld monitoring that
is not possible with conventional techniques.

In this study, the tasks described in the research objective are presented elaborately
in 8 chapters including Chapter 1. First, Chapters 1, 2, and 3 describe the work carried out
in the predevelopment stage. Then, Chapters 4, 5, and 6 describe the waekl cat in
the development stage. Finally, Chapters 7 and 8 describe the work carried out in-the post
development and testing stage. Overall, this thesis consists of 9 chapters, and the last
chapter is about the conclusion drawn from this study.

Accordingdy, the outline of the following chapters (i.e., from Chapters 2 to 9) is as
follows:

Chapter 2 presents an extensive literature review of the vibration of wave

propagation in rail, and also demonstrates the results of rail vibration measurements
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performed with accelerometers during the passage of operational trains over the
instrumented rail section.

Chapter 3 presents the results of the tests performed with an LDV placed on a rall
car which was performed to demonstrate the feasibility of placing LDMaaming rail
cars. This chapter is based on the following journal publication:

1 K Kaynardag, G Battaglia, A Ebrahimkhanlou, A Pirotta, S Salamone
fildentification of bending modes of vibration in rails by a laser doppler vibrometer
on a moving platform Experimental Techniqued5 (1), 1324, 2021
Chapter 4 presents the proposed damage detection system, as well as the results of

simulations of the system which were carried out to examine the interaction of the train

induced guided waves with TDs throughot damage features, with the purpose of
exploiting such interactions J{aatelsmtstedl e t he |
analysisbased damage indekhis chapter is based on the following journal publication:

1 KKaynardag, C Yang, The moadrialsimnualaionsito examine the
interaction of traiinduced guided waves with transverse cracksansportation
Research Recordavailable online), 2022.

Chapter 5 presents the theoretical background of speckle noise in LDV
measurements, expie the laboratory tests which were carried out to perform scanning
LDV measurements, and presents the approach which was proposed to obtain the
representative speckle noise of the damage detection system by using the scanning LDV
measurement# publicatioan regarding this chapter is not available currently. But a journal
article regarding the work presented in this chapter will be prepared soon and will be
submitted to a journal.

Chapter 6 introduces the selected approach to filter thevamygng mean irthe

recorded signals and the developed impulsive noise filter, as well as evaluates the
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performance of the impulsive noise filter through a synthetic signal which was obtained by
combining (i) the accelerometer measurements from rail head performed teiChépus

this signal represents the rail vibration component of an LDV signal which could be
recorded by the damage detection system) and (ii) the representative speckle noise signal
of the damage detection system obtained in Chapter 5 by using thangcabV
measurements (thus this signal represents the pure noise component of an LDV signal
which could be recorded by the damage detection sysiény).chapter is based on the
following journal publications:

1 K Kaynardag, C Yang, A infpusivenaise filter foi rail vibration
measurements performed through a laser doppler viborometer placed on a moving
platformd Mechanical Systems and Signal Processfimgrevision).

1 KKaynardag, C Yang, ASail8efettdetectionesystieém based on laser
doppler viborometer measurementDT & E International (accepted).

Chapter 7 explains the final configuration of the damage detection system and the
developed damage detection framework associated with the system, and presents the
results of the firstiéld test of the system which was carried out at the Transportation
Technology Center, Pueblo, Cthis chapter is based on the following journal publication:

1 KKaynardag, C Yang, ASail8efettdetectionesystieém based on laser
doppler viborometemeasurementsNDT & E Internationa) (accepted).

Chapter 8 presents the results of the second field test of the system that was carried
out in Cleburne, TX in collaboration with BNSF railroad compangublication regarding
this chapter is not availabteirrently. But a journal article regarding the work presented in

this chapter will be prepared soon and will be submitted to a journal.
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Chapter 9 summarizes the work conducted in this research, emphasizes the main
outcomes, as well as makes recommendatfon future tasks to improve the developed

damage detection system.
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CHAPTER 2: REVIEW AND MEASUREMENT OF VIBRATIONS
OF WAVE PROPAGATION IN RAIL

This chapter (i) reviews elaborately the research studies in the literature that were
conducted to better understand and model the vibrations of wave propagation in rail, and
also (ii) presents the results of field tests that were carried out to gaier fexierimental
information on the vibrations of wave propagation in rail. The goal of such an extensive
review of the literature and the rail measurements is to have an excellent understanding of
the vibrations of wave propagation in rail to develop aisbbdamage detection system.

The interested reader can find more information on the personal webpage of the
author of this thesis (www.wavesanddata.com) about the followings: (i) an explanation of
how all vibrations are caused as a result of wave propagand (ii) a precise explanation
and illustration of how vibrationef different type of beamstructures (e.g., muiBpan
beams, infinitely long periodically supported beams such as rail) change as a result of
different wave propagation phenomena #dtecent frequency ranges, which might be
considered as a very broad summary of the literature review presented in-Hee s

below.

2.1 REVIEW OF VIBRATIONS OF WAVE PROPAGATION IN RAIL

In literature, vibrations of rail were investigated for differergtgfiency ranges
using different modeling approaches. This is because (i) the level of detailaagf | 6 s
analytical and numerical models depends on the frequency range of interest and (ii) ralil
vibrations are governed by different dynamic phenomena atefitfeanges. It was shown
that, as the frequency range of interest increases, the models incorporating the details of

the rail crosssection should be adopted instead of the models that use simple beam
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elements to represent the entire cyesstion of theail. This is because, as the frequency
increases, the crosectional deformation of the rail becomes more complex.

One of the common frequency ranges considered in the literature is between 0 to 7
kHz since it was demonstrated that whesl interactionforces are considerable up to
approximately 6/ kHz. Such forces cause rails to vibrate at levels such that the noise
radiation from the rail can be problematic. The more corrugatedathsurface is, the
higher such forces are. However, some studied trequencies higher than 7 kHz in their
analysis (up to approximately 25 kHz). Therefore, in this chapter, the frequencies
between 0 and 25 kHz are called the Low Frequency (i.e., LF) range. The studies focusing
on the LF range used usually analytioaddels and sometimes the seamalytical finite
element (i.e., SAFE) method. Furthermore, these studies on LF can be grouped into two
categories based on the dynamic mechanisms governing the rail vibration: (i) the studies
that modeled the rail in termg ree wave propagation (ignoring the effect of discrete
supports), and/or also computed the feregponse functions (i.e. receptance functions) of
rails (both considering and ignoring the effect of discrete supports), and (ii) the studies
investigating he pass and stop bands of the wave propagation in rails (considering the
effect of discrete suppa@t Pass bands are the range of frequencies in which the waves can
travel freely along a periodically supported raihile stop bands are the range of
frequencies in which waves are attenuated. Such bands represent the real wave propagation
phenomena in rails in the LF range. Therefore, even though the second group of studies
models the vibrations of wave propagation insmaibre realistically, the studies the first
group were also important to understand the basic dynamic phenomenon of rail using more
simplistic models.

At higher frequencies, the waves in the rail localize at different sections of the rail

such agail head web, and foot. Therefore, theaves propagating in the rail, especially
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the ones propagating in thail headand web, are investigated in terms of free wave
propagation. To capture the complex displacement distribution of the waves along the rail
crosssection, the serranalytical finte element (i.e., SAFE) method or FEM was adopted
rather than analytical models. Such studies usually considered rail vibration after 25 kHz,
which is the approximate frequenaywhichwaves in the rail start to localize at different
sections of the rail. Therefore, in this chapter, the frequencies after 25 kHz are called the
High Frequency (i.e., HF) range.
Consequently, this chapter groups the studies focusing on the vibrationseof wav
propagation in rail into three categories:
1. Free wave propagation and rail fon@sponse functions (i.e., receptance functions)
with and without discrete supports in the ne@quency range.
2. Pass and stop bands of the wave propagation in gaiisidering the effect of
discrete supports.

3. Free wave propagation at hiffequency range.

2.1.1An Overview of The Vibrations of Wave Propagationin Ralil

Before performing the detailed summary of the studies in the three categories, an
overview of thevibration of waves that propagate in rail is performed herein:

Figure4 (a) shows a typical dispersion curve of rail (which is infinitely long and
has no periodic sumpots). The figure shows that, as the frequencies increase, the number
of propagating waves increases. Up to approximatelg5L&Hz [67], [68], the cross
sectional deformation of the propagating waves is global (i.e., all the qfatthe cross
section of the rail deform together). This dispersion curve was obtained using the semi

analytical method since analytical methods are capable of modeling dispersion curves of
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rails only up to 45 kHz (this is because analytical models hayew degrees of freedom,
so they can model only a few waves having simple esessonal deformations).

As an examplefigure4 (b) shows the vertical bending wapepagating in a rail

thati s periodically supported by fasteners.

conditions at the fastener connections that there are no vertical displacements at these
points. If the rail had only one span (i.e., rail smttbetween 2 consecutive sleepers), and
was supported at the ends by fasteners (so that the rail is now like aldmgiln beam
supported at two ends), this wave would reflect from supports and create the first bending
mode of the finitdength rail thais supported at two ends. At higher frequencies in which
the wavelength of the vertical bending mode again satisfies the boundary conditions, there
wouldbe 2939 ¢é r esonance -langtdrailthatdsfsuppotteel attwo endst e
Therefore, reonance frequencies are the frequencies in which the waves can propagate
along the finitelength rail supported at two ends due to satisfying the boundary conditions.
However, when the rail is infinitely long, the waves can propagate further instead
of just reflecting from supports. Accordingly, in this case, there are more waves whose
wavelengths can satisfy the boundary conditions. It turns out that the frequency of the
waves whose wavelengths can satisfy the boundary conditions appear at different zones
along the spectrum (i.e., pass bands). The spectruRigure 4 (c) (a representative
spectrum that was not obtained based on computations) shows the pass bamels for
vertical bending wave in the rail (which is infinitely long and periodically supported by
fasteners). This figure also shows how the beginning and ending fréegp@ineach pass
band are related to the resonance modesaoiespanlong rail with different boundary
conditions. The frequency zones out of the pass bands are denoted as stdpidpanedis.

(d) shows an example of the waves that can propagate inrshedss bands of an
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infinitely-long periodically supported beam due to satisfying the boundary conditions (this
figure is taken fronj69])

In this example, only the vertical bending wave was shown. There are many
different waves that can propagate in the rail (see the dispersion cufiguie 4 (a)).
Approximately after B kHz, it is not possible to call the waves simple names such as
bending, torsional, and longitudinal. This is because the waves exhibit more complex cross
sectional deformations as the frequency increases.

Accordingly, the main purge of the studies summarized in the remaining of this
chapter under the first two categories (i.e., 1. Free wave propagation and raiégporse
functions with and without discrete supports in the LF range, and 2. Pass and stop bands
of the wave propagion in rails considering the effect of discrete supports) is to model and
understand the rail 6s dynamk5ckHzbwhichawas o r up

summarized hene and displayed ifrigure4.
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When the waves having frequencies higher tha@3 kHz are considered, waves
st art to | ocalize at di fsecaon6d]n [68]. $he avveso ns o f
localized in the head and web of the rail can propagate freely as they do not interact with
fastener connections that are located at thedfoibie rail. However, the waves propagating
at the rail foot interact with fasteners, so they cannot propagate firgglye5 (a) again
demonstrateshe dispersion curve of a typical rail, and the localized waves iramil
visualized inFigure5 (b).

Accordingly, he main purpose of the studssmmarized in the remaining of this
chapterunder thdastcategory (i.e., 3. Free wave propagation at {iifghuency range}
to model and under st arndrequanaes mighar than®5 ktHzy nami ¢ b

which weresummarized hene and displayed ifrigure5.

a) b)

Waves propagating
in the rail head

/ 't]It

stiffness
induced by
fastener

Wavenumber (rad/m)

stiffness

inducedby  \Waves propagating
" fastener 5 o

stiffness in the rail foot
induced by

fastener

10 "
Frequency (Hz) .1+ Waves propagating
in the rail web

Figure5:  PropagatingVaves in Rail in the Higlirrequency Range: (a) A Dispersion
Curve ofA Typical Rail (b) Visualization of the Localized Waves in Rail.
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2.1.2Free Wave Propagation and ForceResponse Functions wittand without
Discrete Supportsat Low Frequencies

A review of previous studies (up to 1993) and further detailed investigatitireon
wheelrail interaction, wheel vibration, and rail vibration were presented in a series of
studies [70]i[72]. The first study presented two wheall interaction models that
accounted for coupling in a direction other than just vertical dire¢fioh The first one
was based on introducing a relative displacement between the rail and the wheel while the
second one was based osing the excitation of the contact point by an absolute
displacement (relative to a fixed frame of reference, without allowing any relative
displacement). The models required the receptance functions of the wheel and the rail. The
receptance functions die¢ wheel were obtained using finite element model results as well
as measurements carried out in a subsequent §ldflyTo obtain the rail receptance
functions, the crossection of a rail was modeled as finite elements while periodic structure
theory was use to model the rail in the rail running direction (using numerous small
periodic rail sections without considering suppoff®]. The receptance functions of the
rail on support were also calculated. The modeling of the foundation demonstrated that the
effect of the foundation was at frequencies lower than 1 kHz. The results were also
compared with experimental measurements and the main difference between calculated
rail receptence functions and the measured ar@sfound to be the pupin modes (i.e.
reonance frequencies of a rail span located between two consecutive sleepers). The study
also obtained the dispersion curves of rail up to 6 kHz using a FEM model restrained at
both ends. Such a model gave the frequencies for the waves whose wavelengths were
integer fractions of the length of the FEM model. Examination of mode shapes showed
that, as the frequency increases, (i) lateral wave at low frequencies transforms to the

rocking movement of the foot, (ii) torsional wave at low frequencies converttetalla
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movement, (iii) vertical bending wave has a considerable foot movement, and (iv) for other
waves, more complicated movement of different parts of the rail occurs. Consequently, the
study stated that the descr iaphigheofrequenciés A si mpl
are not possible.

Another review of literature on the dynamic modeling of railway sé&ag to 1993)
was performed ifi73]. The important outcomes of theview for rail vibration were that
(i) modeling of rail with discrete support can capture theppinmodes while modeling of
rail with continuous support cannot, (ii) rail should be modeled with a high level of detail
to capture the different type of modést occur at higher frequencies, and (iii) the effect
of sleepers and ballast are at frequencies lower than the firpirpmode of rail. As a
conclusion of the review, the study made several suggestiottee modeling of railway
tracks.

A comparisorof three different models was carried out to point out the differences
in the results of different modeling approachig4]. The first model was a continuously
supported Timoshenko beam, the second one was a periodically supported Timoshenko
beam, and the third one was a continuously supported beam model in which the beam is
modeled with finite elements. Investigation of freqay response functions demonstrated
that (i) the first and second models showed three common modes up to 1 kHz (i.e., a
resonance at which the entire track bounds on the ballast, aresoriance at which
sleepers vibrate on the ballast and rail pad,anesonance at which the rail bounces on
the rail pad stiffness, respectively), (ii) the second model showed more peaks compared to
first one, corresponding to the first and higher-pin n mo de s, (i i) t he
response was similarto firstmodet r esponse, but showed more n
increase in the detail of modeling. The investigation of the models in terms of wave

propagation in rail showed similar results: (i) the wave propagation characteristic of the
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first and second models veesimilar, but the second model had additional dips and peaks
in the wavenumbers (due to periodicity), and (iii) the third model demonstrated more
propagating waves due to increase in the detail of modeling.

One attempt to increase the detailt@modeling of the rail was made by using the
finite-strip method (i.e., FSM), which is based on integrating harmonic wave assumption
into the principle of virtual work solution (which is used to formulize FEM). Couestly,
analytical equations for the longitudinal direction in FSM could be used to reduce the
computational complexity. The dispersion curves of propagating waves in rail (up to 15
kHz) were computed with FSM as well as a thdeeensional FEM approachfof
comparison of resultdy5]. The finite elemenmethod adopted in the study used plate
elements to model rail head, web, and foot. It was demonstrated that a structure could be
divided into sections of the same length in the longitudinal direction and that each section
could be modeled as a FEM model study the vibrations of an infinite, regularly
discretized structure. It was noted that the disadvantage of FSM was that it could not be
used to model wave propagation in periodically discretized structures. The comparison of
computed guided waves (obitad from each approach using infinite continuous free ralil
as well as with the ones from a previous experimental study) demonstratéteth&M
method produced more accurate results due to the improvement in the modeling of the foot.
In addition to twomodels, the study also adopted a FEM model in whichéathdead
web, and foot were modeled as beams. The results obtained from this model demonstrated
consistency only up to 2.5 kHz, showing the fact that simple beam elements are not
adequate to modeait vibration at higher frequencies. Furthermore, the study elaborately
explained the crossectional displacement behaviors of the guided wave modes.

A similar FEM approach, in which only the cressction of a rail was discretized

and a complex exponeatiwas used to prescribe wave motion in the longitudinal direction,
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was used to obtain the dispersion curve of propagating waves in rail up to F&{Hz
Triangular and rectangular isoperimetric finite elements were used in thetidestton of

the crosssection. In total, 124 finite elements were used. The solution for the matrix
equation of motion of the discretized waveguide could result in real, imaginary, and
complex eigenvalues. Since the complex ones represented the exgbneleicaying

waves as well as the waves increasing in magnitude, which can not occur in conservative
waveguides, the complex solution was arranged in a way to eliminate waves increasing in
magnitude. It was mentioned that some of the waves can be pigpdgagll excitation
frequencies. Therefore, they have zero-affitfrequencies. Some waves which are
evanescent at low frequencies can be propagating at higher frequencies when the frequency
coincides with their cubff frequency. It was also noted that a cuton frequency, the
wavelength is infinite and all the points along the waveguide vibrate in phase (i.e., rigid
body motion). Furthermore, the displacement of the waves over thesewss (i.e.,

mode shapes) was investigated in detail. Thpedgon curve showed that there were 3
axial, one vertical, one lateralndone torsional wave, as well as two wattestcould not

be described using the analogies with simple beam waves. The investigation of mode
shapes showed that (i) axial modes exHtot-flapping as the frequency increases, (ii)
vertical mode exhibits foeftapping as well, and the displacementaf headdiminishes

as the frequency increases, (iii) the horizontal mode exhibits small rotation due to coupling
even at low frequenes, the rotation of feet increases while the translational movement of
the feet decreases as the frequency increases, and the vibration of the head diminishes at
the highest frequencies, (iv) the torsional mode exhibits rigid body rotation at low
frequences, then the head vibrates less while the foot continues the rotational movement
as the frequency increases, and the head moves horizontally while the foot continues to

rotate at highest frequencies, creating-ahape deformation of the cressction, ad (v)
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other two modes, that could not be described, exhibit different kinds of deformations as
well at different frequency ranges.

Similar to previous studies, to model the rail vibrations accurately, a new tapered
plate rail model, in which rail head, wednd foot were represented using a beam, a plate
with constant thickness, and a tapered plate respectively, was pr¢pojséa this model,
vibrations in the longitudinal direction were modeled also using complex exponential. The
comparisorof the dispersion curves obtained with the proposed method, as well as with
the ones obtained from a simpler beam model and a FEM model demonstrated that the
proposed method could estimate the rail vibrations accurately up to 7 kHz.

To eliminate the compational time required in FENdased methods, a double
Timoshenko beam rail model was used to comhéeispersion curves of an infinite rail
and a rail supported on a continuous foundation. The model was also used to calculate point
receptance function§.e., rail forceresponse relation measured at the same point) of
continuously and discretely supported {@B]. In the model, one infinite beam was used
to model both theail headand web whereas only one infinite beam was used to model the
rail foot. The results were presented up to 6.5 kHz. Results obtained from the dispersion
curves were compared with the ones obtained from the FEM model while the receptance
functions obtained from the discretely supported rail were compared with the ones obtained
from the measurements. Results were also compared with the results obtained from a
simple beam model. The main outcomes of the study were (i) rail foot vibrations occur at
higher frequencies, (ii) continuous support affects vibrations mostly in lower frequencies,
(iii) pin-pin resonance modes occur when the rail is modeled using discrete supports, and
(iv) the proposed model was able to estimate rail vibrations up to 6.5 kHz.

To investigate the guided waves experimentally, a modal analysis method was

modified to olbain experimentally the propagating waves having the same frequitgjies
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The modified method was based on placing accelerometers on thesectes of rails
and providing excitatins at different points that were equally spaced from each other. The
advantage of the proposed method over the traditional spatial Fourier transform was that
the wavenumbers were not restricted to have specific values, and that the decaying waves
could beobserved as well in addition to the propagating waves. However, the maximum
wavenumber that could be measured was restricted by the spacing between excitation
points. Using the proposed experimental method, dispersion curves for lateral and vertical
waveswere presented and the energy of each wave was incorporated into these plots.
Furthermore, the crossectional deformations of the measured waves were compared with
the ones obtained from FEM models. The results showed that (i) the proposed method was
effective at measuring propagating waves, (ii) the esestional deformation of the
propagating waves was similar to the ones reported in previous studies, and (iii) rail
fasteners have an effect on the decay of the propagating waves.

A comprehensive litetare review can be found ifi80], where a rail model as
developed to study vertical, lateralpdtorsional vibrations and their coupled behavior.
The model was based on the modified version of a static beam model developed for the
stability of bearcolumns, which accounts for bending in the vertical arstdhtirections
(using Timoshenko beam theory), shear center eccentricity, and nonuniform torsion. The
model also used an axial rod in extension and a torsional rod. The modifications allowed
for considering internal effects and elastic support at anranpikocation relative to the
centroid (to represerhe foundation). The results of the study demonstrated thahei)
inclusion of torsional behavior in the models has a crucial effect on the dynamic response
of the rail, especially in the lateral ditem. (ii) the effect of warping is not significant in
the forced response of a supported rail, (iii) the effect of curvature is minimal on realistic

curvatures of mainline and tram tracks, and straight rail models could be adequate for rail
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curvatures whee radii are greater than 20 meters, (iv) the foundation reaction forces have
a significant effect on the rail response, especially for the lateral and torsional response,
and (v) the vertical response is mainly responsible for rolling noise (i.e. vilsaifahe
railway track), and the lateral response can be responsible for rolling noise as well if the
rail is supported by stiffer rail pads. However, the validity of the developed model was up
to 1-3 kHz for different directions and rails.

A dynamic fomulation of the SAFE method obtained under external loading was
combined with the forces caused by the continuous foundation in order to compute the
dispersion curves of a rail with a continuous foundafRit]. Parameters required for
modeling of supports (i.e., stiffness and damping of rail pads and ballast) were obtained by
formulating the vertical track decay rates with a Timoshenko beam model having two
continuous layers of daped springs (i.e., each spring representing the rail pad and ballast),
and then minimizing the differences between the calculated vertical decay rates and the
measured ones by changing the parameters of springs. The dispersion relations of free rail
showal that the number of propagating waves was more than the ones calculated by the
Timoshenko modebased rail model and that predicted waves by two approaches were
similar for vertical waves, while some discrepancies existed for the lateral waves. The
dispesion relations of rail with one and twayer of support showed that (i) the waves
predicted by the twdayer support model showed more fluctuations in lower frequencies,
(i) the waves predicted by the models having one andawer of supports were défent
from the ones obtained from the Timoshenko mdzided rail model (e.gtheinclusion
of supports have predominant effects below 1 kHz), (iii) Timoshenko ribadeld rail
model could predict the propagating waves wertical direction up to 2 kHaviobility

functions (i.e., calculated by adding a factof®@€to the receptance function, whée€is

the imaginary number andis the angular frequency) calculatedfaitheadd s t op cent er
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rail footds bottom cent edrthat (ljacovah freq@enclesof oot 0 s

the waves and the frequency at which the rail bounces on the rail pad (if one layer model
was used), or the frequency at which rail and rail pad bounce on ballast -(&yt@ro
support model was used) appeared as pedke mobility functions, (i) models generated

with the SAFE based method demonstrated more complex rail -seo8enal
deformations (i.e., similar to the results in previous studies). It was also observed that the
effect of frequencyndependent structuraand viscous damping was limited to the
frequency regions located around peaks in the mobility functions.

One study carried out a parametric investigation to minimize the sound radiated
from a railway track82]. First, the effects of rail vertical impedance, rail geometry, rail
shape, damping ratiand stiffness of rail pads, mass and area of sleepers, and use of
external damping on track sound radiation were evaluated. The track sound radiation was
formulated in terms of radiated sound power, the equivalent radiating length of the rall,
and the prodct of the radiation efficiency of the rail (this quantity is directly related to the
rail shape). Then, since adjusting the rail pad stiffness and placement of external damping
(dynamic absorbers with a mass of 5 kg every sleeper bay) are parameteles teagply
on existing railway tracks, the effect of these twasturther assessed.

To consider the effect of the change in rail pad stiffness (due to a wheel being on
the rail) on the dynamic response of rail, an extended wave finite elements (ites) WF
finite elements (i.e., FES) coupling method (i.e., \AFE) was presented {83]. In the
method, the rail spans which were affected by the change in the support stiffness (i.e.,
central part) were modeled as a combination of heterogenous zones (i.e., rail with fasteners)
using FEs and ternal waveguides modeled using WFEs. The rail spans which were not
affected by the change in the support stiffness were consideredngi@ite parts placed

at the end of the central part. The coupling of these different sections was performed using
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waveshape amplitudes by formulating the dynamic equilibrium at eaeWFE interface.

The receptance functions computed up to 5 kHz were compared with the experimental ones
and consistent results were obtained. It was demonstrated that softening of fasigmers h
bigger impact on the dynamic response of rail rather than stiffening. The study also studied
the effect of antvibration supports using the proposed WIHE coupling method.

Furthermore, the effect of variations in the track parameters (especi&@pesle
spacing) was examined in several studies. In one study, the effect of rail pad stiffness,
ballast stiffness, dynamic ballasibgrade mass, and sleeper spacing on the maximum
contact force between rail and a moving wheel, the maximum amplitude of vgheet 6 s
acceleration, and maximum sleeper displacemesegarried out[84]. The statistical
information about the considered variables was obtained through field tests and laboratory
tests The perturbation method was used along with a numericattteaik interaction
analysis. In the perturbation method, as long as some smoothness conditions are met, the
functions and operators are expanded in the Taylor series about their mean valines. So
solution is approximated by first few terms in the expansion. Considering a linear
relationship between the variables and the response results in tteedesperturbation
approach. However, this method requires small variations in the consideiagules. The
results demonstrated that the effect of the rail pad stiffness is highest for the contact force
and vertical wheelset acceleration. In another study, the effect of random sleeper spacing
on the magnitude of the rail response atgiimfreqency was investigated througjme
perturbation method and numerical anal\j85]. The results of the numerical analysis
showed that the response is magnified when a small deviation exists in the sleeper spacing
while it is decreased when a large daeiaexists in the sleeper spacing. The results of the
perturbation approach validated the known fact that this method could be applicable only

when small deviations exist in the sleeper spacing. To examine the larger statistical
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variations in the sleepepacing, a numerical model was used86]. Regular spacing,
random spacing (obtained through measurégm&om two railway tracks), and optimal
spacing (i.e., 5 sleeper spans of 0.6 m spacing and 5 sleeper spans of 0.7 m spacing) were
considered. The analysis demonstrated that optimal spacing led to the lowest frequency
response and acceleration levelsvall as sound radiation at the gim resonance mode.

The sound radiated by the rail as a result of its vibrations was stud@x,iwhere
thewavenumber boundary element method waslzined with WFEand its solution was
computed usingheinverse Fourier transform. It should be noted that WFE yields the same
formulations ashe SAFE method. The study considered the rail pad as a continuous
foundation and hence included the rail pathie twedimensional discretized crosgction
of the rail that is required ithe WFE method. The stiffness of the rail pad was taken as a
constant value, ignoring the change in this stiffness with respect to different frequency
ranges. The study compdtéhe dispersion curve, point mobility (i.e., velocity divided by
the total point on a point dhe top of the rail head), deformational shapes of the rail,
normalized powers, and radiation efficiency of the rail. It was shown that the normalized
power andradiation efficiency increase approximately linearly up to 1000 Hz, and then
peaks and dips appear after 1000 Hz due to the interferences of waves in the rail head and
foot. The results obtained with the combined Wititindary element method were also
compred with some more simplistic approaches presented in the literature. The
comparisons showed that the simplified approaches managed to capture the total behavior
of sound radiation well after 200 Hz.

The sound radiation characteristics of raérealso examined in[88] by using an
analytical model that was capable of modeling vertical/lateral interactions, accounting for
vertical, lateral, axialand torsional defornteons as well as corrections for shear

deformation, shearentereccentricity and warping. At first, for validation, the dispersion
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curves obtained from the analytical model were compartdthe ones obtained from the

WFE method and the FEM method, whelso the effect of considering the stiffness as
continuous support under the rail was also examined. After the validation of the proposed
analytical model, (i) the point mobility functions obtained from the proposed analytical
model, a simple Timoshenkeeam modeland the WFE method, (ii) the cross mobility
functions (i.e.,the response of the rail at lateral direction due to a force in the vertical
direction on the same rail cressction area) obtained from the proposed analytical model
and the Timosh&o beam model, and (iii) the decay rates obtained from the proposed
method and the Timoshenko beam model were compared. The results demonstrated that
(i) point and cross mobility functions from the proposed method and the WFE method
matched well excepgor some peaks due to eah frequencies of some waves, (ii) the
inclusion of torsion in the proposed method had a big influence of the mobility functions
after 2 kHz, (iii) the decay rates generally exhibited good agreement. The frequency range
consideredn the study wasapproximately 6 kHz. In addition, at the final stage of the study,
measurements from field testere compared with the proposed analytical model and the
Timoshenko model, where satisfactory agreements between the proposed method and the
measurements were obtained in terms of track decay rates and mobility functions. The
decay rates ithe vertical direction demonstrated good agreement for a larger frequency
range since crossectional deformations in lateral directions were not captured aft

approximately 2 kHz.

2.1.3Passand Stop Bandsof Wave Propagationin Rails Consideringthe Effectof
Discrete Supports

The rail is considered as a periodically or nearly periodically supported beam since

fasteners restraint the movement of the rail at periodically or near periodically spaced
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points (small deviations in the periodicity lead to near periodicity). In suahd)esave
propagation is governed by pass and stop bands.

In literature, the wave propagation and dynamics of periodically or nearly
periodically supported beams were studied extensively. Therefore, first, a review of the
selected studies on periodicallycanearly periodically supported beams is presented. This
review consists of beams with finite and infinite lengths. Then, the review of the studies
that examined rail vibrations considering the periodic (or nearly periodic) structure of ralil
is presented.

In almost all the studies focusing on periodicity and near periodicity of beams,
propagation constanteind transfer matrices were used to relate the displacement and
forces at one side of the periodic element to the ones at the other side, and they were
obtained through different approachesopagation constants with only the imaginary part
or imaginary values of the eigenvalues of a transfer matrix between tworspeesered
thepropagatingvaveswhich had no decay amplitude but had changes iretphase (i.e.,
the waves in the pass bandshile propagation constantgith the real part or real values
of the eigenvalues of a transfer matrix between two spgpreserdgd only thedecaying
waveswhich did not have any changes in the phase (i.e.w#wes in the stop bands)
Studies also showed that (ipmplexvaluedpropagation constants (or complexiued
eigenvaluekexist if the structure of interest has damping, and (ii) natural modes occur if
the periodic (or nearly periodic) beam has a fitetegth. As a result, the studies used the
imaginary parts of thpropagation constants (ergenvaluesto computethe pass bands
and natural modes (if exist).

A graphical method to find the natural frequencies of ragénfinite periodic
beamswas devedped in[89]. Moments (caused by waves propagatmthe positive and

negative directions) at the suppastsrewritten in terms othemoments at the end of each
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spanto obtain thepropagation constantsequired to compute pass and stop bands
Considering the boundary conditions in terms of rotations and moments finekeeéxed
fixed, and freefixed end conditionsthe equations needed to be satisfied $pecific
propagation constas(i.e., natural frequencies) weestablished. It was found out ti{gt
natural frequencies lie in propagation zonesthedotal number of natural frequencies in
the pass bandquals¢-1, where¢ is the number of span numbeend (i) if the end
conditions of the bearefree, thet &h natural frequencis locatedatthe lower bounding
frequencie®f each pass bamnhile theopposite is true foiixed end conditions.

A finite element approaclo find thepass bandsf infinitely long periodic systems
with multiple coupling poirg was presented {80]. The energy of the wave motiavas
also studied through receptance functiont|ves with purely imaginary propagatio
constantsindicated energy flowwhile waves with purely reapropagation constants
indicatedno energy flowAfterward, thepotential and kinetic energy of propagating waves
were studied andhe RayleighRitz methodwas extended to find propagation coasts
and the correspondimqopagating waves corresponding to the const&iken damping
wasintroduced,t was show (i) thatall propagation constants become complax (ii)
real pars of constants associated with propagating wavesmalker than tte real parts of
constants associated with npropagating waves.

In another study, thequationsto obtain pass band¥ infinitely long periodic
multi-span beambavingsimple suppogor linear vertical elastic supportsoth of which
have additional rotational springs at supportsvere established through receptance
functions[69]. The study displayed theode shapes of the beghmavingsimple supports
and rotational springsitlower and upper bounding fyaendesof the firstpass bandand
alsoata frequency in thérst stop bandlt was demonstrated that the imaginary part of the

propagation constamin a pass bandaire multivalued, which mearsoth positive and
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negativedirectiongoing waves consistfan infinite number of positive and negative
directiongoing wavesTherefore, it was shown that these waves are made of a wave group.
For example, for a positivelirectiongoing wave its negative directiongoing wave
components in its wave groupdicak the waves reflected from supports. The apparent
wave shape of the wave growmjasdenoted as pseudwavelength. livas alssshown that
the component wavelengthsthin the wave groups aret exact multiples or fractions of
the support spacing, nor onewegengthis a simple multiple of anotheexceptin special
cases whertheimaginary parof the propagation constaig zero or even multiples of
(i.e. fundamental modedj thesecasesthe wave component®rrespod to positive and
negative directiorgoing waves having equal magnitudés. a result, the looked like
standing waves. It was also found thatthe & @h passband, the Gh fastespropagating
wavecomponent dominatithewavemotion.

Receptance funahs were also used to obtain pass and stop bands of- mono
coupled periodic beams (i.e., one degree of freedom at connection points of [843dms)
The study showed that the frequencies of a finite beam can be located also in and out of
the pass barsd besides at bounding frequencies if periodic beam elements are
unsymmetrical. Natural frequencies of finite periodic monapled systems fixed at the
ends were also studied and it was demonstrated thatatural frequencies lie within pass
bands whilethe¢6t h one | ies at the upgementpermdicndi ng f
beam. In addition, characteristic wave receptance (i.e., defined as the ratio of the harmonic
dynamic response at one of the coupling coordinates to the unit harmonic fdne¢ at t
coordinate) was used to compute the natural frequencies of finite periodiccoapled
structures with different boundary conditions, as well as to examine the reflection and

phase change of waves from the boundaries. The study also describedatttemnuation
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or amplification of the wave amplitude occurs for the waves having the natural frequencies
of the multicoupled periodic beams.

The features of wave propagation presented in the previous study were extended to
multi-coupled periodic beams in subsequent studj92]. It was demonstrated that
bounding frequencies of multioupled periodic beams correspond to natusguencies
of single symmetric elements when one type of degree of freedom is fixed while the other
type is free (e.g., simply supported beams). The study also showed the following important
outcomes: (i) specific relationships between the displacementare$ caused by the
wave propagation ithe pass and stop bands exist for periodic structures that are made of
symmetric elements, (ii) reflection from the boundaries of rudltipled periodic beams
converts the incident wave to another type of wavéseifincident wave consists of only
one type of wave, and (iii) no attenuation or amplification of the wave amplitude occurs
for the waves having the natural frequencies of the roalipled periodic beams as the
case in monaoupled periodic beams.

The pas bandof infinitely long periodic multispan beamsere obtainedising
theinfinite system point direct receptance funct{mmich equates the displacement at one
support to the forces at all the supppi®8]. Sincesuchforcesareperiodically apart from
each other and they differ from each other by a constant phpsssrbandgshe derived
receptance functionwere consideredas a phased array of forces. By considering the
displacemenforce relation at different kiredof supports, equationsere developedo
calculatethe pass and stop bandslarmonic responsat a location of the beam to a
harmonic force was calcukd using the infinite system receptance functions. Examples
usinga Timoshenko bearmodeldemonstrated thdt) the frequencies of pass banafs

Timoshenko beamare lower than the ones of Bernoulleans, and (i) propagation
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constants withnfinite attenuation occuior Timoshenko beams at higher frequencies due
to the thicknesshear mode.

The responses of single and mugpian finitelength uniform EuleBernoulli
beams to harmonic force etations were analyzed [84]. The responses were considered
as a combination of free and forced wave components. The forced wavesectbo$
waves generated due to external harmonic forces as well as harmonic forces imposed by
the supports, while the free waves were considered as the reflections from the extreme ends
of the finitelength multispan beams. The waves generated due ¢éoreaitharmonic forces
were obtained as the solutions to the wave propagation in infinite beams caused by external
forces, while free waves were solved as the solutions to the free wave propagation in finite
beams with different boundary conditions. In grevided examples, frequency response
functions were derived for 3 and 6 migpan beams to compute the natural frequencies of
such beams under different end boundary conditions (such as free, simply supported,
clamped, as well as translational and rotaai springs with different stiffness values).

To obtain the frequency response functions, the support forces for the supports that
were located at both sides of the loaded beam (i.e., the beam span where the load was
applied) as well as the support fordes the remaining supports were considej@sl.
Equations for reaction forces in terms of the applied barenforces were obtained and
they were solved using the compatibility and equilibrium conditions of the supports.
Depending on the number of degseé freedom at support points, different numbers of
compatibility and equilibrium conditions were used. ndsithe forces and responses,
receptance functions were obtained. In the examples, it was demonstrated that changes in
the translational spring values affected the second bounding frequency of pass bands while
the changes in the values of rotational spraffgcted the first bounding frequency of pass

bands.
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A reviewstudy about theesearch conducted on wave propagation in periodic and
nearly periodic structuresetween 1964 and 199%as carried out if96]. The methods
werereviewed undethe following categoriesreceptancéunction-basedmethods, direct
solution, transfer matrix, method of space harmgmricd energybased methods.

However, when the periodicity of mulpan periodic beams is distorted due to
small deviations in the spdength or support stiffnesses, it was shown that (i) each beam
span has a similar but slightly different pass band, and (ii) waves whose frequencies
correspond to the frequencies in the differences between pass bands attenuate due to
reflections from suports since stop bands shifts to these frequen@&§ [100].
Consequently, some portion of the wave energy is confined at each span due tordistorti
in the periodicity. It was also shown that, if the periodicity of only one element gets
distorted, wave localization takes place in that particular {g#in[101] [109]. Usually,
transfermatrix approaches and Lyapunov exponents were used to calculate the decay in
the wave amplitude in nearly periodic beams, wiiie transfer matrix approach,
receptance functions, as well as RayleRjtz formulation integrated with the perturbation
methal were used to study the effect of distortion in the periodicity of only one element of
periodic multispan beams.

One early study that investigated the wave propagation in rails with periodic
supports did not demonstrate the pass and stop bands, but computed the receptance
functions using the procedure developed to compute eigenvalues (i.e., equivalent to
complex wavepropagation constants) and eigenvectors (i.e., equivalent to complex wave
propagation shapes) of a transfer maftik0]. First, a modeling technique of rail similar
to the FSM was developed exploiting the virtual work principle by using a kinematic
descriptionfor a rail crosssection defined with arbitrary functions. The dispersion curves

obtained using this method were compared with the ones obtained using finite element
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di screti zat i o-sectionfandtithvas shrowani tHatGhe preposedstechnique ca
be used for frequencies up to 3 kHz. Then, the effect of periodic support was tried to be
incorporated by using a transfer matrix of coupling coordinates (i.e., two adjacent spans
and the support in between them). However, it was shown that sevemedilioning of
the transfer matrix occurred due to the presence of the decaying waves. Therefore, a new
met hod that used spansdé | ocal wave coordina
generating a transfer function with two components in which one coemp was
responsible for iHconditioning. Therefore, in the solution of the new matrix, using the
summation of the matrix with its inverse, it was possible to separate the calculated
eigenvalues and vectors representing the propagating waves. Thetedlcateptance
functions using the computed propagating waves showed consistency with the
measurements. However, this method omitted the length of the support in the longitudinal
direction.

A similar procedure to the one developed in the previous studyseakto obtain
the pass and stop bands of a rail as well as receptance furjétldsFirst, a transfer
matrix formulation using the impedance of a rail span (formulated as Euler and
Timoshenko beam) and the suppeereformulated. The summation of the matrix with its
inversewas again proposed to avoidglbnditioning. However, the results were consistent
only up to 1200 Hz, due to not including higher crssstional modes in Euler and
Timoshenko beam models. Therefore, a method in which the beam deformations were
formulated in terms of kinematic motion basis. To achieve good results in higher
frequencies, additional rigid body modes were included using static calculations on a FEM
model of the rail, in addition to the basic set of rigid body modes. Afterward, the
formulation of the transfer matrix using the new method was demonstrated. Pass and stop

bands of the vertical and lateral waves up to 5 kHz were displayed and it was shown that,
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especially for lateral waves, the waves could not be labeled as notations that &me used
describe simple motions such as bending and torsion. The difference in the stiffness of rail
supports at different frequencies was also incorporated into the analysis. The comparison
of receptance functions with the experimental ones showed good eangisixcept that

the experimental ones showed more peaks at higher frequencies.

The pass and stop bands of rail up to 6 kHz using a mathematical model based on
the Timoshenko beam were computed112]. Green functions which relate the applied
force vector with the resulting displacements were adopted. Timoshenko beam model was
used in the derivation of the green functions. The resulting governing equation was a Green
matrix, which related the forces éithe displacement in all directions. The matrix was
computed by wusing Hamiltonds principle cons
parallel in the longitudinal direction and by using Fourier Transform considering a point
force applied on the beamh@&n, the total dynamic response of the rail was formulated as
the linear combination of responses due to the forces from support points and an external
point force using the Green function matrix. Next, using (i) the relation that the forces at
the supporpointsarerelated to the displacements usthgimpedance of the supports and
(i1) Blochds Theorem stating that free wave
dependence between adjacent spans, a matrix consisting of the linear set of eqbations w
describes the characteristics of the wave propagation was established. The propagation of
longitudinal, torsional, vertical, and horizontal bending waves was investigated using the
eigenvalues of the established matrix. The pass and stop bands abognsiglering the
supports that were modeled as only mass showed that (i) thépiesonances correspond
to the beginning frequency of pass bands, (ii) at low frequencies, there is a pass band, (iii)
the total length of a pass and stop band is constaatjv) the width of stop bands increase

at higher frequencies. The pass and stop bands computed considering the supports that were
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modeled as only spring showed that (i) there is a bgaimg resonance frequency in each
direction. (ii) above the resonee frequencies, pipin modes correspond to the ending
frequency of pass bandmd the width of pass bands incresastehigher frequencies, and
(i) two curves each representing a vertical strongly decaying wave are not clearly
separated anymore frometicurves representing the vertical propagating waves.

An approach initially developed to calculate the response of periodic-spatti
beams to moving load413] was used to obtain the pass and stop bands ohrdil4].
The method presented [@13] is based on formulating the response of rail caused by
periodic supports and moving load in terms of dynamic equations used in SAFE, moving
load amplitude and amplitude of one dietsupport forces, and then equating these
responses evaluated at support locations with the responses of supports formulated in terms
of receptance functions of the supports and periodic support forces. The method used
transformation from frequency and vemumber domains to perform the computations. In
[114], the responses caused by the moving loads were discarded, and a dynamic matrix
consisting othe SEMI dynamic equation and receptance matrix of the supports was used
to obtain the propagation zones. Next| veas formulated using the Timoshenko beam
model, and pass and stop bands were computed up to 3500 Hz. The computed pass and
stop bands showed that (i) when the propagation constant is zero, vibration at one support
of a rail span is equal to that atother support of the span, (ii) when the propagation
constant is', vibration at one support of a rail span is equal in magnitude but opposite in
direction to that at other support of the span, (iii) the deformation patterns at bounding
frequencies of passabhds can be obtained by either fixing rotational degree of freedom or
translational degree of freedoms, therefore bounding frequencies can be found using a
single span, (iv) the peak representing theggmmode in receptance function obtained

under statt load is splited into two different peaks when moving load is considered in the
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calculation of the receptance function, and the distance of the new two peaks is governed
by the speed of the moving load and the span length.

One study did not compute thags and stop bands, but mobility functions and
decay rates of rails with stiff and soft rail pads were computed using the receptance
coupling method115]. Receptance coupling method is based on calculating the dynamic
response of a structure, that consists of a source structure (i.e., raigjv@rstructure
(i.e., sleeper), and flexible isolators connecting the source and receiver structures (i.e., rail
pads), using the receptances between the applied force and rail, between rail and forces
induced by rail pads, between the sleeper and fandesed by rail pads, and between the
rail pads and the forces experienced by rail pads. Overall, 131 rail supports connected to
sleepers and rail were considered to model the infinite rail (i.e., avoiding reflection from
ends of rail). The parameters neddo model the rail padndsleepers were obtained from
the measurements. Ballast under the sleepers was also considered in the study. The
comparison with the experimentally obtained mobility functions and decay rates up to 8
kHz demonstrated thatthepp o s ed met hoddés perf or mance was

Another formulation for pass bands of rail was presentgdlis]. The formulation
was based on correlating the state vectors (i.e., the displacementcas) & one side of
the adjacent spans by combining (i) the relation used for state vectors of adjacent spans at
support points and (ii) the transfer matrix of the rail span that related the wave propagation
at one side of the span to the other side thed by using Bloch theorem which related the
correlation at one side of the adjacent spans thr&ugh, where'Qis the characteristic
wave number andis the span length. Opposite to the propagation constant used in other
studies, the real parf &represents the change in phase (i.e., no decay in amplitude, hence
pass bands) while the imaginary part"@indicates the attenuation (i.e., stop bands).

However, one and twlayered Euler beam model was used for the rail, and therefore pass
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and st@ bands were computed only up to 2.5 kHz. The effect of support stiffness, sleeper
mass and temperature otte pass and stop bandssalso investigated. The study also
investigated the periodically supported rail as photonic crystals, in which Braggapsd

and locally resonant band gaps exist together. It was demonstrated that thgdgragas

| ocated -pitnd her digueancy and determined by
fasteners, while the locally resonant band gap existed in the veifydguency range due

to vibrations of rail pads and sleepers.

The same approach presented[116] was also applied if117]. However,
Timoshenko modebasd rail model was used in the study. Therefore, pass and stop bands
were identified only up to 1500 Hz. The study also studied the effect of randomly
disordered periodic spans (due to small deviations in the rail span length or/and in the
stiffness of fasgtner connections) on the pass and stop bands. It was demonstratieel that
attenuation of waves increased in the pass bands and decretsedtop bands when the
disorder was caused by small changes in the length of spans. The same phevenmena
obsened also when the disorder was caused by changes in support stiffness. However, in
this case, the pass bands whose starting frequency waspin pnmode was not affected.

The study also conducted field tests to measure the attenuation of waves througimvibra
transfer coefficient. The results demonstrated that (i) frequency range of pass and stop
bands were consistent with the analytical results and (ii) random disorder in the measured

railway track caused waves to attenuate at the bounding frequeneypafsh bands.

2.1.4Free Wave Propagationat High Frequencies

Since there waalittle study on bars with complicated cressctional shapes (such
as rail) for the purpose of natestructive evaluatiofil 18] generated the phase and group

velocity dispersion curves afrail usingthe SAFE method up to 100 kHz. In addition, the
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study compared the computed results with the experimental résultise purpose of
validation. First, the study formulated the SAFE method to obtain the dispersion curves as
well as phase and group veloegi Then, an experiment using a rail piece was carried out
where measurements frafmetop rail surface were obtained with 10 mm resolution in the
longitudinal direction in order to obtain the dispersion curves experimentally. The
analytically computed dpersion curves were replotted by considering the displacement
value of the waves on the top rail surface so that analytical and experimental results could
be compared. The results showed that the experimental and analytical results were in good
agreement.

In order to account for the material damping, the SAFE method was modified in
[119], leading tothe calculation ofenergy velocity instead of group velocities. The
incorporation of the material damping was performed by using a linear viscoelasticity
matrix that had complex components. The study demonstrated the solutieSIAFE
method both with real and complexsgoelasticity matriceswhen damping was not
considered, the eigenvalues of the propagative modes had real values while the eigenvalues
of the evanescent modes had imaginary values. However, when the damping was included,
the eigenvalues of both typef modes had imaginary values. The SAFE solution with
material damping was applied to different kinds of structures including rail with a typical
crosssectional shape. For the rail, dispersion curves in terms of phase velocity, energy
velocity, and attenuatio (which was obtained due tbe incorporation of the material
damping intahe SAFE method) wreprovided up to 50 kHz.

In order to examine the guided waves in rail up to 80 kHz, dispersion curves were
created if67] using two methods. In the first method, a finite element model of the rail
whose length is hathe length of a typical rail span was formed and modal analysis was

performed. Correlating the frequency of the modes of tleglelmwith wavenumber,
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dispersion curves were created. In the second method, SAFE was used, and similar
dispersion curves were computed. In both approaches, the damping induced by the ralil
pads vasincorporated into finite element and SAFE models usinghéiraeous foundation
as this approach wasgood approximation of the effect of rail pads in frequencies higher
than 20 kHz. The dispersion curves showed that ifjany waves argropagating
simultaneously in the rail (ii) some wave modes exchange thesseational deformation
shapes with each other when these modes get very close to each other on the dispersion
curves, and (iii) most of the waves change their esessional deformations at different
frequencies (from global crosectional deformatioto local crosssection deformations
as the frequencies increase). Dispersion curve in terms of group velocity showed that the
wave speeds approach a fixed value as the frequencies increase. In order to demonstrate
which waves can be measured from the wdien measurement points are on different
sectiors of the rail crosssection, the dispersion graphs were replotted using highlighting
the energy of waves at different points on the rail. The considered points were the top and
side of therail head the sideof the web, andhetop of the rail foot. Next, to verify these
results, experiments were conducted. A rail was excited by an impact hammer as well as
an ultrasonic transducer. The recorded tfnreguency spectrums were converted to group
velocity and frguency graphs and then were compared with the ones obtained using SAFE.
It was observed in both approaches that a localized vertical bending wave propagates after
15 kHz in therail head and after 32 kHz, other vertical waves also appear irathieead

Since previous studies did not include the decay rates of propagating waves in the
rail headup to very high frequencies such as 80 kHz, and they did not also consider the
damping introduced by the rail pad68] carried out analytical formulations using Wave
Finite Element method (similar to $& method) as well as experimental work. In the

analytical work, rail pads were considered as continuous foundation (since this approach
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is a good approximation of energy loss due to rail pads in high frequencies). Consequently,
a rail ona continuous foudation was modeled. Using Taylor series approximatioa in
complex stiffness matrix (which accounted for material damping and the damping due to
rail pads), damped wave numbers were computedhandiecay rate was obtained using
the imaginary part of theave numbers. Loss factors (not depending on frequency) were
used for the damping values. The lowest decay rates were observed between 10 and 20
kHz, and it was also observed that decay rates were not affected much by the rail pads at
frequencies higher tha20 kHz due to waves being localized at different sections of the
railway track such asil head weh and foot. Next, impact hammer tests were carried out
in order to estimate the loss factor of rail and it was found out the experimental values were
not very different than the ones used in the analytical model. The results of the analytical
models with tle updated loss factor demonstrated that the minimum decay rates occur
between 20 kHz and 40 kHz. Afterward, the waves demonstrating more energy at three
different locatios on the rail crossection were highlighted on the dispersion and decay
rate curveslt was observed that the waves with minimum decay rates were the vertical
bending waves locally propagating in ragad. In the final step, measurements from a
railway track were obtained during the passage of several operating trains using
accelerometarattached on one side and underrtdiehead as well as on one side of the
rail web. Decay rates were obtained from the difference in magnitudes of acceleration
levels between two train positions. It was shown that the measured decay rates matched
the analytical ones. One additional observation in this study was that the -vaileel
interaction was able to excite the waves up to 90 kHz.

Since the dispersion curves of rail exhibit mode repulsion and crossing, which could
be difficult to distinguish[120]i nt r oduced a term call ed frepul

exhibits a very high peak value for two modes that repel each other at the particular
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frequency in which the repulsion oceuthis term is zero for two modes that cross each
other To introduce the term, the study used SAFE and the second derivative of eigenvalues
with respect to wavenumber and the first derivative of eigenvectors with respect to
wavenumber. The main outcomes of this study were as fall@wmor a symmetric rail,

only the symmetric and antisymmetric modes can cross each other while the same type of
modes can only repel each other, (ii) the mode shapes exchange within each other during
the repulsion, and (iii) if the rail is antisymmetric, only the mode repulstcars.An
experimental study in which ultrasonic transducers excited the specific modes that
exhibited repulsion showed that the analytical results matched the experimental results.
The comparison of these results was performed usingftageency plots bthe waves
obtained from the tests and the dispersion curves.

To better investigate the mode shapes of the guided wave modes and determine the
regions of the rail with high vibrational energ¥21] presented an imag#ased graphical
method where thredimensional displacement matrix of the mode shapes is converted into
2-dimensional RGB images. For this conversitie displacement values of points in the
meshed triangles which were obtained by SAFE were interpolated using shape functions,
then all the displacement values were converteddion2nsional RGB images. Histogram
processing, where the histograms of thr&eBRcolors (each has 255 values) are plotted
separately, wssuggested to evaluate the directions of the displacements that were shown
as vibrational energies on the-dinensional RGB images. Image Gradient and
Binarization vweresuggested to only plot thegh energy areas of thedmensional RGB
mode shape images that exceed a threshold. Furthermore, since it is difficult to classify the
wave modes of rails at higher frequencies using simple deformation terms such as
longitudinal, torsionaland bending,hte study used the-Kheans clustering algorithm to

automatically classify the behavior of mode shapes. As an example, the study classified the
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20 mode shapes at 35 kHz into 5 categories using #me&hs clustering algorithm: (i) 7
modes where the all ratkosssection deforms, (ii) 5 modes where the rail foot deforms,
(iif) 3 modes where theail headdeforms, (iv) one mode where the rail web shows torsional
deformation, and (v) 4 modes where mostly the rail web deformstnsional).

To account for theffect of axial load on the dispersion curves of faR22] adopted
SAFE which is modified to include the axial loads. This modification was performed by
including the additional terms thate proportional to the mag®atrix in the eigenvalue
formulation ofthe SAFE method. The wavenumber versus frequency and group velocity
versus frequency plots (including no axial stress and 200 MPa axial stress) were plotted as
well as the absolute and relative wavenumber sensit(titythe axial stress) versus
frequency plots. These plots (computed up to 100 kHz) demonstragesi{@ll influence
of axial load on the dispersion curves, and (ii) the twofi@guency flexural waves and
the modes with the higher frequency exhibited tighest sensitivity. In addition, an
experiment conducted in the study also supported the outcomes of SAFE results by
measuring the change in the group velocities in a rail considering the axial stress.

Another study[123] also analyzed the sensitivity of rail to axial stress using a
method called AESAFE where the acoustoelastic theory is combined thiéhSAFE
method. The dispersion curves presented in terms of the phase velaityecof the
symmetric and antisymmetric modes due to 400 MPa axial stress (computed up to 50 kHz)
demonstrated that the change in the phase velocities due to axial stress is generally negative

and that the antisymmetric modes are not sensitive to argabst

2.2MEASUREMENT OF RAIL VIBRATIONS UNDER MOVING RAIL CAR EXCITATION

The most efficient approach to examine rail vibrations under wideadxcitations

can be considered to besitu testind124]. However, thetudies focusing on rail vibration
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measurements under moving loads are limi{2@], [68]. Consequently, in order to
experimentally observe rail vibrations and propagating waves in the rail induced by the
wheetlrail interaction, insitu tests were performed in Temple, TX with the collaboration

of BNSF Raway Company. In these tests, measurements fronheaitl were collected

during the passage of an operating train. The considered frequency range was between O
and 70 kHz, covering both LF and HF ranges. The maximum considered frequency was
limited by themaximum frequency of the accelerometers. The tests were carried out on a
rail supported byspiketype fasteners. The frequency spectrums and mode shapes were
obtained using Frequency Domain Decomposition (FDD) metti2is].

There are two main goafer performing these Hsitu tests. The first one is to
examine if propagation zones and resonance modes are formed in the LF range in
tracks sincspiketype fasteners usually lose contact with rail under operational conditions,
eliminating the periodic stiffness contribution induced by the fasteners. The second goal is
to examine if the wheetil interaction was capable of creaifreely propagating waves
in therail headin the HF range.

Overall, three typeof tests were carried out. Section 1.2.1 explains these tests,
Section 1.2.2 explains the detailstbé FDD method, Section 1.2.3 presents the results,

and Section 1.2.4 sumarizes the main outcomes obtained from the tests.

2.2.1TestSetUps

The railway track consisted of wooden sleepers, spyige of fastenersand
A.R.E.M.A 136 Ib rail as shown ikigure6 (a). A picture of the test field is shown in
Figure6 (b). Overall, three different tests were performed. In each test, vibrations were
collected from sections located between consecutive sleepers (i.e., rail spans) using

accelerometers under moving train excitations. To investigate the dynamic responses up to
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70 KkHz, highfrequency accelerometers (PCB 532A60) were employ&te
accelerometerased in the tests are labeled in the form&dANa where T stands fahe
test,N; is the number of the test, A stands for accelerometeNaimgthe number of the

accelerometer.

— . Wooden Sleepers -
ORI e AT S =
TR :E)'-,.\ - -

-

b)

Figure6:  Picturesof: (a) The RailwayTrack ) The Test Fieldd) A Train Passage.

The details of the tests arefaows:

Test 1: The goal of this test is to observe the frequencies and mode shapes of a rail
span using nine accelerometers under moving train excitdigare 7 (a) shows the
configuration of accelerometers along the rail span widgire 7 (b) showsthe cross
sectional view of the instrumented spdrigure 7 (c) shows the picture of the

accelerometers artelgure7 (d) shows the passage of a train over the instrumented span.
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Rﬂ""'b‘ T1A1 T1A2 T1A3 TiA4 T1A5 T1A6 T1A7 T1A8 T1A9

Rail foot :
\—- r Accelerometer

Figure7:  Testl: (@ Configurationof Accelerometersh) CrossSectional Viewof the
Instrumented Spar) Passagef aRail Caroverthe Instrumented Rail Span.

Test 2:The purpose of this test to examine the mode shapes and frequencies of
three consecutive rail spans. Therefore, two accelerometers were placed at the first and
third quarters of each spas shown in Figure 3 (a). The length of the first span (S1),
second span (S2and third span (S3yere21, 27,and19 inches, respectively. S2 was the
span used in Test 1. Figure 3 (b) shows the picture of the accelerometers while Figure 3 (c)

shows the @ssage of a rail car over the instrumerseans.
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Figure8:  Test2: (@) Configurationof Accelerometersh) Pictureof Accelerometersa)
Passagef a Rail Caroverthe Instrumented Rail Spans.

Test 3:The goal of this testis to observe the crossectional mode shapes of the
rail. For this purpose, six accelerometers were placed on the ralsactésn of the span
S2; two under theail head(T3A1 and T3A4), and four on the rail foot (T3A2, T3A3,
T3A5, T3A6), as shown in Figure 4 (a). The picture of accelerometers (T3A4, T3A5, and

T3A6) is shown in Figure 4 (b).

Figure9: Test 3: (a) Configuration of Accelerometers (b) Picture of The
Accelerometers.
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2.2.2Frequency DomainDecomposition Method

In this researcha frequency domain decomposition (FDD) techniffib] was
used to identify the modal parameters (i.e., retilequencies and mode shapes) of a rall
span during the passage of a vehicle. The FDAnh@n-parametric technique used for the
modal identification of outpubnly systems, i.dan the case where the modal parameters
must be estimated without knowirttgtinput exciting the system. This technique estimates
the vibration modes from the spectral densities calculated, in the condition of a white noise
input (i.e., broadband excitation), and a lightly damped structure. For this purpose, the

relationship betwen the crospower density of outputs and inputs of a structure is used:

Y Q0 QY Q0 Q 2.0

In this equation}Y and’Y are the power spectrums of the input and outfus,

the frequency response matrix of a structif®es a particular frequency, superscripB

and O denote the conjugate transform and transpose, respectively. If the excitation

spectrum is fla(i.e., the input is assumed to be white noise), tfierns constant for allQ

Hence, the characteristic of output is not affected by the input. Conseqiiéntipntains

information only related to the frequency response of the systemiarghitulated as:

Y i 0do 1o 2.2

Y Q  OY i 2.3

whereX(t) andY(t) are the data recorded by any two sengassthe timey indicates the

difference in time,0 O is the statistical expectatioiQJ is the Fast Fourier Transform
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(FFT), and™Q corresponds to a particular frequency. Averaging and windowing are
performed during the crog®wer spectrum calculation in order to eliminate noise. In the
second stage, the singular value decomposition (SVD) of this matrix gives the frequencies

and modeshapes for each frequency:

YYY Y "Q (2.9

In this equation}Y is a matrix containing the mode shap®s, is the conjugate
transpose ofY, and"Y is a diagmal matrix containing the spectral amplitudes for each
frequency’Q The plot of'Y versus'Qproduces the spectral density graph. Peaks of this
graph specify the dynamic modal frequencies of a structure. Afterward, mode ehtpe

modal frequencies are extracted from the matfix
2.2.3 Results

2.2.3.1Test 1

The signal recorded from the accelerometer T1A5 (the accelerométernaid-
point of the instrumented rail span) is showFigurel0(a). The passage of the first wheel
and the last wheel of the train over the span are also spegififexifigure. From this signal,
four different 3 secondeng segments (called Segl]l Seg 12, Seg 13, and Seg 4,
respectively) were selected and amther shown in Figure 5 (b), (c), (d) and (e). Se 1
corresponds to the time before the passage of the first wheel while SagdlLSeg -4
correspond to the time during the passage of several wheel passages. The time instants
corresponding to the psage of the wheels over the instrumented spans were indicated
with AWPO on -8ctoeesgondgtathedirme whehehgmapnitude of the signal

was much higher than the average. Such a high magnitude response of the instrumented
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rail span couldesult from the passage of a heavier cargo car. The reason for selecting
segments from different regions of the recorded signal is to examine the rail dynamic
response under excitations induced by different sections of the trains. Consequently, more
insightinto the behavior of rail under moving operational trains can be gained.

From Seg 11, Seg 12, Seg 13, and Seg 4, half-secondong segments were
further chosen (called Seg 1A, Seg 1B, Seg 1C, and Seg 1D, respectively) and displayed
in Figure10 (f), (g), (h) and (i). Seg 1A corresponds to the time before the passage of the
first wheel over the instrumented span, Seg 1B and 1D corresponds to the time between
the pasage of two consecutive wheels, and Seg 1C corresponded to one of the high
magnitude response peaks.

In order to obtain the frequency spectrums and mode shapes, signals recorded from
all the accelerometers are analyzed simultaneously. Consequentlygcasalome
intervals of Seg 1A, Seg 1B, Seg,Hdd Seg 1D were used to analyze all the accelerometer

signals.
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FigurelO: Test 1i RecordedSignals: (a)Entire Signal (b) Seg 41 (c) Seg 12 (d) Seg
1-3 (e) Seg 4 (f) Seg 1A (¢ Seg 1B (g) Seg 1C (i) Seg 1D.

Signals Seg 1A, Seg 1B, Seg HadSeg 1D (obtained from accelerometer T1A5)
and the frequency spectrums obtained from all the accelerometer signals are shown in
Figure1ll. The spectrums were plotted up to 60 kHz since the behavior between 60 kHz

and 70 kHzavassimilar (this is valid for all the frequency spectrums presented in the results
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section).The figure shows that the spectrum o§3&\, Seg 1B, and Seg 1D are similar:
having high magnitude responses at low frequencies and frequencies between 6 kHz and
20 kHz. The highest response between 6 kHz and 20 kHz was observed around 8 and 11
kHz. The spectrum of Seg C demonstrated high resggbetween 8 kHz and 20 kHz, with

the highest response being around 13 kHz. Consequentiyght be concluded that the
response between 6 kHz and 20 kHthes mossensitive to thexcitation mechanism and

frequency contertf the forces induced byitavheel interactions

1500

o
=]
S

Acceleration (g)
| | }
3
3

2
Power (g“/Hz)
2
8
(=3
|

"

o

0 10 20 30 40 50 60
Frequency (kHz)
3000
b) _= ~
8 N
[\EE 2000
%o 2
3 ]
8 Z 1000
< a
-20
46.25 46.35 46.45 46.56 46.65 46.75 Bl ot
Time (s) 0
0 10 20 30 40 50 60
Frequency (kHz)
4210
c) _ . —— :
2 100 w3
8 =
® (=]
3 0 ]
3 g
g
< 8
-100 . . - ‘ ol
54.25 54,35 54.45 54,55 54,65 54.75
Time (s) 0— - — -
0 10 20 30 40 50 60

Frequency (kHz)

d) s

2
g 5
8
8
40t .
98.25 98.35 98.45 98.55 98.65 98.75 J
Time (s) 0

I
0 10 20 30 40 50 60
Frequency (kHz)

Figurell Test 1i AnalyzedSignal Segments and Their Frequency SpectrasSeg
1A (b) Seg 1B (c) Seg 1C (d) Seg 1D.

Due to the high amplitude responses accumulated at specific frequency ranges in

the spectrumshown in Figurell, the behavior of the spectrums at otinequencies is not
77



visible. ThereforefFigure12 shows separately four different regions kHz, 5 kHz- 25

kHz, 25 kHz- 45 kHz, 45 kHz- 60 kHz) ofthe spectrums. Based diigure 12, it is
concluded that the wheel can excite the rail up to very high frequencies. To examine the
mode shapes, the spech of Seg 1D was chosen (mode shapes obtained from other signal
segments exhibited similar behavior). Four peaks between 0 and 5 kHz, six peaks between
5 kHz and 25 kHz, seven peaks between 25 kHz and 45akidzhree peaksetwee5

kHzand 60 kHzwere hosen. The chosen pg@lg). are mar ked
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Figurel2  Test 1i Zoomed Sections dhe Frequency Spectrums Obtairisain the
Signals (a) Seg 1A (b) Seg 1B (c) Seg 1C (d) Seg 1D.

Figure 13 displays the first ten mode shapes which cooedpo the frequencies
up to 25 kHz whileFigure 14 displays the last ten mode shapes which correspond to the
frequencies after 25 kHz. The frequenaxshe mode shapes are also specified in these
figures. None of the mode shapes resembles any expected resonance mode shapes (e.g.

mode shapes of thé{12"Y, 39 é modes). This is due to the fact that the spike type of
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fasteners did not impose any fome the rails. Consequently, the rail did not behave like

a multispan beam whose spans were restricted by the fasteners. As a result, the waves
induced by the wheel could propagate freely without forming any resonance frequencies at
the rail spans. For exple,let usconsider the mode shape at 1574 Hz. This mode shape
should have been close to the shape of a first mode if the rail span was restrained by the
fasteners. However, this mode shape resembles the shape of a wave propagating freely. It
is expectd that the fluctuations of the mode shapes should increase at higher frequencies
since the waves at higher frequencies have lower wavelengths. Therefore, all the twenty
mode shapes were plotted with the purpose of finding a pattern in the mode shapes.
However, the mode shapes seem to have no specific pattern. This can be attributed to the
fact that 9 accelerometers were not enough to capture the increasing fluctuating behavior

of mode shapes at higher frequencies.
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2.2.3.2Test2

The signal recorded from the accelerometer T2A3 is shovalgure 15 (a). The

passage of the first wheel and the last wheel of the train are again spedifiedigure.

From this signal, four different 3 secoAdsg segments (called Segl2Seg 21, Seqg 2

3, and Seg 4, respectively) were selected and are further showingure 15 (b), (c), (d)

and (e). Seg-1 corresponds to the time before the passage of the first wheel while Seg 2

2 and Seg 24 correspond to the time during the passage of several wheel passages. The

time instants corresponding to the passage of the wheels over the instrumented span (S2)
were again indicated wi-3vwas dhoshdo have a siffme f i gur
segment in which the magnitude of the signal was much higher than the average.

From Seg 21, Seg 22, Seg 23, and Seg 2, half-secondong segments were
further chosen (called Seg 2A, Seg 2B, Seg 2C, and Seg 2D, respectively) and displayed
in Figurel5 (), (9), (h) and (i). Seg 2A corresponds to the time before the passage of the
first wheel over the instrumented span, Seg 2C and 2D correspond to the time bletween t
passage of two consecutive wheels, and Seg 2B corresponded to one of-thadnghde
response peaks

The process applied in Test 1 was again used for obtaining the frequencies and
mode shapes from accelerometer signals recorded in Test 2. anaiogougarvals of

Seg 2A, Seg 2B, Seg 2énd Seg 2D were used to analyze all the accelerometer signals.
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spectrum of each span was analyzed to investigate if the rail spans exhibited different
frequency responses. For this purpose, the spectfoiotagined from two accelerometer

signals for each span) were plotted togetkggure 16 (a), (b), (c) and (d) show four

a)

C
€ 1
S
-@ 1
k= T
3 Ly
< P .
200" - : -
204 40 60
Passage
of the first
wheel
Seg 2-1 Seg 2A
b) G 1 1
s
S
T 0
o
@
3
<
-10
19 19.5 20 205 21 215 22
Time (s)
Seg 2-3 Seg 2C
—_ v T
d =
=
S
g 0
@
Q
<
-200
118 1185 119
Time (s)
Seg 2A
f) 10
]
c
S
g 0
o
@
3
oL
-10
20 20.1 202 203 20.4 205
Time (s)
Seg 2C
h)
]
[
S
s 9
o
[V]
3
L4
-200
120 120.1 120.2 120.3 120.4 120.5
Time (s)
Figurel5:

c)

e)

g)

100 0 140* 160
Passage
of the last
wheel
Seg 2-2
20

Acceleration (g)
[=]

(%]
=]

80

80.5 81 a1.
Time (s)

79.5

Seg 24 Seg 2D
20 1 T

I 1
1

WP

Acceleration (g)
f=]

il
wp ! !
20 L 1 .
125 125.5 126 126.5 127 1275 128
Time (s)
Seg 2B
10y
=
c
k=l
@
@
@
o
o
<
Bl i " " "
81 811 81.2 B81.3 81.4 81.5
Time (s)
Seg 2D
El
c
k=
®
k7
@
[&]
o
<
10 "
125.5 125.6 125.7 125.8 125.9 126
Time (s)

Test 2i RecordedSignals: (a)Entire signal (b) Seg-2 (c) Seg 2 (d) Seg

2-3 (e) Seg 2 (f) Seg 2A (g)Seg 2B (g) Seg 2C (i) Seg 2D.

Since the responses were collected from three different rail spans in this test, the
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different regions of the spectrums for cleasibility. The time of the analyzed signals
corresponds to the analogous time interval of Seg 2D (the results obtained using the time
intervals of other segments exhibited similar behaviagure16 shows that even though

the magnitude of responses seemed to be different for some spans at some frequency ranges
(e.g. between-41 kHz for span 3), the behavior of the spectrums is similar (high amplitude
responses of each span appear at same frequegions). If rail spans were restricted by

the fasteners, each span would have its high amplitude responses at different regions of the
spectrums since the resonance frequencies would be different due to different lengths of
each span. This concludes thiathe fasteners did not affect the frequency behavior of the
spans andi) the rail behaved like a continuous beam where waves could propagate freely.
This outcome validates the results of Test 1, which also concluded that the rail was not
affected by tk fastener connections. In Test 1, such a conclusion was reached by using the
mode shapes while it was reached in Test 2 by using the frequency spectrums obtained

from three consecutive rail spans (each having different lengths).
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Since it was validated that the rail behaved like a continuous beam, the signals
obtained fom all the accelerometers (placed on three spans) were analyzed simultaneously
to investigate the frequency response of the rail for different time segments. Signals Seg
2A, Seg 2B, Seg 2Cand Seg 2D and the frequency spectrums obtained from all the

accekrometer signals are shownRkigurel7. The figure shows that the spectrum of Seg
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2B and Seg 2C are similar: having high magnitude responses at low frequencies and
frequencies between 8 kHz and 19 kHz, with the highest peaks being observed around 8
and 10 kHz. The spectrum of Seg A demonstrated high responses between 12 kHz and 20
kHz and between 23 kHz and 27 kHz with the highest peak being around 16 kHz. This
might be attributed to the fact that the locomotive section of the train (the first section of
the train passing over the instrumented span) excited different frequencies more
considerably compared to the other sections of the train. The spectrum of Seg C
demongtated periodic high amplitude peaks (at 9 kHz, 18 kHz, 27 kHz, and 36 kHz). Such

a periodic excitatiomight be due to an engine or another machinery component passing

over the instrumented span.
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Due to the high amplitude responses accumulated at specific frequency ranges in
the spectrumshown in Figurel7, the behavior of the spectrums at other frequenciestis n
visible. ThereforefFigure18shows separately four different regions kHz, 5 kHz- 25
kHz, 25 kHz- 45 kHz, 45 kHz- 60 kHz) of the spectrums. Based on thgufe, it is
concluded again that the wheels can excite the rail up to very high frequencies. To examine
the mode shapes, the spectrum of Seg 2D was chosen (mode shapes obtained from other
segments exhibited similar shapes). Four peaks between 0 and $xpizaks between 5
kHz and 25 kHz, seven peaks between 25 kHz and 45dddizthree peaks from 45 kHz

and 60 kHz were chosen. ThEguelB@dsen peaks
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Figure 19 displays the first ten mode shapes which correspond to the frequencies
up to 25 kHz whilerigure 20 disgays the last ten mode shapes which correspond to the
frequencies after 25 kHz. The frequencies of the mode shapes are also specified in these
figures. Nane of the mode shapes resembles any expected resonance mode shapes (e.g.

mode shapes of the'12", 39 é modes). This outcome is expected as it was already
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validated in Test 1 and Test 2 that the rail behaved like a continuous beam. All twenty
mode shapes were plotted with the purpose of finding a pattern in the mode shapes.

However, the mode shapesesn to have no specific pattern similar to the mode shapes

obtained in Test 1.
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2.2.3.3Test3

The signal recorded from the accelerometer T3A2 is shovalgure21 (a). The
passage of the first wheel and the last wheel of the train are again spedifiedigure.
From this signal, four different 3 secoAdsg segments (called Segl3Seg 31, Seg 3
3, and Seg 3!, respectively) were selected and are further showingure21 (b), (c), (d)
and (e). Seg-3 corresponds to the time before the passégfee first wheel while Seg-3
3 and Seg -3l correspond to the time during the passage of several wheel passages. The
time instants corresponding to the passage of the wheels over the instrumented span were
again indicated wit h-2viag/thosenamhave h signdl segmemt e s .
where the magnitude of the signal was much higher than the average.

From Seg 3L, Seg 2, Seg 3, and Seg 34, half-secondong segments were
further chosen (called Seg 3A, Seg 3B, Seg 3C, and Seg 3D, respectinedisplayed
in Figure21 (f), (9), (h) and (i). Seg 3A corresponds to the time before the passage of the
first wheel over the instrumented span, SegB@ 3D correspond to the time between the
passage of two consecutive wheels, and BagpBesponded to one of the higlagnitude
response peaks.

The process applied in Test 1 and Test 2 was again used for obtaining the
frequencies and mode shapes frotuederometer signals recorded in Test 3: analogous
time intervals of Seg 3A, Seg 3B, Seqg,3dd Seg 3D were used to analyze all the

accelerometer signals.
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Signals Seg 3A, Seg 3B, Seg 3C, Seg 3D and the frequency spectrums obtained
from all the accelerometer signals whose time intervals correspond to the time interval of
Seg 3A,Seg 3B, Seg 3C, and Seg 3D are showhigure22. The figure shows that the

spectrum of Seg 3A and Seg 3C are similar: having high magnitude responses at low
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frequences and frequencies between 6 kHz and 20. The spectrum of Seg Biytras
magnitude responses at low frequencies as well. However, the second region of high
responses is located between 5 and 10 kHz. The spectrum of Seg 3B contains high
responses at arour2®, 26 and 29 kHz. Consequently, it can be again concluded that the
response between 6 kHz and 20 kHmigst sensitive to theexcitation mechanism and

frequency content of the forces induced by wraélinteractions.
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Figure22: Test 3i AnalyzedSignal Segments and Their Frequency Spectru@asSeg
3A (b) Seg 3B (c) Seg 3C (d) Seg 3D.

Due to the high amplitude responses accumulated at specific frequency ranges in

the spectrumshown in Figure22, the behavior of the spectrums at other frequencies is not
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visible. ThereforefFigure23shows separately four different regions kHz, 5 kHz- 25

kHz, 25 kHz- 45 kHz, 45 kHz 70 kHz) of the spectrums. Basedfigure 23, it is again
concluded that the wheel can excite the rail up to very high frequencies. To examine the
mode shapes, the spectrum of Seg 3D was chosen (mode shapes obtained from other
segments exhibited similar shapes). Four peaks between 0 and 5 kHz, six peaks®etween
kHz and 25 kHz, seven peaks between 25 kHz and 45dddzseven peaks from 45 kHz

and 60 kHz were chosen. ThEgue23¢dsen peaks
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Figure24 demonstrates the cresectional mode shapes at 25 different frequencies

(top

are waves propagating at tlal foot and head up to 70 kH@j) thecrosssection exhibits
global deformation patterns the LF range (up to 10 kHz), an@i) the crosssectional

deformations are localized on either rail foot orrfi€headas the frequency increases.
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2.2.4 Summary

The results ofthe insitu tests carried out in Temple, TWere presentedHigh
frequency accelerometers were used in the tests toctotieasurements from an
operational railway track. In the first test, a rail span was instrumented with nine
accelerometers along the span, in the second test, three consecutive rail spans having
different lengths were instrumented with 2 accelerometarshd third test, the cross
section of the rail is instrumented with six accelerometers at theomd of the rail span.

Four different signal segments were analyzed in each test to gain insight into rail dynamics.
Each segment corresponded to the passéglifferent sections of the operational trains.
The main outcomes of these tests arbews:

1. The spike type of fasteners does not restrain the rail, consequently, resonance

frequencies and mode shapes are not formed in railway tracks consistiikeof s

type fasteners.

2. The wheelrail interactionsan excite rail up to 70 kHActually, such interactions

can excite rail even at frequencies higher than 70 kHz since frequency spectrums

including frequencies higher than 70 kHz exhibited frequency content after 70 kHz.

However such spectrums were not presented here since theitudmpind phase

information after 70 kHz might not be precise due to exceeding the maximum

frequency of the accelerometers.

3. There are propagating waves in tlad headaroundup to 70 kHz,the waves at
lower frequencies exhibit global cressctional defomations, while the waves at
higher frequencies exhibit localized cresectional deformations

4. The vibrations and wavesduced by the raiwheel excitationan be used to

developadamage detectiosystem

98



CHAPTER 3: PRELIMINARY TESTS OF RAIL VIBRATI ON
MEASUREMENTS WITH A LASER DOPPLER VIBROMETER
(LDV) PLACED ON A MOVING PLATFORM

This chapter presents the preliminary tests performed at TTCI, Colorado with the
purpose of assessing the feasibility of recording rail vibrations through an LDV placed on
amoving rail car. Accordingly, the results could be used to motivate the potential use of
LDVs in a rail defect detection system.

In particular, a LDV is usedto record the vibrations induced by the whesl
interaction forces from a movingil car. Normally, the wheetrail interaction forces are
unknown, thus the modal identification has to be carrietblytbased on the responses
(i.e., outputonly system)For this purposea linear identification method based BRD
(introduced in Section 2.2.8 used to determine the modal parameters of a rail span from
measurements collected by the LDRe reason for using modal parameters of the rail to
compardhe LDV measurementsgith accelerometer measuremeistthat such parameters
(e.g., first, secondand third pirpin mode frequencies) are the oslymmonparameters
that can be obtained from the frequency spectrurboth theLDV and accelerometer
measurementsince they appearas peakdocated at particular frequency valuesthe
spestrums. Mode shags, damping ratigend wave propagation characteristics could not
be used for the comparison since (i) mode shapes and dampingaoatohsot be obtained
with one LDV thatwasmoving over the rail, (ii) the distance betwedbe LDV and the
wheels of therail car was nofar enough toclearly show the pass band zonesthe
spectrunsince the wavewhose frequencies ane stop bandgould not beattenuateds
they did not travel over several rail spaasd (iii) the waveshaving high frequencies
propagate freely without resulting in any distinct featurésefrequency and timelomain

which can be used for comparison.
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Furthermore, in order to identify the LDW¥me segments corresponding to rail
spans a positioning system baset the sleeper passing frequency is introduced. The
results obtained from the LDV on the movingl car were compared with the ones
obtained fronthe accelerometer&hich were in contact with the rail

Section 3.1 introduces the positioning system basesleeper passing frequency.

Field tests are described in Section 3.2. Results are presented in Section 3.3. Finally, the

summary of the results is discussed in Section 3.4.

3.1LDV POSITIONING BASED ON SLEEPER PASSING FREQUENCY

Consider a bogie instrumentedth an LDV system, moving along sleeper
supported raiat a steady speeglas shown in Figure5 (a). When aail carwheelpasses
over the sleeper, it is subjected to a dynamic force. Assuming a constant bogie speed and
the same distance between pks, the amplitude of the acceleration caused by the

dynamic force varies cyclically at the-salled sleeper passing frequerit26]:

Q- (3.1)

whereQ is the distance between two consecutive sleepers (i.e., rail span). In
particular, the maximum acceleration induced by the dynamic force occurs when the wheel

passes over the sleepers, as shown in FRfu(e).
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- .. . Time segments corresponding to the
a) VB Ya Vi b) passage of the back-wheel over rail spans

Figure25: A Rail Car Bogie Moving Along a Discretely Supported Rail: &)V
System Placed on the Bogie (b) Vertical Acceleration of the Back Wheel of
the BogieFiltered at the Sleeper Passing Frequency.

In order to identify the LDV measurements corresponding to a rail span, a
procedure that utilizes the sleeper passing frequency is proposed. The procedure consists
of two steps. In the first steghe time segmerdorresponding to the passage of the back
wheel over a rail span is obtained from the vertical acceleration measured at the LDV
location. This is accomplished by placing an accelerometer on the LDV. The accelerometer
signal (seéigure26(a)) is bandpass filtereat"Q The filtered signal is displayed kigure
26 (b). Then, the filtered signal is shifted forward by a phase, as shokigure 26 (c).

The value of this phase depends on the distamcas , ‘O, and the verticahccelerations
induced on the back and front wheels by the cyclic dynamic forcesu{i.andw ). The

time segments between two peaks of the shifted signal correspond to the passage of the
backwheel over rail spangzinally, in the second stefhe® segments are shifted by a
second phases shown irfFigure 26 (d). The value of this second phase depends on the
distance) . These new timeegmentsire the outpubf the proposed positioning approach

and they correspond to the passage of the LDV location over rail §gesombination
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of these segmentgith theLDV signalallows the identification of theDV measurements

corresponding to rail spaKisigure 26 (e)).
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In thefirst step, & is obtained from the accelerometer signal assuming the bogie is

rigid:

w O0Mw 07w (3.2)

In this equationd /0 and0 /0 are the weighting factors depending on the location
of the LDV along the bogie. Signals andw have the same frequency @but a different

phase (i.€):

G O 3.3)

o O D ® (34)

In these equationsy and® are the amplitudes @b andw , respectively. The
reason thato andw have different phases becausef the distancéetween the wheegls
which is not equal to an exact multiple of the span lengthHigeee25 (a)). For simplicity,
the phase ofo is assumed to be zero. Since theipd of the signal corresponding to the
passage of the wheel over the rail sparf ist@e phase is equal tog“ 'OfQ . Further|
is positive sinceéhefront wheel passes over sleepers before the back whsiag Eq. 3.2,

the weighted sum ab andw yields:

O 0w - (3.5

In this equations represents the phasef. To find w , the accelerometer signal

is passband filteredt the "Qcalculated by using Eq. 3.1. To obtain, « should be
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calculated. Since the phase difference betwdeandw is *, w is found by shifting
w forward by a phase of. The calculation of is carried out by using the superposition
of two sanefrequency waves (specificallp andw ) that havea phase difference of

[127]:

(3.6

If ® and® are not measured, an estimatafrthe minimum and maximum ratios
of @ and® can be maddn this casgee attains its minimum value () if ®>&, and
maximum value { ) if @W>®. To obtainw corresponding to the maximum and
minimum wheel force ratios, one has shift by ° and-e , respectively.The
actual acceleration signal is located somewhere in between these two shifted signals. If
only the time segment common in one period of these shifted signals is considered, it
always corresponds a portion of a rail span (s€eyure27). Consequently, this procedure
creates uncertaingndeliminated time segments corresponding to the passage of the back
wheel over rail spans. As shownkigure27, suchasegment can be found blyscarding

a egment corresponding to the phase:

e e (3.7)

from the end of each period of the signal shifted by .
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Figure27. Calculationof UncertaintyEliminated Time Segments Corresponding to the
Passage of the Back Wheel over a Rail Span.

In the second step, thencertaintyeliminated segmentare shiftedoackwardby

another phase:

S (3.9

to find the time segments corresponding to the passage of the LDV location over rail spans
(SeeFigure & (d)). These new time segments are the output of the proposed positioning
approach and they can be combined with the LDV signal to identify measuieem

corresponding to rail spans (see Figutée)).
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3.2 EXPERIMENTS

Field tests were conducted at Transportation Technology Center (TTC) in Pueblo,
CO. The railway tracks consisted of concrete sleepers and fast clip fasteners. The rail
section was a 136 1(61.68 kg) A.R.E.A (American Railway Engineering Association)
and the length of rail spans was 0.6 m (1. 96 ft). Two experimental setups were designed.
First, accelerometers were used to measure the dynamic response on a rail span during the
passage of gehicle along the track. Then, the response of the rail span was measured by

using an LDV mounted on the moving vehicle.

3.2.1Measurementwith Accelerometers

During the first set of testthree accelerometersd., PCB 352C65) were placed
under arail span and connected to a data acquisition systemRXI 4462).A custom
madeLabVIEW (National Instrumentgoderunningon a laptop was used to control the
data acquisition systerithe acelerometers were placedth an equal distance between
eachother and fasteneras shown in Figur8. The sampling frequency wa®t to10
kHz, in order to identify vibration modes up to 5 kHz. Vibration measurements were
conducted otthe instrumented spaluring the passage of a vehicleairfdifferent speeds

which are8 km/h (5mph), 16km/h (10mph), 24km/h (20mph),and 32km/h (30mph).
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Figure28. Experimental setupnstrumentedail spanduring the passage of a vehicle.

3.2.2Measurement with an LDV onMoving Rail Car

During the second set tdsts rail vibrationsweremeasuredby usingan LDV (i.e.,
Polytech OFV505) mountedon the moving vehicle. Four differenttest speeds were
considered8 km/h 6 mph), 16 km/H10mph),35 km/h 2 mph), and45 km/h 8 mpl).
Therailway vehicle used during the tests consists of four bogieshasn inFigure 29.

The LDV was mouted on the bogidhereinafter referred to d@isbgie no.D .

Direction of movement

1 1
[ | | | . |
Bogie no.4 Bogie no.3 Bogie no.2
I I Y M ' T
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Figure29: Schematiof the Railway Vehicle Duringhe Field Tests

An acceleromete(PCB 352A60) was placed on tleeser head in order to: (1)
eliminate the vibrations of the LDV from the recorded signals, and (2) to find the relative

location of the LDV along rail spans. An additioaatelerometer (PCB 352A60) walso
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mountedon theL D V Batderwith the aim of morbring the vibration levels of the holder
Moreover, a camera wased to identify any physical damage occurred to the LDV during

testing. An overview of the experimental setup is showfigare 30.

Camera e

"

Accelerometer y
on the LDV

Accelerometer
\ on the holder

Figure30: ExperimentaSetup:.LDV Mountedon the Rail Vehicle

Both the LDV and accelerometers were connected to the same data acquisition
system. The controller of thdDV anddata acquisition systems were located inside the car
cabin during the moving LDV testSigure 31 shows the entire configuration diagranie
sampling frequency waset to40 kHz.Tracking filter was used in the settings of the LDV
controller to minimize the effects of speckle ndik28]. This is a type of noise that occurs
because the laser is not stationary with respect to its target surface. Without this filter,
specklenoise resultin artificial peaks in the recorded sign§l®9]. Such artificial peaks

can causeloss of sigal segments that are required for the analysis.
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LDV Controller

Cabin of the rail car £ \ /

Figure31 Overviewof the Data Acquisition System Setup) Data Acquisition
System Inside¢he Rail Vehicle, If) Schematiof the Experimental Setujg)(
LDV Controller Inside tkB Vehicle

3.3RESULTS

This section presents the results of the accelerometer and LDV measurements.

3.3.1Accelerometer Measurements

The results obtained with the first experimental setup Fsgere 28) are here
reported.Figure 32 shows a sampleéme historyrecorded by the accelerometer plaetd
the md-point of the rail spanThesignal was recordeduring the passage of the vehicle at
the speed 082 km/h (20 mpl). Eight peakscan be observed in FiguB2 (a). Each peak
corresponds to the passage of a wheel over the rail spaegient of the signal
corresponihg to the passage of the bogistrumented with the LDV is shown Figure
32 (h).

Thesignalused to identify the bending mode is shown in Fi@2€c). This signal
corresponds to the time segment if it was recorded ypdhmounted on the bogie no.1.
It was calculated based on the location of the LDV relative to the wheels of the bogie no.1.
It is important to use this accelerometer signal segment éidintification. This is

because the effects of the additional mass and forugsced by the moving rail caon
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the identification results stay approximately consistent in the accelerometer and LDV tests.

Consequently, the results from both tests Gandmpared.
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Figure32 SignalRecordedy the Accelerometer Locatetl Mid-Pointof the Rail
Span (Rail Car Speed: &/h Correspondingo 20mph): @ Duringthe
Passagef Rail Car p) Duringthe Passagef theBogieNo.1 () During
The Passagef LDV.

In order to obtain the modal frequencies and shdpeBDD method was adopted.
This method requires the input to have broadband frequency c@raerthis is different
from the broadband noise component ofgheckle noise)n the current study, the input
was provided by the forsenduced on the rails by moving wheels. However, meagurin
theseforcesis achallengingask[130], which was not carried out in this papEnerefore
to investigate the exation spectrunnducedby thewheels, the response of the rail span
was analyzedyy timefrequency analysis. In particulaa continuous wavelet transform
(CWT) based on a complex Morlet mother wavelet was {58d], and the results are
shown inFigure33. It can be observed thall of the frequencies up to 5 kHz were excited
duringthewheel passages.
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Figure33: CWT Coefficientsof the Signal Recordefilomthe Acelerometer Located
at theMid-Pointof the Rail Span Durinthe Rail Car Passage (Bé/h
Correspondingo 20mph).

Afterward, the signal segment shown kigure 32 (c) was analyzedising FDD,

and the resulting spectrum is showrfigure 34.
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Figure34: FDD Spectrunof the Signals Obtainealy Three Accelerometeuring the
Passagef theLDV.
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Since the current study focuses on only the first theselingmodes, the spectrum
presented ifrigure34displaysthe results sepately bandpass filtered around these modes.
Specifically, the filter was raeightorder Butterworth witha bandwidth of15 Hz. To
identify the first thredbendingmodes, mode shapes were used [sgere 35). Based on
the mode shapes, the first thpae-pin bendingrequencies were found at47, 2966, and
4223 Hz, respectively. These identified modes were found to be in agreement with other

studes[132], [133]
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Figure35: ldentifiedModeShapes: (a) $Mode (b) 2¢Mode (c) ¥ Mode

To validate the fact that the modal frequencies and shapes could be acquired by a
linear system identification method time-frequency analysis is performegainusing
CWT. Initially, as in the previous stethe signal shown ifrigure 32 (c) wasbandpass
filtered around the®, 2" and 39 pin-pin mode frequencies identified by FDD. Afterward,

CWT was carried out on the filtered signasshown inFigure 36.
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Figure36: Time-Frequency Analysisf Signal Recordedtly the Accelerometer Located
at Mid-Pointduring Rail Car Passage (8h/h equalsto 20mph): (@) 1
Mode (b) 2" Mode (c) 3 Mode.

Results show that the frequencies of each modedtaystant during the duration
of the recorded signals. As a result, it was concluded that the rail span déhasdy
during the passage of the LDV. Therefore, the iappbn of the linear system

identification method (i.e. FDD) was suitaldtedetermine the bending modes

3.3.2LDV Measurements

In the moving LDV tests, since the LDVasconnected to the rail car by a holder
frame, it recorddthe vibrations of the ragar as well agail vibrations.

In order to eliminate the rail car vibrations from the LDV measurements, an
accelerometer was mounted on the LO”#st, the LDV signals were differentiated to
obtain accelerati@becaus¢éhe LDV could provide justelocity measurementd henthe
accelerometer signal, shownkigure 37 (a), wassubtracted from the differentiated LDV
signals.Figure37 (b) showsa snapshot of the diffengated LDV signal as well as thail
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