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Abstract
Bodlaender et al.’s [6] cross-composition technique is a popular method for excluding polynomial-
size problem kernels for NP-hard parameterized problems. We present a new technique exploiting
triangle-based fractal structures for extending the range of applicability of cross-compositions.
Our technique makes it possible to prove new no-polynomial-kernel results for a number of
problems dealing with length-bounded cuts. Roughly speaking, our new technique combines
the advantages of serial and parallel composition. In particular, answering an open question
of Golovach and Thilikos [13], we show that, unless NP ⊆ coNP / poly, the NP-hard Length-
Bounded Edge-Cut problem (delete at most k edges such that the resulting graph has no s-t
path of length shorter than `) parameterized by the combination of k and ` has no polynomial-
size problem kernel. Our framework applies to planar as well as directed variants of the basic
problems and also applies to both edge and vertex deletion problems.
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25:2 Fractals for Kernelization Lower Bounds

1 Introduction

Lower bounds are of central concern all over computational complexity analysis. With
respect to fixed-parameter tractable problems, currently there are two main streams in this
context: (i) ETH-based lower bounds for the running times of exact algorithms [18] and
(ii) lower bounds on problem kernel sizes; more specifically, the exclusion of polynomial-size
problem kernels [17]. Both these research directions for lower bounds rely on plausible
complexity-theoretic assumptions, namely the Exponential-Time Hypothesis (ETH) and
NP 6⊆ coNP /poly, respectively. In this work, we contribute to the second research direction,
developing a new technique that exploits a triangle-based fractal structure in order to exclude
polynomial-size problem kernels (polynomial kernels for short) for edge and vertex deletion
problems in the context of length-bounded cuts.

Kernelization is a key method for designing fixed-parameter algorithms [14, 17]; among
all techniques of parameterized algorithm design, it has the presumably greatest potential
for delivering practically relevant algorithms. Hence, it is of key interest to explore its power
and its limitations. In a nutshell, the fundamental idea of kernelization is as follows. Given
a parameterized problem instance I with parameter k, in polynomial time preprocess I by
applying data reduction rules in order to simplify it and reduce it to an “equivalent” instance
(so-called (problem) kernel) of the same problem. For NP-hard problems the best one can
hope for is a problem kernel of size polynomial in the parameter k. In a way, one may
interpret kernelization (requested to run in polynomial time) as an “exact counterpart” of
polynomial-time approximation algorithms. Indeed, linear-size problem kernels often imply
constant-factor approximation algorithms [20, page 15]. Approximation algorithmics has
a highly developed theory (having produced concepts such as MaxSNP-hardness and the
famous PCP theory) for proving (relative to some plausible complexity-theoretic assumption)
lower bounds on the approximation factors [24].

It is fair to say that in the younger field of kernelization the arsenal for proving lower
bounds (particularly excluding polynomial kernels) so far is of smaller scope and needs
further development. The most influential result in this context is due to Bodlaender et
al. [5] and Fortnow and Santhanam [12]: Based on the assumption NP 6⊆ coNP / poly, it is
shown that e.g. the NP-hard graph problem Longest Path parameterized by solution size
has no polynomial kernel. The core tool for showing this are so-called “OR-compositions”.
To ease the use of this kernel-lower-bound framework, one natural idea is to use “polynomial
parameter transformations”, that is, a form of “parameter-preserving reductions” [7, 10].
An easier-to-use generalization of the OR-composition technique is given by so-called OR-
cross-compositions [6]. Currently, these two approaches constitute the known core tools
to exclude polynomial kernels. Building on OR-cross-compositions, we add a further tool
(which we baptized “fractalism”) in order to extend the range of problems to be addressed by
OR-cross-compositions. The usefulness of our new technique is substantiated by resolving an
open problem posed by Golovach and Thilikos [13], here specifically applying our technique
to the NP-hard Length-Bounded Edge-Cut problem.

Next, we discuss in some more detail OR-(cross)-compositions. Roughly speaking, the
idea behind an OR-composition for a parameterized problem is to encode the logical “or” of
t instances with parameter value k into a single instance of the same problem with parameter
value k′ = kO(1). In particular, given t instances, the obtained instance is a yes-instance if
and only if at least one of the given instances is a yes-instance. If an OR-composition is
possible, then this excludes polynomial kernels. Whereas in OR-compositions one combines
instances of an NP-hard parameterized problem into one instance of a parameterized problem,
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in OR-cross-compositions one combines instances of classical NP-hard problems into one
instance of a parameterized problem (see Section 2 for details and formal definitions).

While for some problems, for example Longest Path with parameter solution size [5],
a simple disjoint union yields the desired OR-composition, other problems seem to require
involved constructions, for example Set Cover with parameter universe size [10]. Indeed,
devising a cross-composition can be quite challenging and the task becomes even harder
when considering several, seemingly orthogonal parameterizations at once. To illustrate the
problem with such combined parameters, let us consider the problem Length-Bounded
Edge-Cut (LBEC). Herein, an undirected graph G = (V,E) with s, t ∈ V , and two integers
k, ` ∈ N are given, and the question is whether it is possible to delete at most k edges such
that the shortest s-t path is of length at least `. Using a simple branching algorithm, one can
show that LBEC(k, `) is fixed-parameter tractable for the combined parameter (k, `) [13, 3].
To exclude the existence of a polynomial kernel for LBEC(k, `), we would like to apply the
OR-cross-composition framework to the problem, and as a natural candidate for the input
problem we decide for LBEC itself.

A standard approach to applying the OR-cross-composition to a problem like LBEC
would be to concatenate the input instances on the source and sink vertices, also referred to
as “serial” composition. To this end, one needs some additional gadgets to ensure that only in
one instance edges are deleted. This form of composition, however, induces a dependency of
the second parameter ` on the number of instances, which is not allowed. Another standard
approach is introducing a “global” sink and source vertex, and connecting all source vertices
with the global source and all sink vertices, also referred to as a “parallel” composition.
This form of composition would keep ` small enough, but induces a dependency of the first
parameter k on the number of instances. Summarizing, the parameter k seems to ask for a
serial composition and the parameter ` seems to ask for a parallel composition. For some
problems using a tree as “instance selector” was helpful, see for example Bevern et al. [4] or
Bazgan et al. [2]. The problem with trees is that they introduce small (constant-size) s-t
cuts, which is problematic for Length-Bounded Edge-Cut. In this work, we introduce
a fractal structure as instance selector which has the nice properties of trees but does not
introduce small cuts. So, our fractal structure helps to exclude polynomial kernels for several
problems.

Our contributions. Our main technical contribution is to introduce a family of graphs that
we call T-fractals and that build on triangles. T-fractals feature a fractal-like structure, in the
sense of self-similarity and scale-invariance. Using these T-fractals in OR-cross-compositions,
we show that the following parameterized graph modification problems and several of their
variants do not admit polynomial kernels (unless NP ⊆ coNP / poly):

Length-Bounded Edge-Cut(k, `) (LBEC(k, `)), where k is the number of edges to
delete, and ` is the lower bound on the length of the shortest path.
Minimum Diameter Edge Deletion(k, `) (MDED(k, `)), that is, given an undirected
connected graph G = (V,E) and two integers k, ` (the parameters), decide whether there
are at most k edge deletions such that the remaining graph remains connected and has
diameter at least `.
Directed Small Cycle Transversal(k, `) (DSCT(k, `)), that is, given a directed
graph G = (V,E) and two integers k, ` (the parameters), decide whether there are at
most k edge deletions such that the remaining graph has no cycle of length smaller than `.

Table 1 surveys our no-polynomial-kernel results and spots an open question.
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25:4 Fractals for Kernelization Lower Bounds

Table 1 Survey of the concrete results of this paper (under the assumption that NP 6⊆ coNP / poly).
PK stands for polynomial kernel and a “?” indicates that it is open whether a polynomial kernel
exists. We remark that the no-polynomial-kernel results for LBEC(k, `) on directed graphs still hold
for directed acyclic graphs. Note that we claim without proof that, except for the planar variants,
our proofs also transfer to the vertex deletion case, both for directed and undirected graphs.

Problem edge deletion
directed undirected

planar general planar general

LBEC(k, `) No PK [Thm. 12] No PK [Thm. 12] No PK [Thm. 12] No PK [Thm. 11]
MDED(k, `) No PK [Thm. 13] No PK [Thm. 13] No PK [Thm. 13] No PK [Thm. 13]
DSCT(k, `) No PK [Thm. 14] No PK [Thm. 14] PK [25] ?

2 Preliminaries

Graph Theory. Let G = (V,E) be a graph. For C ⊆ V (G) (C ⊆ E(G)) we write G − C
for the graph G where all vertices (edges) in C are deleted. Let s, t ∈ V (G). An edge set
C ⊆ E(G) is an s-t edge cut in G if the vertices s and t are disconnected in G − C. An
s-t edge cut C is called minimal if C\{e} is not an s-t edge cut in G for all e ∈ C. An s-t
edge cut C is called minimum if there is no s-t edge cut C ′ in G such that |C ′| < |C|.

The length of a path (cycle) is the number of edges in the path (cycle). An s-t path is a
path where the vertices s and t are the endpoints of the path. In directed graphs, an s-t path
is a path where all arcs are directed toward t, and a cycle is a connected graph where every
vertex has outdegree and indegree exactly one. The diameter of a graph G is the maximum
length of any shortest v-w path over all v, w ∈ V (G), v 6= w.

For v, w ∈ V (G), we say we merge the vertices v and w if we add a new vertex vw to V
as well as the edge set {{vw, x} | {x, v} ∈ E} ∪ {{vw, x} | {x,w} ∈ E} to E, and we delete
the vertices v and w and all edges incident to v and w.

Parameterized Complexity. A parameterized problem is a set of instances (I, k) where
I ∈ Σ∗ for a finite alphabet Σ, and k ∈ N is the parameter. A parameterized problem L is
fixed-parameter tractable (fpt) if it can be decided in f(k) · |I|O(1) time whether (I, k) ∈ L,
where f is a computable function only depending on k. We say that two instances (I, k)
and (I ′, k′) of parameterized problems P and P ′ are equivalent if (I, k) is yes for P if and
only if (I ′, k′) is yes for P ′. A kernelization is an algorithm that, given an instance (I, k)
of a parameterized problem P , computes in polynomial time an equivalent instance (I ′, k′)
of P (the kernel) such that |I ′|+ k′ ≤ f(k) for some computable function f only depending
on k. We say that f measures the size of the kernel, and if f ∈ kO(1), we say that P admits
a polynomial kernel. We remark that a decidable parameterized problem is fixed-parameter
tractable if and only if it admits a kernel [8].

Given an NP-hard problem L, an equivalence relation R on the instance of L is a
polynomial equivalence relation if (i) one can decide for any two instances in time polynomial
in their sizes whether they belong to the same equivalence class, and (ii) for any finite set S
of instances, R partitions the set into at most (maxx∈S |x|)O(1) equivalence classes.

I Definition 1. Given an NP-hard problem L, a parameterized problem P , and a polynomial
equivalence relation R on the instances of L, an OR-cross-composition of L into P (with
respect toR) is an algorithm that takes `R-equivalent instances I1, . . . , I` of L and constructs
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a) b)

c)

d)

σ τ σ τ

σ τ
σ τ

Figure 1 T-fractals a) 41, b) 42, c) 43, and d) 44. The two special vertices σ and τ are
highlighted by empty circles. In 44 the different boundaries are highlighted by line-types (solid:
boundary B0; dashed: boundary B1; dotted: boundary B2; dash-dotted: boundary B3; dash-dot-
dotted: boundary B4).

in time polynomial in
∑`

i=1 |I`| an instance (I, k) such that
1. k is polynomially upper-bounded in max1≤i≤` |Ii|+ log(`) and
2. (I, k) is yes for P if and only if there is at least one `′ ∈ [`] such that I`′ is yes for L.
If a parameterized problem P admits an OR-cross-composition for some NP-hard problem L,
then P does not admit a polynomial kernel with respect to its parameterization, unless
NP ⊆ coNP /poly [6]. We remark that we can assume that ` = 2j for some j ∈ N since we
can add trivial no-instances from the same equivalence class to reach a power of two. We
refer to the survey of Kratsch [17] for an overview on kernelization and lower bounds.

3 The “Fractalism” Technique

In this section, we describe our new technique based on triangle fractals (T-fractals for short).
We provide a general construction scheme for cross-compositions using T-fractals. To this
end, we first define T-fractals and then discuss several of their properties in Section 3.1.
Subsequently, in Section 3.2 we present a “construction manual” for an application of T-
fractals in cross-compositions.

Roughly speaking, a T-fractal can be constructed by iteratively putting triangles on top
of each other, see Figure 1 for four examples.

I Definition 2. For q ≥ 1, the q-T-fractal 4q is the graph constructed as follows:
(1) Set40 := {σ, τ} with {σ, τ} being a “marked edge” with endpoints σ and τ , subsequently

referred to as special vertices.
(2) Let F be the set of marked edges.
(3) For each edge e ∈ F , add a new vertex and connect it by two new edges with the

endpoints of e, and mark the two added edges.
(4) Unmark all edges in F .
(5) Repeat (2)–(4) q − 1 times.

The fractal structure of 4q might be easier to see when considering the following equivalent
recursive definition of 4q: For the base case we define 40 := {σ, τ} as in Definition 2. Then,
the q-T-fractal 4q is constructed as follows. Take two (q − 1)-T-fractals 4′q−1 and 4′′q−1,
where σ′, τ ′ and σ′′, τ ′′ are the special vertices of 4′q−1 and 4′′q−1, respectively. Then 4q is
obtained by merging the vertices τ ′ and σ′′ and adding the edge {σ′, τ ′′}. Set σ = σ′ and
τ = τ ′′ as the special vertices of 4q. We remark that we make use of the recursive structure
in later proofs.

ICALP 2016



25:6 Fractals for Kernelization Lower Bounds

In the ith execution of (2)–(4) in Definition 2, we obtain 2i−1 many triangles. We say
that these triangles have depth i. The boundary Bi ⊆ E(4q), i ∈ [q], are those edges of the
triangles of depth i which are not edges of the triangles of depth i − 1. As a convention,
the edge {σ, τ} connecting the two special vertices σ and τ forms the boundary B0. Refer
to Figure 1 for an illustration of the boundaries in the T-fractal44. Moreover, by construction,
we obtain the following:

I Observation 3. In every T-fractal, each boundary forms a σ-τ path, and all boundaries
are pairwise edge-disjoint.

Note that the boundary Bq contains p = 2q edges. Thus, the number of edges in 4q

is
∑q

i=0 2i = 2q+1 − 1 = 2 · p− 1. Further observe that all vertices of 4q are incident with
the edges in Bq, and Bq forms a σ-τ path. Hence, 4q contains p+ 1 vertices.

Reducing the Weighted to the Unweighted Case. In the remainder of the paper, we focus
on the unweighted case of T-fractals without multiple edges or loops. This is possible due to
the following reduction of the weighted to the unweighted case. Equip the T-fractal with an
edge cost, that is, the cost for deleting any edge in the T-fractal. If c ∈ N is the edge cost
of 4q, then we write 4c

q (we drop the superscript if c = 1). To reduce to the case with an
unweighted, simple graph, we add c − 1 further copies for each edge. Thus, to make two
adjacent vertices non-adjacent, it requires c edge-deletions. To make the graph simple, we
subdivide each edge. We remark that in this way we double the distances of the vertices in
the original T-fractal. Thus, whenever we consider distances in the fractal with edge cost
and the graph obtained by the reduction above, we have to take into account a factor of two.

3.1 Properties of T-Fractals
The goal of this subsection is to prove several properties of T-fractals that are used in later
constructions. Some key properties of T-fractals appear in the context of σ-τ edge cuts
in 4q.

The minimum edge cuts in 4q will play a central role when using T-fractals in cross-
compositions since the minimum edge cuts serve as instance selectors (see Section 3.2). First,
we discuss the size and structure of the minimum edge cuts in 4q.

I Lemma 4. Every minimum σ-τ edge cut in 4q is of size q + 1.

Proof. Let C be a minimum σ-τ edge cut in 4q. Note that the degrees of σ and τ are
exactly q+1, and thus |C| ≤ q+1. Moreover, the boundaries in 4q are pairwise edge-disjoint
and each boundary forms a σ-τ path (Observation 3). Since 4q contains q+ 1 boundaries, it
follows that there are at least q + 1 disjoint σ-τ paths in 4q. Menger’s theorem [21] states
that in a graph with distinct source and sink, the maximum number of disjoint source-sink
paths equals the minimum size of any source-sink edge cut. Thus, by Menger’s theorem, it
follows that |C| ≥ q + 1. Hence |C| = q + 1. J

From the fact that the boundaries are pairwise edge-disjoint and each boundary forms a
σ-τ path, we can immediately derive the following from Lemma 4.

I Corollary 5. Every minimum σ-τ edge cut in 4q contains exactly one edge of each
boundary.

In the following we describe a (hidden) dual structure in 4q, that is, a complete binary
tree with p leaves. We refer to Figure 2 for an example of the dual structure in 43. To talk
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σ τ σ τ

Figure 2 Left: The T-fractal 43 (circles and solid lines) and its dual graph (squares and dotted
lines). The filled square is the vertex dual to the outer face in the dual graph. Right: The T-
fractal 43 (circles and solid lines) and its dual structure T3, illustrated by squares and dotted lines,
where the filled square corresponds to the root of the dual structure.

about the dual structure by means of duality of plane graphs, we need a plane embedding
of 4q. Hence we assume that 4q is embedded as in Figure 1 (iteratively extended). By Tq

we denote the dual structure in 4q, where the vertex dual to the outer face is replaced by
p+ 1 vertices (split vertices) such that each edge incident with the dual vertex is incident
with exactly one split vertex. We consider the split vertex incident with the vertex dual to
the triangle containing the edge {σ, τ} as the root vertex of the dual structure Tq. Thus, the
other split vertices correspond to the leaves of the dual structure Tq. Note that the depth of
a triangle one-to-one corresponds to the depth of the dual vertex in Tq.

Observe that there is a one-to-one correspondence between the edges in Tq and the
edges in 4q. The following lemma states duality of root-leaf paths in Tq and minimum
σ-τ edge cuts in 4q, demonstrating the utility of the dual structure Tq.

I Lemma 6. There is a one-to-one correspondence between root-leaf paths in the dual
structure Tq of 4q and minimum σ-τ edge cuts in 4q. Moreover, there are exactly p = 2q

pairwise different minimum σ-τ edge cuts in 4q.

Proof. Observe that each path from the root to a leaf in the dual structure Tq corresponds
to a cycle in the dual graph. It is well-known that there is a one-to-one correspondence
between minimal edge cuts in a plane graph and cycles in its dual graph [9, Proposition 4.6.1].
Herein, every cycle in the dual graph that “cuts” the edge {σ, τ} in 4q is a root-leaf path
in Tq. Thus, the only minimal σ-τ edge cuts are those corresponding to the root-leaf paths.
By the one-to-one correspondence of the depth of the triangles in 4q and the depth of the
vertices in Tq, these edge cuts are of cardinality q + 1. Hence, by Lemma 4, these edge cuts
are minimum edge cuts.

Since |Bq| = p, there are exactly p leaves in Tq, and thus there are exactly p different
root-leaf paths in Tq. It follows that the number of pairwise different minimum σ-τ edge cuts
in 4q is exactly p = 2q. J

Further, we obtain the following.

I Lemma 7. Let C be a minimum σ-τ edge cut in 4q. Let {x, y} = C ∩Bq, where x is in
the same connected component as σ in 4q − C. Then dist(σ, x) + dist(y, τ) = q in 4q − C.

Proof. We prove the lemma by induction on q. For the base case q = 0, observe that C =
{σ, τ} and dist40−C(σ, x) + dist40−C(y, τ) = 0.

For the induction step, assume that the statement of the lemma is true for 4q−1. Now,
let C be a minimum σ-τ edge cut in 4q. Hence, {σ, τ} ∈ C. Denote by u the (unique)
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25:8 Fractals for Kernelization Lower Bounds

vertex that is adjacent to the two special vertices σ and τ . Let 4′q−1 and 4′′q−1 be the
two (q − 1)-T-subfractals of 4q, so that 4′q−1 (4′′q−1) has the special vertices σ and u

(u and τ). By Lemma 6, the minimum σ-τ edge cut C corresponds to a root-leaf path
in Tq. Hence, C ′ := C \ {σ, τ} is either a subset of E(4′q−1) or of E(4′′q−1). Assume
w.l.o.g. that C ′ ⊆ E(4′q−1). It follows from the induction hypothesis that dist4′

q−1−C′(σ, x)+
dist4′

q−1−C′(y, u) = q − 1. Since dist4q−C(y, τ) = dist4′
q−1−C′(y, u) + 1, it follows that

dist4q−C(σ, x) + dist4q−C(y, τ) = q. J

I Remark. By an inductive proof like the one of Lemma 7, one can easily show that the
maximum degree ∆ of 4q is exactly 2 · q for q > 0. Moreover, due to Lemma 7, the diameter
of 4q is bounded in O(q).

Another observation on 4q is that any deletion of d edges increases the length of any
shortest σ-τ path to at most d+ 1, unless the edge deletion forms a σ-τ edge cut.

I Lemma 8. Let D ⊆ E(4q) be a subset of edges of 4q. If D is not a σ-τ edge cut, then
there is a σ-τ path of length at most |D|+ 1 in 4q −D.

Proof. We prove the statement of the lemma by induction on q. For the induction base
with q = 0, observe that since D is not a σ-τ edge cut, it follows that D = ∅ and, hence, σ
and τ have distance one.

For the induction step, assume that the statement of the lemma is true for 4q−1. Now,
let D ⊆ E(4q) be a subset of edges of 4q such that D is not a σ-τ edge cut. If {σ, τ} /∈ D,
then there is a σ-τ path of length one and the statement of the lemma holds. Now consider
the case {σ, τ} ∈ D. Denote by u the (unique) vertex that is adjacent to the two special
vertices σ and τ . If {σ, τ} ∈ D, then every σ-τ path in 4q − D contains u and hence
dist4q−D(σ, τ) = dist4q−D(σ, u) + dist4q−D(u, τ). (If there is no σ-u-path or no u-τ -path
in 4q −D, then D is a σ-τ edge cut; a contradiction to the assumption of the lemma.) Now
let4′q−1 and4′′q−1 be the two (q−1)-T-subfractals of4q, so that4′q−1 (4′′q−1) has the special
vertices σ and u (u and τ). It follows that D can be partitioned into D = D′ ∪D′′ ∪ {σ, τ}
with D′ ⊆ E(4′q−1) and D′′ ⊆ E(4′′q−1). By induction hypothesis, it follows that there is a
σ-u path of length at most |D′|+ 1 in 4′q−1 −D′ and a u-τ path of length at most |D′′|+ 1
in 4′′q−1 −D′′. Hence, there is a σ-τ path of length at most |D′| + |D′′| + 2 = |D| + 1 in
4q −D. J

We remark that there is a directed version of T-fractals. Herein, the edges of a T-fractal
are directed in such a way that each boundary forms a directed σ-τ path. Note that the
obtained graph is acyclic, and σ has no incoming arcs, and τ has no outgoing arcs. We
further remark that all stated lemmas also hold for the directed T-fractal. The dual structure
of a directed T-fractal is defined as the dual structure of the underlying undirected T-fractal.
For more details we refer to the full version.

3.2 Application Manual for T-Fractals
The aim of this subsection is to provide a general guideline on how to use T-fractals in
cross-compositions to obtain kernel lower bounds.

I Construction 9. Given p = 2q instances I1, . . . , Ip of an NP-hard graph problem, where
each instance Ii has a unique source vertex si and a unique sink vertex ti.
(i) Equip 4c

q with some “appropriate” edge cost c ∈ N.
(ii) Let v0, . . . , vp be the vertices of the boundary Bq, labeled by their distances to σ in the

σ-τ path corresponding to Bq (observe that v0 = σ and vp = τ).
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s1 t1 s2 t2 s3 t3 s4 t4 s5 t5 s6 t6 s7 t7 s8 t8

σ τσ τ

Figure 3 Illustration of Construction 9 with p = 23 = 8. The vertices s1, . . . , s8 indicate the
source vertices in the eight input instances, and t1, . . . , t8 indicate the sink vertices in the eight input
instances. We use dashed lines to sketch the input graphs.

(iii) Incorporate each of the p graphs of the input instances into 4c
q as follows: for each

i ∈ [p], merge si with vertex vi−1 in 4c
q and merge ti with vi in 4c

q.

Refer to Figure 3 for an illustrative example of Construction 9.
In Construction 9, the T-fractal works as an instance selector by deleting edges corre-

sponding to a minimum edge cut, which, by Lemma 4, is of size q+ 1. Hence, each minimum
edge cut costs c · (q + 1). The idea is that if we choose an appropriate value for c (larger
than the budget in the instances I1, . . . , Ip) and an appropriate budget in the composed
instance (e. g. c · (q + 1) plus the budget in the instances I1, . . . , Ip), then we can only afford
to delete at most q + 1 edges in 4c

q. Furthermore, if the at most q + 1 edges chosen to be
deleted do not form a minimum σ-τ edge cut in 4c

q, then, by Lemma 8, the shortest σ-τ path
has length at most q + 2. Thus, by requiring in the composed instance that σ and τ have
distance more than q + 2, we enforce that any solution for the composed instance contains a
minimum σ-τ edge cut in 4c

q. By Lemma 6, each such minimum edge cut corresponds to one
root-leaf path in the dual structure Tq of 4c

q. Observe that each leaf in the dual structure
of 4c

q one-to-one corresponds to an attached source instance. Hence, with an appropriate
choice of c, the budget in the composed instance, and the required distance between σ and τ ,
the T-fractal ensures that one instance is “selected”. We say that a minimum σ-τ edge cut
in 4c

q selects an instance I if the edge cut corresponds to the root-leaf path with the leaf
corresponding to instance I.

I Observation 10. Every minimum edge cut C in 4c
q selects exactly one instance I. Con-

versely, every instance I can be selected by exactly one minimum edge cut.

We use Construction 9 in OR-cross-compositions to rule out the existence of polynomial
kernels. We call this approach fractalism. In particular, we provide the source and the target
problem, appropriate values for the edge cost c and the budget in the composed instance,
and the required distance between the special vertices σ and τ .

We remark that there is a similar construction for directed graph problems using the
directed T-fractal. Moreover, the construction with directed acyclic input graphs yields a
directed acyclic graph. For more details, we refer to the full version.
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4 Applications to Length-Bounded Cut Problems

In this section, we rule out the existence of polynomial kernels for several problems (and
their variants) under the assumption that NP 6⊆ coNP /poly. To this end, we combine the
framework of OR-cross-compositions with our fractalism technique as described in Section 3.2.

4.1 Length-Bounded Edge-Cut

Our first fractalism application is the Length-Bounded Edge-Cut problem [1], also known
as the problem of finding bounded edge undirected cuts [13], or the Shortest Path Most
Vital Edges problem [19, 3].

Length-Bounded Edge-Cut (LBEC)
Input: An undirected graph G = (V,E), with s, t ∈ V , and two integers k, `.
Question: Is there a subset F ⊆ E of cardinality at most k such that distG−F (s, t) ≥ `?

The problem is NP-complete [16] and fixed-parameter tractable with respect to (k, `) [13].
If k is at least the size of any s-t edge cut, then the problem becomes polynomial-time
solvable by simply computing a minimum s-t edge cut. Thus, throughout this section, we
assume that k is smaller than the size of any minimum s-t edge cut. The generalized problem
where each edge is equipped with positive length remains NP-hard even on series-parallel
and outerplanar graphs [1]. The directed variant with positive edge lengths remains NP-hard
on planar graphs where the source and the sink vertex are incident to the same face [22].
Recently, Dvořák and Knop [11] showed that the problem can be solved in polynomial time
on graphs of bounded treewidth. Here, we answer an open question [13] concerning the
existence of a polynomial kernel with respect to the combined parameter (k, `).

I Theorem 11. Unless NP ⊆ coNP / poly, Length-Bounded Edge-Cut parameterized
by (k, `) does not admit a polynomial kernel.

Proof. We OR-cross-compose p = 2q instances of LBEC into one instance of LBEC(k′, `′).
An instance (Gi, si, ti, ki, `i) of LBEC is called bad if max{ki, `i} > |E(Gi)| or min{ki, `i} <
0. We define the polynomial equivalence relation R on the instances of LBEC as follows:
two instances (Gi, si, ti, ki, `i) and (Gj , sj , tj , kj , `j) of LBEC are R-equivalent if and only
if kj = ki and `j = `i, or both are bad instances. Clearly, the relation R fulfills condition (i)
of an equivalence relation (see Section 2). Observe that the number of equivalence classes
of a finite set of instances is upper-bounded by the maximal size of a graph over the
instances, hence condition (ii) holds. Thus, we consider p R-equivalent instances Ii :=
(Gi, si, ti, k, `), i = 1, . . . , p. We remark that we can assume that ` ≥ 3, since otherwise
LBEC is solvable in polynomial time by counting all edges connecting the source with the
sink vertex. We OR-cross-compose into one instance I := (G, s, t, k′, `′) of LBEC(k′, `′)
with k′ = k2 · (log(p) + 1) + k and `′ = `+ log(p) as follows.

Construction: Apply Construction 9 with edge cost c = k2. In addition, set s := σ and
t := τ . Let G denote the obtained graph.

Correctness: We show that I is a yes-instance if and only if there exists an i ∈ [p] such
that Ii is a yes-instance.
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“⇐”: Let i ∈ [p] be such that Ii is yes. Following Observation 10 in Section 3.2, let C be
the minimum s-t cut in 4c

q that selects instance Ii. Recall that C is of size q + 1 and that
the edge cost equals k2. Thus, the minimum s-t cut C has cost (q+ 1) · k2 = (log(p) + 1) · k2.

Note that after deleting the edges in C, the vertices s and t are only connected via paths
through the incorporated graph Gi. Since Ii is yes, we can delete k edges (equal to the
remaining budget) such that the distance of si and ti in Gi is at least `. Together with
Lemma 7 in Section 3.1, such an additional edge deletion increases the length of any shortest
s-t path in G to at least `+ log(p) = `′. Hence, I is a yes-instance.

“⇒”: Suppose that one can delete at most k′ edges in G such that each s-t path is of
length at least `′. Since the budget allows log(p) + 1 edge-deletions in 4c

q, by Lemma 8 in
Section 3.1, if we do not cut s and t in 4c

q, then there is an s-t path of length log(p) + 2.
Since ` ≥ 3, such an edge deletion does not yield a solution. Thus, in every solution of I, a
subset of the deleted edges forms a minimum s-t edge cut in 4c

q and thus, by Observation 10,
selects an input instance.

Consider an arbitrary solution to I, that is, an edge subset of E(G) of cardinality at
most k′ whose deletion increases the shortest s-t path to at least `′. Let Ii, i ∈ [p], be the
selected instance. Note that any shortest s-t path contains edges in the selected instance Ii.
By Lemma 7, we know that the length of the shortest s-si path and the length of the shortest
ti-t path sum up to exactly log(p). It follows that the remaining budget of k edge deletions
is spent in Gi in such a way that there is no path from si to ti of length smaller than ` in Gi.
Hence, Ii is a yes-instance. J

Using LBEC on planar graphs and on planar directed acyclic graphs as the input problem,
fractalism yields the following (the proof is deferred to the full version).

I Theorem 12. Unless NP ⊆ coNP / poly, Length-Bounded Edge-Cut on planar
undirected graphs as well as on planar directed acyclic graphs parameterized by (k, `) does
not admit a polynomial kernel.

4.2 Further Applications
We present two further problems (and their variants) to which the fractalism technique
applies. First, we consider the following NP-hard [23] problem.

Minimum Diameter Edge Deletion (MDED)
Input: A connected, undirected graph G = (V,E), two integers k, `.
Question: Is there a subset F ⊆ E of cardinality at most k such that G− F remains

connected and diam(G− F ) ≥ `?

Note that MDED on directed strongly connected graphs asks for a subset of arcs such
that the graph after deleting the arcs remains strongly connected and has diameter at least `.
Our second NP-hard [15] problem is the following.

Directed Small Cycle Transversal (DSCT)
Input: A directed graph G = (V,E), two integers k, `.
Question: Is there a subset F ⊆ E of cardinality at most k such that there is no induced

directed cycle of length at most ` in G− F?

Both problems are fixed-parameter tractable with respect to (k, `) (see full version). The
fractalism technique yields the following (the proofs are deferred to the full version).
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Figure 4 The vertex deletion variant 42;5
2 of T-fractals. Vertex types: empty diamonds belong

to the boundary B0, empty triangles belong to the boundary B1, empty circles belong to the
boundary B2. The squares and dashed lines indicate the dual structure, where the filled square
corresponds to the root. We highlighted vertices in gray-filled circles that correspond to the vertices
in the edge-deletion variant 42.

I Theorem 13. Unless NP ⊆ coNP / poly, Minimum Diameter Edge Deletion on
undirected, connected, planar graphs and on directed, strongly connected, planar graphs
parameterized by (k, `) does not admit a polynomial kernel.

I Theorem 14. Unless NP ⊆ coNP / poly, Directed Small Cycle Transversal on
planar directed graphs parameterized by (k, `) does not admit a polynomial kernel.

Like in the proof of Theorem 11, in the proofs of Theorems 13 and 14 we use LBEC
as input problem and compose instances of LBEC using a T-fractal. The main difference
is that we slightly modify the T-fractal. Roughly speaking, for MDED(k, `) we append
“long enough” paths to σ and τ , with endpoints σ′ and τ ′ different to σ and τ . Those paths
ensure that the only two vertices that can yield the required diameter are σ′ and τ ′. For
DSCT(k, `) we add the arc (τ, σ) to the directed T-fractal. Recall that the directed T-fractal
is acyclic, and thus, every directed cycle in the composed graph contains the arc (τ, σ). For
more details, we refer to the full version.

5 Conclusion

We start with briefly sketching how our technique can be adapted such that it also applies to
the vertex deletion (instead of edge deletion) versions of the considered problems. Afterwards,
we discuss future challenges and open problems.

Extension to Vertex-Deletion Variants. Most of our results can be transferred to the
vertex deletion variants of the considered edge deletion problems as follows.

To this end, we modify the T-fractal as displayed in Figure 4:
First, subdivide each edge. Then, replace each vertex v in the original T-fractal by

many pairwise non-adjacent vertices with the same neighborhood as v. The number of these
introduced “false twins” is larger than the given budget such that the only way to disconnect
vertices in the new fractal will be to delete vertices introduced from the subdivision of the
edges. In this way, deleting a vertex in the new T-fractal corresponds to deleting an edge
in the original fractal. This new fractal might not be planar anymore, but, as in the edge
deletion variant, one can direct the edges in such a way that the obtained directed graph is
acyclic.



T. Fluschnik, D. Hermelin, A. Nichterlein, and R. Niedermeier 25:13

We claim that the new T-fractal can be used in the same way as the original T-fractal in
order to exclude polynomial kernels for vertex deletion variants of the problems discussed in
this work – both in undirected and directed, but not for planar variants.

Outlook. We provided several case studies where our fractalism technique applies. It
remains open to further explore the limitations and possibilities of our technique in more
contexts. Table 1 in Section 1 presents an open question which should be clarified. Moreover,
we could not settle the cases for vertex deletion problems when the underlying graphs are
planar.

Acknowledgement. We thank Manuel Sorge (TU Berlin) for fruitful discussions.
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