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#### Abstract

We study novel variations of Voronoi games and associated random processes that we call Voronoi choice games. These games provide a rich framework for studying questions regarding the power of small numbers of choices in multi-player, competitive scenarios, and they further lead to many interesting, non-trivial random processes that appear worthy of study.

As an example of the type of problem we study, suppose a group of $n$ miners (or players) are staking land claims through the following process: each miner has $m$ associated points independently and uniformly distributed on an underlying space (such as the unit circle, the unit square, or the unit torus), so the $k$ th miner will have associated points $p_{k 1}, p_{k 2}, \ldots, p_{k m}$. We generally here think of $m$ as being a small constant, such as 2 . Each miner chooses one of these points as the base point for their claim. Each miner obtains mining rights for the area of the square that is closest to their chosen base; that is, they obtain the Voronoi cell corresponding to their chosen point in the Voronoi diagram of the $n$ chosen points. Each player's goal is simply to maximize the amount of land under their control. What can we say about the players' strategy and the equilibria of such games?

In our main result, we derive bounds on the expected number of pure Nash equilibria for a variation of the 1-dimensional game on the circle where a player owns the arc starting from their point and moving clockwise to the next point. This result uses interesting properties of random arc lengths on circles, and demonstrates the challenges in analyzing these kinds of problems. We also provide several other related results. In particular, for the 1-dimensional game on the circle, we show that a pure Nash equilibrium always exists when each player owns the part of the circle nearest to their point, but it is NP-hard to determine whether a pure Nash equilibrium exists in the variant when each player owns the arc starting from their point clockwise to the next point. This last result, in part, motivates our examination of the random setting.
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## 1 Introduction

Consider the following prototypical problem: a group of miners are staking land claims. The $k$ th miner - or player - has $m$ associated points $p_{k 1}, p_{k 2}, \ldots, p_{k m}$ in the unit torus (which is the unit square with wraparound at the boundaries, providing symmetry). Each miner via some process will choose exactly one of their $m$ points as the base for their claim. The resulting $n$ points yield a Voronoi diagram, and each miner obtains their corresponding Voronoi cell. Each player's goal is simply to maximize the amount of land under their control. We wish to study player behavior in this and similar games, focusing on equilibria.

As another application, political candidates can often be mapped according to their political views into a small-dimensional space; e.g., American candidates are often viewed as being points in a two-dimensional space, measuring how liberal/conservative they are on economic issues in one dimension and social issues on the other. Suppose parties must choose a candidate simultaneously, and their probability of winning is increasing in the area of the political space closest to their point. Again, the goal in this case is to maximize the corresponding area in a Voronoi diagram.

There are numerous variations one can construct from this setting. Most naturally, if the players are (lazy) security guards instead of miners, who have to patrol the area closest to their chosen base, their goal might be to minimize the area under their purview. Other alternatives stem from variations such as whether player choices are simultaneous or sequential, how the points for players are chosen, the underlying metric space, the type of equilibrium sought, and the utility function used to evaluate the final outcome.

However, the variations share the following fundamental features. There are $n$ players, with the $k$ th player having $m_{k}$ associated points in some metric space. (We will focus on $m_{k}=m$ for a fixed $m$ for all players.) Each player will have to choose to adopt one of their available points. A Voronoi diagram is then constructed, and each player is then associated with the corresponding area in the diagram. We refer to this general setting as Voronoi choice games. We discuss below how Voronoi choice games differ from similar recent work, but the key point is in the problems we study different players have different available choices; this asymmetry creates new problems and requires distinct methods.

We are particularly interested in the setting where each player's points are chosen uniformly at random from the underlying space. While uniform random points are not motivated by practice, the framework leads to an interesting and, from the standpoint of probabilistic analysis and geometry, very natural class of games. Our work suggests many potential connections, to work on Voronoi diagrams for random point sets, and to work on balanced allocations (or "the power of two choices"), where choice is used to improve load balancing. Moreover, looking at the setting of uniform random points gives us the opportunity to understand the nature of these games at a high level; specifically, do most instances have no pure Nash equilibrium, or could they have exponentially many possible pure Nash equilibria?

In general, however, we find that results for these types of problems seem very challenging. In our main result, we limit ourselves to the setting where each player has $m$ associated points chosen uniformly at random from the unit circle, and each player owns the arc starting from their point clockwise to the next point - that is, the distance is unidirectional around the circle. We derive bounds on the expected number of pure Nash equilibria. Even in this simple setting, our result is quite technical, requiring a careful analysis based on interesting properties of distributions of random arcs on a circle. This appears, however, to be the "easiest" interesting version of the problem; currently, higher-dimensional Voronoi diagrams
are beyond our reach. However, our work suggests that further results are likely to involve interesting mathematics.

The random case of this specific version of the problem is also motivated by the following results. We show it is NP-hard to determine whether a pure Nash equilibrium exists when a player owns the arc starting from their point clockwise to the next point for $m \geq 4$, nearly resolving the worst case. Further, for the different setting when a player owns an arc of the circle corresponding to the standard Voronoi diagrams, that is a player own all points nearest to their point, we show a Nash equilibrium always exists (as long as all the possible choices for the players are distinct).

While other similar Voronoi game models have been introduced previously, our primary novelty is to introduce this natural type of asymmetric "choice" into these types of games. We believe this addition provides a rich framework with many interesting combinatorial, geometric, and game theoretic problems, as we describe throughout the paper. As such, we leave many natural open questions.

### 1.1 Related Work

The classical foundations for problems of this type can be found in the work by Hotelling [11], who studied the setting of two vendors who had to determine where to place their businesses along a line, corresponding to the main street in a town, with the assumption of uniformly distributed customers who would walk to the nearer vendor. Hotelling games have been considered for example in work on regret minimization and the price of anarchy, where the model studied players choosing points on a general graph instead of on the line as in the original model [4]. Recent work has also shown that for a Hotelling game on a given graph, once there are sufficiently many players a pure Nash equilibrium always exists [8]. A useful survey on economic location-based models is provided by Gabszewicz and Thisse [9].

Other variations of Voronoi games have appeared in the literature. More recent work refers to these generally as competitive location games; see for example [7, 14, 18, 13], which discuss Voronoi games on graphs, for additional references.

Our setting appears different from previous work, in that it focuses on players with limited sets of choices that vary among the players. Our starting point was aiming to build connections between Voronoi games and random processes based on "the power of two choices" $[3,15,6,1]$. While in our games, each player has a limited (typically constant) set of distinct points to choose from, in previous work generally all players could choose from any point in the universe of possible choices. In economic terms, in relation to the Hotelling model, our work models that different businesses may have available a limited number of differing locations where they may establish their business. For example, businesses may have optioned the right to set up a franchise at specific locations in advance, and must then choose which location to actually build. While they could know the options available to other competing franchises, they may have to decide where to build without knowing the choices made by competitors. In other situations, it may be possible for franchises to move (at some cost) to an alternative location. We emphasize that our model is very different than previously studied symmetric versions of the game; we do not recover earlier results, and earlier results do not appear to apply once asymmetry is introduced.

### 1.2 Models

Before beginning, we explain the general class of games we are interested in. We refer to the following as the $k$-D Simultaneous Voronoi Game:

- Each of the $n$ players has $m$ associated points from the $k$-dimensional unit torus $[0,1]^{k}$. We assume that all players know about all of the possible points that can be chosen by every player (it is a game of complete information).
- The $n$ players must simultaneously choose one of their $m$ associated points.
- A Voronoi diagram is constructed for the $n$ chosen points, and each player receives utility equal to the volume of its point's Voronoi cell in the maximization variation of the game. (In the minimization version, the utility could be the negation of the corresponding volume.)

The easiest version to think about is the 1-D version; each player chooses from $m$ points on the unit circle, and after their choice they own an arc of the circle corresponding to all points closest to their chosen point. If each player tries to maximize their arc length, then the utility of a player is the length of their arc. (Or, if each player tries to minimize their arc length, the negation of the arc length is the utility.) On the unit circle, there is another variant that we refer to as the One Way 1-D Simultaneous Voronoi Game, in which a player owns the arc starting from their point and continuing in a clockwise direction until the next chosen point. Such a variation is quite natural in one dimension; it corresponds to assigning a "direction" to the unit circle. This variation is chiefly motivated by our connections to the power-of-two choices. In particular, it resembles the distributed hashing scheme of [6] in which peers correspond to points on a circle and keys are mapped to the closest peer in one direction along the circle.

Our contributions include highlighting differences between the 1-D problem and the One Way 1-D problem, showing that in this case a small difference in the model subtlety leads to large differences in the behavior with respect to equilibria. Indeed, as we explain, we believe the One Way 1-D problem potentially offers more insight into the behavior of the $k$-D Simultaneous Voronoi Game for $k \geq 2$ with respect to pure Nash equilibria.

We focus on analyzing the equilibria of these games. The most common equilibrium to study is the Nash equilibrium [16], in which each player has a random distribution on strategies such that no player can improve their expected utility by changing their distribution. While Nash's results imply the Voronoi games above all have Nash equilibria, we do not determine the complexity of finding Nash equilibria for these games; this is left as an open question. We here focus on pure Nash equilibrium. A pure Nash equilibrium is a Nash equilibrium in which each player's distribution has a support of size one. In other words, each player picks a single strategy to play and, given the other players' strategies, no player can improve their utility by choosing a different strategy. Unlike the Nash and correlated equilibria, a pure Nash equilibrium is not guaranteed to exist.

Pure Nash equilibria can be viewed as a setting where each player can choose to switch to any of their adopted points at any time. The question is then what are the stable states, where no player individually has the incentive to switch their adopted point. These stable states correspond to pure Nash equilibria, and may not even exist. A natural question is whether simple local dynamics - such as myopic best response, where at each time step some subset of players decides whether or not to switch the point it has adopted - reach a stable state quickly. To motivate our study of the random case, we examine the computational complexity of determining the existence of stable states in the 1-D Simultaneous Voronoi Game and One Way 1-D Simultaneous Voronoi Game in Section 2. For the former, we show (making use of known techniques) that a pure Nash equilibrium always exists; for the latter, we show that determining whether a pure Nash equilibrium exists is NP-complete.

In Section 3 we consider the existence of a pure Nash equilibrium for the Randomized One Way 1-D Simultaneous Voronoi Game, where each players possible choices for points
are selected uniformly at random from the unit circle. Here we bound the expected number of pure Nash equilibria, through a careful analysis based on properties of distributions of random arcs on a circle.

We also note that we have some results for another type of equilibrium, known as the correlated equilibrium. Whereas Nash equilibria have the players independently choosing their strategies, a correlated equilibrium allows the players' random distributions to be correlated (for example, by an external party). The stability requirement is then that given knowledge only of the overall distribution of outcomes and their own randomly chosen strategy, a player cannot improve their expected utility by deviating from their given strategy distribution [2]. Since a Nash equilibrium is a special case of a correlated equilibrium, a correlated equilibrium for the above games must exist. We discuss the computational complexity of finding a correlated equilibrium for the $k$-D Simultaneous Voronoi Game in Section 4.

We provide additional results in the full paper [5], including an empirical investigation of the probability that myopic best response will find a stable state in the Randomized One Way 1-D Simultaneous Voronoi Game and Randomized 2-D Simultaneous Voronoi Game, and several related conjectures related to the Randomized One Way 1-D Simultaneous Voronoi Game.

## 2 Pure Nash Equilibria

In this section, we show a fundamental difference between the One Way 1-D Simultaneous Voronoi Game and the 1-D Simultaneous Voronoi Game. Recall that for these problems each of the $n$ players has a choice of $m$ points on the unit circle; all players simultaneously choose one of their $m$ points. The utility for the One Way variation of given player is equal to the distance to the nearest chosen point clockwise from its chosen point, while for the standard variation the utility is the size of the Voronoi cell (in this case, an arc).

We show the standard Voronoi variation always has at least one pure Nash equilibrium (for any number of choices per player), while it is NP-hard to determine if the maximization version of the One Way variation has a pure Nash equilibrium. We also suggest the implications of these results for the higher dimensional setting.

### 2.1 Existence of Pure Nash Equilibria in the 1-D Simultaneous Voronoi Game

In the argument that follows we assume the choices of points are distinct. The analysis can be easily modified for the case where multiple players can choose the same point if ownership of that point is determined by a fixed preference order (and other players have zero utility). However, if players choosing the same point share utility, then the theorem does not hold, as shown in [14].

Theorem 1. A pure Nash equilibrium for the maximization and minimization versions of the 1-D Simultaneous Voronoi Game exists for any set of points.

Proof. We follow an approach utilized in [7, Lemma 4]. We define a natural total ordering on multi-sets of numbers $A$ and $B$. For any two such multi-sets $A$ and $B$, if $|A|<|B|$ we have $A \succ B$. When $|A|=|B|$, we have $A \succ B$ if $\max A>\max B$. If $\max A=\max B$, then let $A^{\prime}$ be $A$ with one copy of the value max $A$ removed, and similarly for $B^{\prime}$; then $A \succ B$ also when $\max A=\max B$ and $A^{\prime} \succ B^{\prime}$.

Now consider a collection of choices in the 1-D Simultaneous Voronoi Game, and let $A=\left\{a_{0}, a_{1}, \ldots, a_{n-1}\right\}$ be the corresponding arc lengths, starting from some chosen point


Figure 1 This is an example of a 2-D Simultaneous Voronoi Game in which no pure Nash equilibria exists. Player 1 has points $\left(p_{1 a}, p_{1 b}\right)=\left(\left(1 / 4+\varepsilon^{2}, 1 / 2+\varepsilon\right),\left(1 / 4+\varepsilon^{2}, 1 / 2-\varepsilon\right)\right)$, player 2 has points $\left(p_{2 a}, p_{2 b}\right)=\left(\left(1 / 4-\varepsilon^{2}, 1 / 2+\varepsilon\right),\left(1 / 4-\varepsilon^{2}, 1 / 2-\varepsilon\right)\right)$, and player 3 has points $\left(p_{3 a}, p_{3 b}\right)=((0,0),(\varepsilon, 0))$. The Voronoi diagram shown is constructed from the points $(1 / 4,1 / 2)$ and $(0,0)$.
and then in clockwise order around the circle, induced by the choice of points. Each player's payoff is given by a value of the form $\left(a_{i}+a_{i+1}\right) / 2$ for a suitable value of $i$. (One player's payoff is $\left(a_{n-1}+a_{0}\right) / 2$.) Consider the maximization version of the game. If some player has a move that improves their utility, let them make that move. Without loss of generality, suppose this player's payoff was given by $\left(a_{i}+a_{i+1}\right) / 2$, and it moves somewhere on the arc with length $a_{j}$. Note this means $a_{j}>a_{i}+a_{i+1}$. We see that the arc lengths $A^{\prime}$ are those of $A$ but with $a_{i}, a_{i+1}$, and $a_{j}$ replaced by $a_{i}+a_{i+1}, x$, and $y$ where $x+y=a_{j}$. Hence $A \succ A^{\prime}$, so after a finite number of moves, this version of myopic best response converges to a pure Nash equilibrium.

The argument for the minimization variation is analogous.
We note that we leave as an open question to determine a bound on the number of steps a myopic best response approach would take to reach a pure Nash equilibrium; in particular, we do not yet know if the approach of Theorem 1 yields a pure Nash equilibrium in a polynomial number of steps.

We might have hoped that the above technique could allow us to show that for the 2-D Simultaneous Voronoi Game (and higher dimensions) that a pure Nash equilibrium exists. Unfortunately, that is not the case. One can readily find choices of 2 points for each of 3 players where no pure Nash equilibrium exists for both the maximization and minimization version of the problem. We have generated many such examples randomly, computing the Voronoi diagrams for the eight resulting configurations. One example in two dimensions is depicted in Figure 1. In this example, player 1 has choices $\left(\left(1 / 4+\varepsilon^{2}, 1 / 2+\varepsilon\right),\left(1 / 4+\varepsilon^{2}, 1 / 2-\varepsilon\right)\right)$, player 2 has choices $\left(\left(1 / 4-\varepsilon^{2}, 1 / 2+\varepsilon\right),\left(1 / 4-\varepsilon^{2}, 1 / 2-\varepsilon\right)\right)$, and player 3 has choices $((0,0),(\varepsilon, 0))$ for sufficiently small $\varepsilon>0$. The idea here is that player 3's choice is irrelevant, and players 1 and 2 are dividing up the Voronoi cell owned by point $(1 / 4,1 / 2)$ in the Voronoi diagram of the points $(1 / 4,1 / 2)$ and $(0,0)$. If both player 1 and 2 choose their first point, or both choose their second point, then they divide the cell with a vertical line, which due to the geometry
of the cell favors player 1. However, if one of them chooses their first point and the other chooses their second point then they divide the cell with a roughly horizontal line, which gives each of them roughly half. Thus, there is no choice of points for which neither wants to deviate. This example applies equally in higher dimensions (by making higher dimensional coordinates all zero).

This example can be extended to show that for any number of players $n$, there are settings of points for the players so no pure Nash equilibrium exists, showing that this setting differs from previous work on symmetric Hotelling games on graphs, where it has been shown that when there are sufficiently many players a pure Nash equilibrium always exists [8]. Specifically, use the same example but for players $4, \ldots, n$ both of their choices will be in an epsilon-small neighborhood of $(0,0)$. We note that such examples do not disprove the possibility that a pure Nash equilibrium exists with high probability if the points are chosen randomly.

Given that the 1-D Simultaneous Voronoi Game appears to have a very special structure (in terms of the existence of pure Nash equilibrium) that differs from $k$-D Simultaneous Voronoi Game for $k \geq 2$, it is natural to seek a 1-D variant that might shed more insight into the behavior in higher dimensions. This motivates us to look at the One Way 1-D Simultaneous Voronoi Game.

### 2.2 NP-Hardness of the One Way 1-D Simultaneous Voronoi Game

In contrast to the result of the previous subsection, we prove the NP-hardness of the maximization version of the One Way 1-D Simultaneous Voronoi Game whenever each player has $m \geq 4$ choices. We leave as an open question to find a reduction for $m=2$ or 3 , as well as for the minimization version.

- Theorem 2 (For proof see [5]). The problem of determining if a pure Nash equilibrium (PNE) exists in the maximization version of a One Way 1-D Simultaneous Voronoi Game is NP-hard for $m \geq 4$.

We conjecture that determining if a pure Nash equilibrium exists in the $k$-D Simultaneous Voronoi Game is NP-hard for $k \geq 2$; however, we suspect that building the corresponding gadgets will prove technically challenging.

## 3 Random Voronoi Games

We now consider random variations of the Voronoi games we have considered, where each player's available choices are chosen uniformly at random from the underlying universe. While it is not clear such a model corresponds to any specific real-world scenario, such random problems are intrinsically interesting combinatorially and in relation to other similar studied problems. For example, in the context of load-balancing in distributed peer-to-peer systems, the authors of [6] study a model where one begins with a Voronoi diagram on $N$ points (chosen uniformly at random from the universe, say the unit torus) corresponding to $N$ servers. Then $M$ agents sequentially enter; each is assigned $k$ random points from the universe; and each agent chooses the one of its $k$ points that lies in the Voronoi cell with the smallest number of agents, or load for that server. Other "power-of-choice" problems, such as the Achlioptas process [1], have spurred new understanding of phenomena such as explosive percolation.

Given our hardness results, a natural question is whether the One Way 1-D Simultaneous Voronoi Game has (or does not have) a pure Nash equilibrium with high probability in the
random variation. While we have not proven this result, we have proven bounds on the expected number of pure Nash equilibria in the random setting that are interesting in their own right and nearly answer this question. In particular, our careful analysis builds on the interesting relationship between random arcs on a circle and weighted sums of exponentially distributed random variables.

The following is our main result.

- Theorem 3. The expected number of PNE for the maximization version of the One Way 1-D Simultaneous Voronoi Game is at most $m$, and at least $0.19^{m-1} m$.

Interestingly, our bounds depend on the number of choices $m$, not the number of players. Unfortunately, this means that we cannot use these expectation bounds directly to show that, for example, the probability of a PNE existing is exponentially small in $n$. But the bounds provide insight by showing that pure Nash equilibria are typically few in number in the random case.

In proving Theorem 3, we need the following well-known property of exponential random variables. Let $X_{1}, \ldots, X_{n}$ be i.i.d. exponential random variables. Let $S_{n}=\sum_{j=1}^{n} X_{j}$. Recall that $S_{n}$ is said to have a gamma distribution, and we use facts about the gamma distribution later in our analysis. Similarly, $S_{n-1} / S_{n}$ is said to have a beta distribution, and we use facts about beta distributions as well. For example,

- Lemma 4. $S_{n}, \frac{S_{1}}{S_{2}}, \frac{S_{2}}{S_{3}}, \ldots, \frac{S_{n-1}}{S_{n}}$ are all mutually independent.

See e.g. [10] for its discussion of exponential random variables. In particular, the $X_{i}$ can be viewed as the gaps in the arrivals of a Poisson process; the $n-1$ arrivals before the last are uniformly distributed on the interval $\left[0, S_{n}\right]$, from which one can derive the lemma above.

Another important fact we use is the following:

- Fact 5. We have $\mathrm{E}\left[\left(S_{j} / S_{j+1}\right)^{t}\right]=\prod_{i=0}^{t-1} \frac{j+i}{j+1+i}=\frac{j}{j+t}$, since $S_{j} / S_{j+1} \sim \operatorname{Beta}(j, 1)$.

We note that in some of our arguments, the ordering of the variables becomes reversed, and we consider sums of the form $\sum_{j=n-i+1}^{n} X_{j}$. Of course this has the same distribution as $\sum_{j=1}^{i} X_{i}$, and the corresponding version of Lemma 4 holds. Where convenient, we therefore refer to $\sum_{j=n-i+1}^{n} X_{j}=S_{i}$ where there is no ambiguity as to the desired meaning.

Proof of Theorem 3. We begin by using linearity of expectations to write the expected number of PNE in terms of the probability that each player choosing their first choice will yield a stable configuration.

$$
\begin{aligned}
\mathrm{E}[\# \mathrm{PNE}] & =m^{n} \cdot \operatorname{Pr}[\text { first choices are stable }] \\
& =m^{n} \cdot \mathrm{E}[\operatorname{Pr}[\text { first choices are stable } \mid \text { position of first choices }]] .
\end{aligned}
$$

Partition the circle into arcs according to the players' first choice points. Let $A_{i}$ be the length of the $i$ th smallest arc. As shown in [10], the $A_{i}$ are distributed jointly as

$$
A_{i} \sim \frac{1}{S_{n}} \sum_{j=n-i+1}^{n} \frac{X_{j}}{j}
$$

where again the $X_{j}$ are i.i.d. exponential random variables of mean 1 and $S_{n}=\sum_{j=1}^{n} X_{j}$. We say that an arc is stable if the player whose point starts the arc (going clockwise) does not wish to deviate to any of their other points. Given the position of the first choices, the
probability each arc is stable depends only on the other choices available to the player that owns the arc, and hence the stability of the arcs are independent. Therefore
$\operatorname{Pr}$ [first choices are stable | position of first choices]

$$
=\prod_{i=1}^{n} \operatorname{Pr}[i \text { th smallest arc is stable } \mid \text { position of first choices }] .
$$

If the arc is the $i$ th smallest, then it will be stable if the other choices fall in the same arc, one of the $i-1$ smaller arcs, or the front $A_{i}$-length portion of the $(n-i)$ larger arcs except in the latter two cases, we must take into account that if a choice falls immediately backward into the arc directly counterclockwise of the current arc, then the arc is not stable. We therefore have the following calculation:
$\operatorname{Pr}[i$ th smallest arc is stable $\mid$ position of first choices]

$$
\begin{aligned}
& =\left((n-i) A_{i}+\sum_{j=1}^{i} A_{j}-\min \left(A_{i}, \text { length of arc before i }\right)\right)^{m-1} \\
& \leq\left((n-i) A_{i}+\sum_{j=1}^{i} A_{j}\right)^{m-1} \\
& =S_{n}^{-(m-1)}\left((n-i) \sum_{j=n-i+1}^{n} \frac{X_{j}}{j}+\sum_{j=1}^{i} \sum_{k=n-j+1}^{n} \frac{X_{k}}{k}\right)^{m-1} \\
& =S_{n}^{-(m-1)}\left((n-i) \sum_{j=n-i+1}^{n} \frac{X_{j}}{j}+\sum_{k=n-i+1}^{n}(k-n+i) \frac{X_{k}}{k}\right)^{m-1} \\
& =S_{n}^{-(m-1)}\left(\sum_{j=n-i+1}^{n}(n-i+j-n+i) \frac{X_{j}}{j}\right)^{m-1} \\
& =S_{n}^{-(m-1)}\left(\sum_{j=n-i+1}^{n} X_{j}\right)^{m-1} \\
& =\left(\frac{S_{i}}{S_{n}}\right)^{m-1} \cdot
\end{aligned}
$$

Note we have used $\sum_{j=n-i+1}^{n} X_{j}=S_{i}$ for convenience. Our resulting bound has a surprisingly clean form in terms of the $S_{i}$.

Thus, by Lemma 4 and Fact 5:

$$
\begin{aligned}
\operatorname{Pr}[\text { first choices are stable }] & \leq \mathrm{E}\left[\prod_{i=1}^{n}\left(\frac{S_{i}}{S_{n}}\right)^{m-1}\right] \\
& =\mathrm{E}\left[\prod_{i=1}^{n-1}\left(\frac{S_{i}}{S_{i+1}} \cdot \frac{S_{i+1}}{S_{i+2}} \cdots \cdots \frac{S_{n-1}}{S_{n}}\right)^{m-1}\right] \\
& =\mathrm{E}\left[\prod_{i=1}^{n-1}\left(\frac{S_{i}}{S_{i+1}}\right)^{i(m-1)}\right]=\prod_{i=1}^{n-1} \mathrm{E}\left[\left(\frac{S_{i}}{S_{i+1}}\right)^{i(m-1)}\right] \\
& =\prod_{i=1}^{n-1} \frac{i}{i+i(m-1)}=\frac{1}{m^{n-1}} .
\end{aligned}
$$

It then follows that

$$
\mathrm{E}[\# \mathrm{PNE}] \leq m^{n} \cdot \frac{1}{m^{n-1}}=m
$$

We can similarly find a lower bound, although some additional technical work is required.
$\operatorname{Pr}[i$ th smallest arc is stable $\mid$ position of first choices]

$$
\begin{aligned}
& =\left((n-i) A_{i}+\sum_{j=1}^{i} A_{j}-\min \left(A_{i}, \text { length of arc before i) }\right)^{m-1}\right. \\
& \geq\left((n-i) A_{i}+\sum_{j=1}^{i} A_{j}-A_{i}\right)^{m-1} \\
& =\left((n-i-1) A_{i}+\sum_{j=1}^{i} A_{j}\right)^{m-1} \\
& =S_{n}^{-(m-1)}\left(\sum_{j=n-i+1}^{n}(n-i-1+j-n+i) \frac{X_{j}}{j}\right)^{m-1} \\
& =S_{n}^{-(m-1)}\left(\sum_{j=n-i+1}^{n} \frac{(j-1) X_{j}}{j}\right)^{m-1}
\end{aligned}
$$

Hence
$\operatorname{Pr}[$ first choices are stable $] \geq \mathrm{E}\left[S_{n}^{-(m-1) n} \prod_{i=1}^{n}\left(\sum_{j=n-i+1}^{n} \frac{(j-1) X_{j}}{j}\right)^{m-1}\right]$.
A simple stochastic domination argument (provided in full version of the paper [5]) shows that the expectation on the right side decreases if, in each term in the product, we equalize the coefficient, so that instead of terms of the form $\frac{(j-1) X_{j}}{j}$, the coefficient for all terms of the sum in the $i$ th term of the product is the average $c_{i}=\frac{1}{i} \sum_{j=n-i+1}^{n} \frac{j-1}{j}$. This gives

$$
\begin{aligned}
\operatorname{Pr}[\text { first choices are stable }] & \geq \mathrm{E}\left[S_{n}^{-(m-1) n} \prod_{i=1}^{n}\left(\sum_{j=n-i+1}^{n} c_{i} X_{j}\right)^{m-1}\right] \\
& =\mathrm{E}\left[S_{n}^{-(m-1) n} \prod_{i=1}^{n}\left(c_{i} S_{i}\right)^{m-1}\right] \\
& =\left(\prod_{i=1}^{n} c_{i}^{m-1}\right) \mathrm{E}\left[\prod_{i=1}^{n}\left(\frac{S_{i}}{S_{n}}\right)^{m-1}\right]
\end{aligned}
$$

Observe that this expectation is the same as the one we computed in the upper bound. Therefore

$$
\mathrm{E}[\# \mathrm{PNE}] \geq\left(\prod_{i=1}^{n} c_{i}^{m-1}\right) m \geq 0.19^{m-1} m
$$

The proof of the final inequality is presented in the full version of the paper [5].

We note that similar calculations can be done for the minimization version, although we have not found a clean form for the upper bound. We can, however, state the following lower bound, showing the expected number of pure Nash equilibria is at least inverse polynomial in $n$ for a fixed number of choices $m$.

- Theorem 6 (For proof see [5]). The expected number of PNE for the minimization version of the One Way 1-D Simultaneous Voronoi Game is at least $\frac{m(m-1)}{(m n-1) n^{m-1}}$.

We have done several experiments regarding Random Voronoi games, which prove consistent with our theoretical results and suggest some interesting conjectures, particularly for the 2-D Simultaneous Voronoi Game. Chief among these conjectures is that the Random $k$-D Simultaneous Voronoi game has a pure Nash Equilibrium with probability approaching 1 as $n$ grows. The complete discussion of these results can be found in the full version of the paper

## 4 Correlated Equilibria

Our goal in this section is to show that, for the $k$-D Simultaneous Voronoi Game, correlated equilibria can be found in polynomial time. We present the results for $k=1,2$, and 3 . The results appear to extend to higher dimensions but the geometric details are technical; we note the time required to determine the correlated equilibrium appears to grow as $n^{O(k)}$. The results also apply to the One Way 1-D Simultaneous Voronoi Game.

- Theorem 7. For $k=1,2$, and 3, and for a fixed $m$, there is a polynomial time algorithm for finding a correlated equilibrium in the $k$-D Simultaneous Voronoi Game.

We appeal to [17] and [12], who present polynomial time algorithms for finding a correlated equilibrium of games polynomial type. (The running times for these algorithms are not specifically presented in the papers and appear rather large, but are still polynomial.) A game of polynomial type is one that can be represented in polynomial space such that given each player's strategy, their utilities can be computed in polynomial time. The $k$-D Simultaneous Voronoi Game is of polynomial type because it can be represented in $O(n m k)$ space by a list of each players point choices and, given the players' strategies, the utilities can be found by computing the Voronoi diagram of the chosen points.

- Theorem 8 (Theorem 4.5, [12]). Given a game of polynomial type and a polynomial time algorithm for computing the expected utility of a player under any product distribution on strategies, there exists a polynomial time algorithm for finding a correlated equilibrium in that game.

Jiang et al. proved Theorem 8 by constructing a linear program with a variable for each of the $2^{n}$ possible strategy profiles. The LP's constraints are non-negativity, and the constraints requiring that the variables form a correlated equilibrium. They do not, however, enforce that the variables sum to one, or even at most one, and rather use the sum of these variables as the objective. Thus, since a correlated equilibrium is guaranteed to exist by Nash's Theorem, this LP is unbounded and its dual is infeasible. They then run the ellipsoid algorithm for a polynomial number of steps on the dual LP (this takes polynomial time, since the dual LP has only polynomially many variables). They argue that the intermediate steps of the ellipsoid algorithm can be used to construct product distributions of which there is a convex combination that is a valid correlated equilibrium, and which can be found with a second linear program.

The second linear program's separation oracle requires as a subroutine a polynomial time algorithm for computing the expected utility of a player given a product distribution over the strategies. (This requirement is referred to in [17] and [12] as the polynomial expectation property.) Our work is to demonstrate polynomial time algorithms for this subroutine. We note that it is not immediate that such an algorithm should exist, even when each player has only $m=2$ choices, as the number of possible configurations is $m^{n}$. Hence, we cannot simply sum over all configurations when calculating the expectation. In [17] it is noted that for certain congestion games, these expectations can be computed using dynamic programming, essentially adding one player in at a time and updating accordingly. Our approach is similar in spirit, but requires taking advantage of the underlying geometry.

- Lemma 9 (For proof see [5]). Computing a player's expected utility under a product distribution on strategies in the $k$ - $D$ Simultaneous Voronoi Game takes $O\left(n^{2 k-1} \log n\right)$ time for $k \leq 3$.

The proof is trivial for one dimension. For two and three dimensions, the key idea is to partition the space into regions where the possible Voronoi cell boundaries do not cross.

## 5 Conclusion

We have introduced a new but we believe important set of variants on Voronoi games, where each player has a disjoint set of points to choose from. We believe these variations are motivated both by natural economic settings, and because of the possible connections to other "power-of-choice" processes in which participants choose from a limited set of random options.

In particular, we note that the Voronoi choice games we propose offer the chance to consider randomized versions of the problem, where the set of possible choices for each player is chosen uniformly over of the space. We have conjectured that the Random $k$-D Simultaneous Voronoi Game has a pure Nash equilibrium with high probability, based on a simulation study. While this is perhaps the most natural open question in this setting, there remain several other questions for both the simultaneous and sequential versions of Voronoi choice problems, in the worst case and with random point sets.
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