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#### Abstract

In this paper, the synthesis of bounded Petri nets from deterministic modal transition systems is shown to be undecidable. The proof is built from three components. First, it is shown that the problem of synthesising bounded Petri nets satisfying a given formula of the conjunctive nucalculus (a suitable fragment of the mu-calculus) is undecidable. Then, an equivalence between deterministic modal transition systems and a language-based formalism called modal specifications is developed. Finally, the claim follows from a known equivalence between the conjunctive nu-calculus and modal specifications.
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## 1 Introduction

Modal transition systems are a well-known and useful method for specifying systems [18, $1,8,17]$. Petri net synthesis, or more precisely, the problem of finding an unlabelled Petri net implementing a given labelled transition system, has also been investigated since many years [3]. Petri net synthesis not only yields implementations which are correct by design, but it also allows to extract concurrency and distributability information from a sequential specification [4, 7, 21]. Since modal transition systems are extensions of labelled transition systems, it has been suggested to extend Petri net synthesis to cover modal transition systems, e.g., in [9]. However, some questions that are settled in the basic net synthesis theory are still open for such an extension. For example, the decidability status of checking whether a bounded Petri net implementing a given modal transition system exists, has been stated as unknown in [3].

In this paper, we give a negative answer to this question, by proving that it is undecidable whether a given deterministic modal transition system can be implemented by a bounded Petri net. This is done in several steps, two reductions and an equivalence. First, a counter machine, also known as Minsky machine [20], is encoded in a specification that is interpreted on a special class of Petri nets. The technique used in this step resembles constructions known from other papers, for instance [15] (but in the context of labelled Petri nets). In this first step, a variation of the model checking problem is shown to be undecidable. In a second step, the class of Petri nets used in the first step is encoded in a second specification, allowing the Petri net synthesis problem to be shown undecidable. In principle, the two steps
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would suffice for our proof, because both specifications used in them can be represented as deterministic modal transition systems. However, these representations are complex and hard to understand or reason about. Therefore, in order to simplify the representations, we add a third step using the conjunctive nu-calculus [11, 12, 13], a fragment of the modal mu-calculus [16, 2]. The first two steps are done with the conjunctive nu-calculus and in this third step we show the equivalence of the nu-calculus, modal specifications and deterministic modal transition systems to derive our main result.

Section 2 introduces the bounded execution problem for two-counter machines. In section 3, we define a class of Petri nets $N_{\text {sim }}\left(b_{0}, b_{1}\right)$ which can simulate two-counter machines whose counters stay below the bounds $\left(b_{0}, b_{1}\right) \in \mathbb{N}^{2}$. Section 4 characterises the reachability graphs of $N_{\text {sim }}\left(b_{0}, b_{1}\right)$ in a specification that is independent of $b_{0}$ and $b_{1}$ and derives the undecidability of the bounded Petri net synthesis problem for the conjunctive nu-calculus. We then obtain the main result, the undecidability of the bounded Petri net synthesis problem for deterministic modal transition systems, in section 5 by introducing an effective translation between deterministic modal transition systems and modal specifications, which are known to be equivalent to the conjunctive nu-calculus [11, 13].

The nu-calculus, used in all but the last section, does not allow to express, e.g., nondeterminism or unimplementable specifications. It turns out to be well-suited for research into Petri net synthesis from modal transition systems and was (to the author's knowledge) invented in [12] for the investigation of its Petri net synthesis problem. In fact, the pure and unbounded Petri net synthesis problem for the conjunctive nu-calculus was shown to be undecidable in [12]. Unfortunately, the approach described in [12] cannot be lifted to impure or bounded Petri nets because it encodes the effect of transitions on individual places via auxiliary transitions that have to be able to surpass any bounds. The effect of a transition only characterises the transition in pure Petri nets, but not in impure nets. Instead, a new approach for encoding Petri nets in the nu-calculus has been developed for the purpose of our proof. In fact, the results of [12] and the present paper are incomparable: neither implies the other.

The limitation of the expressivity of the nu-calculus tends to make it incomparable to other fragments of the mu-calculus. For example, the mu-calculus fragment considered in [10] has an undecidable model checking problem, while the nu-calculus is weaker and has a decidable model checking problem, likely even in polynomial time, because of its equivalence with deterministic modal transition systems, where model checking is possible in polynomial time [6].

## 2 Preliminaries

- Definition 1. A (finite, initial) labelled transition system (lts) is a structure $A=(Q, \Sigma, \rightarrow$, $q_{0}$ ) where $Q$ is a finite set of states, $\Sigma$ is an alphabet, $\rightarrow \subseteq Q \times \Sigma \times Q$ is the transition relation and $q_{0}$ is the initial state. An $\operatorname{arc}\left(q, a, q^{\prime}\right) \in \rightarrow$ is written as $q \xrightarrow{a} q^{\prime}$. This is extended to words $w \in \Sigma^{*}$ via $q \xrightarrow{\varepsilon} q$ and $q \xrightarrow{w} q^{\prime} \xrightarrow{a} q^{\prime \prime} \Rightarrow q \xrightarrow{w a} q^{\prime \prime}$. If some $q^{\prime} \in Q$ with $q \xrightarrow{w} q^{\prime}$ exists, we write $q \xrightarrow{w}$. If no such $q^{\prime}$ exists, write $q \xrightarrow{\psi}$. The language of $A$ is $L(A)=\left\{w \in \Sigma^{*} \mid q_{0} \xrightarrow{w}\right\} . A$ is deterministic if $\forall q, q^{\prime}, q^{\prime \prime}, a: q \xrightarrow{a} q^{\prime} \wedge q \xrightarrow{a} q^{\prime \prime} \Rightarrow q^{\prime}=q^{\prime \prime}$. Two lts $A_{1}, A_{2}$ with $A_{i}=\left(Q_{i}, \Sigma, \rightarrow_{i}, q_{0 i}\right)$ are isomorphic if there exists a bijection $\xi: Q_{1} \rightarrow Q_{2}$ so that $\xi\left(q_{01}\right)=q_{02}$ and for all $q, q^{\prime} \in Q_{1}, a \in \Sigma: q \xrightarrow{a}_{1} q^{\prime} \Longleftrightarrow \xi(q) \xrightarrow{a}{ }_{2} \xi\left(q^{\prime}\right)$.
- Definition 2. A (place-transition, initially marked, injectively labelled, arc-weighted) Petri net is a tuple $N=\left(P, \Sigma, F, M_{0}\right)$ where $P, \Sigma$ are disjoint and finite sets of places, respectively transitions, $F:((P \times \Sigma) \cup(\Sigma \times P)) \rightarrow \mathbb{N}$ is the flow relation and $M_{0}$ is the
initial marking where a marking $M$ is a mapping $M: P \rightarrow \mathbb{N}$. We call $M(p)$ the number of tokens on place $p$ in $M$. A Petri net is pure if it satisfies $\forall p \in P, t \in \Sigma: F(p, t)=$ $0 \vee F(t, p)=0$, otherwise it is impure. The effect $E(t) \in \mathbb{Z}^{p}$ of a transition $t \in \Sigma$ is defined by $E(t)(p)=F(t, p)-F(p, t)$. A transition $t \in \Sigma$ has no effect if $E(t)(p)=0$ for all $p$. A transition $t \in \Sigma$ is enabled in marking $M$, written $M[t\rangle$, if $\forall p \in P: M(p) \geq F(p, t)$. In this situation $t$ can fire and leads to marking $M^{\prime}$, written $M[t\rangle M^{\prime}$, if $M^{\prime}=M+E(t)$. This is extended to sequences via $M[\varepsilon\rangle M$, and if $M[u\rangle M^{\prime}[v\rangle M^{\prime \prime}$ then $M[u v\rangle M^{\prime \prime}$. The set of all markings reachable from $M_{0}$ is $\mathcal{E}(N)=\left\{M \mid \exists w \in \Sigma^{*}: M_{0}[w\rangle M\right\}$. The reachability graph of $M$ is the lts $\operatorname{RG}(N)=\left(\mathcal{E}(N), \Sigma, \rightarrow, M_{0}\right)$ where $\rightarrow=\left\{\left(M, t, M^{\prime}\right) \mid M[t\rangle M^{\prime}\right\}$. We call $N$ $k$-bounded if $\forall M \in \mathcal{E}(N), p \in P: M(p) \leq k$ and bounded if such a $k$ exists. The language of a Petri net is $L(N)=L(\operatorname{RG}(N))$.

The conjunctive nu-calculus is a syntactic fragment of the modal mu-calculus [16, 2]. For example the disjunction, the negation and the least fixed point $\mu X . \beta$ from mu-calculus are missing. Usually, the semantics of the mu-calculus is defined as sets of states. The language-based version used here simplifies some of the proofs in the rest of the paper. A deterministic lts satisfies a formula $\beta \in L_{\nu}$ in the language-based semantics if and only if it does in state-based semantics [12]. The nu-calculus has operations similar to the modal process logic [19] except that the nu-calculus cannot express non-determinism.

- Definition 3 ([11, 12, 13]). Given a set of variables $\operatorname{Var}=\left\{X_{1}, X_{2}, \ldots\right\}$ and an alphabet $\Sigma$, the set of all formulas of the conjunctive nu-calculus is called $L_{\nu}$ and is defined recursively as the least set containing true, $X, \rightarrow^{a}, \nrightarrow^{a}$ and if $\beta_{1}, \beta_{2} \in L_{\nu}$, then $[a] \beta_{1}, \beta_{1} \wedge \beta_{2}, \nu X . \beta_{1} \in L_{\nu}$, where $a \in \Sigma$ and $X \in \operatorname{Var}$. A variable $X \in \operatorname{Var}$ is free in $\beta \in L_{\nu}$ if it is not under the scope of any $\nu X$, which is the greatest fixed point operator. The interpretation $\llbracket \beta \rrbracket_{L}^{v a l} \subseteq L$ of a formula $\beta \in L_{\nu}$ is based on a prefix-closed language $L \subseteq \Sigma^{*}$ and a valuation val: Var $\rightarrow 2^{L}$ which assigns subsets of $L$ to variables. $\llbracket \beta \rrbracket_{L}^{v a l}$ is defined inductively over the structure of $\beta$ :

$$
\begin{array}{llll}
\llbracket \text { true } \rrbracket_{L}^{\text {val }} & =L & \llbracket X \rrbracket_{L}^{\text {val }} & =\operatorname{val}(X) \\
\llbracket \rightarrow \rrbracket_{L}^{\text {val }} & =\{w \in L \mid w a \in L\} & \llbracket \not A^{a} \rrbracket_{L}^{\text {val }} & =\{w \in L \mid w a \notin L\} \\
\llbracket[a] \beta \rrbracket_{L}^{\text {val }} & =\left\{w \in L \mid w a \in \llbracket \beta \rrbracket_{L}^{\text {val }} \vee w a \notin L\right\} & \llbracket \beta_{1} \wedge \beta_{2} \rrbracket_{L}^{\text {val }} & =\llbracket \beta_{1} \rrbracket_{L}^{\text {val } \cap \llbracket \beta_{2} \rrbracket_{L}^{\text {val }}} \\
\llbracket \nu X . \beta \rrbracket_{L}^{\text {val }} & =\bigcup\left\{V \subseteq L \mid \llbracket \beta \rrbracket_{L}^{\text {val }(V / X)} \supseteq V\right\} & &
\end{array}
$$

The valuation $\operatorname{val}(V / X)$ is defined by $\operatorname{val}(V / X)\left(X_{1}\right)=V$ for $X=X_{1}$ and $\operatorname{val}(V / X)\left(X_{1}\right)=$ $\operatorname{val}\left(X_{1}\right)$ otherwise. We write $\langle a\rangle \beta$ for the formula $\rightarrow^{a} \wedge[a] \beta$ and by definition this means $\llbracket\langle a\rangle \beta \rrbracket_{L}^{\text {val }}=\left\{w \in L \mid w a \in \llbracket \beta \rrbracket_{L}^{\text {val }}\right\}$. For a word $w=a_{1} \ldots a_{n} \in \Sigma^{+}$we define both $\langle w\rangle \beta=$ $\left\langle a_{1}\right\rangle \ldots\left\langle a_{n}\right\rangle \beta$ and $[w] \beta=\left[a_{1}\right] \ldots\left[a_{n}\right] \beta$. Via this we can define $[V] \beta=\left[v_{1}\right] \beta \wedge \ldots \wedge\left[v_{n}\right] \beta$ for a finite set $V \subseteq \Sigma^{+}$. Because the semantics of a formula $\beta$ without any free variables does not depend on the valuation val, we simply write $\llbracket \beta \rrbracket_{L}$. A language $L$ satisfies such a formula, written $L \models \beta$, if and only if $\varepsilon \in \llbracket \beta \rrbracket_{L}$ (understand this as the state reached via $\varepsilon$, i.e. the initial state, satisfying the formula). For a Petri net $N$ we define $N \models \beta$ as $L(N) \models \beta$.

The operator $[a] \beta$ can be interpreted as a kind of disjunction as its meaning is $\langle a\rangle \beta \vee \not \nrightarrow 力^{a}$, so it allows a continuation of a word, but does not require it. This is the analogue of a may arc in modal transition systems [18].

- Example 4. We consider the formula $[a] \rightarrow^{a}$ for the languages $L_{1}=\{\varepsilon\}, L_{2}=\{\varepsilon, a\}$ and $L_{3}=\{\varepsilon, a, a a\}$. The interpretation is $\llbracket[a] \rightarrow^{a} \rrbracket_{L_{i}}=\left\{w \in L_{i} \mid w a \in \llbracket \rightarrow^{a} \rrbracket_{L_{i}} \vee w a \notin L_{i}\right\}$. First, we evaluate $\llbracket \rightarrow^{a} \rrbracket_{L_{1}}=\emptyset, \llbracket \rightarrow^{a} \rrbracket_{L_{2}}=\{\varepsilon\}$, and $\llbracket \rightarrow^{a} \rrbracket_{L_{3}}=\{\varepsilon, a\}$. Then, we derive $\llbracket[a] \rightarrow^{a} \rrbracket_{L_{1}}=\emptyset \cup\{\varepsilon\}=\{\varepsilon\}, \llbracket[a] \rightarrow^{a} \rrbracket_{L_{2}}=\emptyset \cup\{a\}=\{a\}$, and $\llbracket[a] \rightarrow^{a} \rrbracket_{L_{3}}=\{\varepsilon\} \cup\{a a\}=\{\varepsilon, a a\}$. The results are $L_{1} \models[a] \rightarrow^{a}, L_{2} \not \models[a] \rightarrow^{a}$ and $L_{3} \models[a] \rightarrow^{a}$. An intuitive understanding of
$[a] \rightarrow^{a}$ is: If $a \in L$, then $a a \in L$. However, this formula only checks the beginning of words and is not influenced by $a$ elsewhere, since, for example, $\{\varepsilon, b, b a\} \models[a] \rightarrow^{a}$ for the same reasons as $L_{1} \models[a] \rightarrow^{a}$.

For an example exhibiting a fixed point operator, consider $\nu X_{1} \rightarrow \rightarrow^{a} \wedge[a] X_{1}$. We begin evaluating the subformula $\rightarrow^{a} \wedge[a] X_{1}$. The first part requires $a \in L$. The second part states that if $a \in L$ (which is true by the first part), then $a \in \operatorname{val}\left(X_{1}\right)$ where $X_{1}$ is bound by the fixed point operator. For an intuitive understanding, we can substitute $\rightarrow^{a} \wedge[a] X_{1}$ for $X_{1}$ and get the formula $\rightarrow^{a} \wedge[a]\left(\rightarrow^{a} \wedge[a] X_{1}\right)$. Now we see that also $a a \in L$ is required. Substituting $X_{1}$ many times results in the 'infinite formula' $\rightarrow^{a} \wedge[a]\left(\rightarrow^{a} \wedge[a]\left(\rightarrow^{a} \wedge[a](\ldots)\right)\right)$. An example for a language which satisfies this formula is produced by the regular expression $a^{*}$. Our formula is equivalent to $\nu X_{1} \cdot\langle a\rangle X_{1}$ by the definition of $\langle a\rangle \beta$.

As another example, consider $\beta=\nu X_{1} \rightarrow \rightarrow^{b} \wedge\langle a\rangle X_{1}$ and the regular language $L=L\left(a^{*}(b+\right.$ $\varepsilon)$ ). In this setting, $L \models \beta$. This language is prefix-closed, as required for $\llbracket \beta \rrbracket_{L}$ to be defined.

- Definition 5. A two-counter machine [20] is a tuple $\mathcal{C}=(\ell, \gamma)$ where $\ell \in \mathbb{N}$ is the number of states and $\gamma:\{1, \ldots, \ell\} \rightarrow \Gamma_{\ell}$ maps states to instructions. Every instruction $\gamma(k) \in \Gamma_{\ell}$ has one of three possible forms; $\gamma(k)=\operatorname{INC}_{i} k^{\prime}, \gamma(k)=\operatorname{DEC}_{i} k^{\prime}$ ELSE $k^{\prime \prime}$ or $\gamma(k)=$ HALT where $i \in\{0,1\}$ and $k^{\prime}, k^{\prime \prime} \in\{1, \ldots, \ell\}$. The first instruction increments counter $i$ and switches to state $k^{\prime}$. The second instruction decrements counter $i$ if possible and then switches to state $k^{\prime}$. Otherwise, it switches to state $k^{\prime \prime}$. A configuration is a tuple $c=\left(k,\left(j_{0}, j_{1}\right)\right)$ where $k \in\{1, \ldots, \ell\}$ is the current state and $j_{0}, j_{1} \in \mathbb{N}$ are the values of the counters. An execution of $\mathcal{C}$ is a sequence of configurations which begins with $(1,(0,0))$ and a configuration $c=\left(k,\left(j_{0}, j_{1}\right)\right)$ is followed by $c^{\prime}=\left(k^{\prime},\left(j_{0}^{\prime}, j_{1}^{\prime}\right)\right)$ if $\gamma(k) \neq$ HALT and:
- If $\gamma(k)=\operatorname{INC}_{i} k^{\prime \prime}$, then $k^{\prime}=k^{\prime \prime}, j_{i}^{\prime}=j_{i}+1$ and $j_{1-i}^{\prime}=j_{1-i}$.
- If $\gamma(k)=\operatorname{DEC}_{i} k^{\prime \prime}$ ELSE $k^{\prime \prime \prime}$, then either $j_{i}=0$ and $c^{\prime}=\left(k^{\prime \prime \prime},\left(j_{0}, j_{1}\right)\right)$ or $j_{i} \neq 0, k^{\prime}=k^{\prime \prime}$, $j_{i}^{\prime}=j_{i}-1$ and $j_{1-i}^{\prime}=j_{1-i}$.
The execution of $\mathcal{C}$ is unique, hence two-counter machines are deterministic. We say that $\mathcal{C}$ halts if a configuration with an instruction HALT is reached. An execution is called bounded by $\left(b_{0}, b_{1}\right)$ if all of its configurations $\left(k,\left(j_{0}, j_{1}\right)\right)$ satisfy $j_{0} \leq b_{0}$ and $j_{1} \leq b_{1}$. It is called bounded if such $\left(b_{0}, b_{1}\right)$ exist.

The bounded execution problem for $\mathcal{C}$ is to decide if the execution of the two-counter machine $\mathcal{C}$ is bounded. This problem is undecidable, because two-counter machines have the same computational power as Turing machines and solving this problem would allow to decide the halting problem.

## 3 Simulating Two-Counter Machines with Petri nets

This section introduces a family of bounded Petri nets $N_{\text {sim }}\left(b_{0}, b_{1}\right)$ with transitions $\Sigma=$ $\{\oplus, \ominus, \odot, \boxplus, \boxminus, \odot\}$ and parameters $b_{0}, b_{1} \in \mathbb{N}$. They are defined such that a two-counter machine $\mathcal{C}$ can be simulated on the reachability graph of such a net via a formula $\Phi_{\mathcal{C}}$ of the conjunctive nu-calculus if and only if its execution is bounded (lemma 10).

A prototypical member of the class $N_{\mathrm{sim}}\left(b_{0}, b_{1}\right)$ is depicted in Figure 1. The Petri nets from this class can simulate two bounded counters. The values of the counters are the number of tokens on $p_{0}$, respectively $p_{1}$. Each counter has an initial value of zero, a capacity of $b_{0}$, resp. $b_{1}$ (this is because the complement places $\overline{p_{i}}$ have $b_{i}$ tokens initially), and can be incremented, decremented and tested for zero via transitions $\oplus, \ominus$ and $\odot$ (resp. $\boxplus, \boxminus$ and $\odot)$. Every reachable marking $M$ satisfies, by the structure of the net, $M\left(p_{0}\right)+M\left(\overline{p_{0}}\right)=b_{0}$ and $M\left(p_{1}\right)+M\left(\overline{p_{1}}\right)=b_{1}$. As an example of the behaviour of these Petri nets, the reachability graph $\operatorname{RG}\left(N_{\text {sim }}(2,3)\right)$ is shown in Figure 1.


Figure 1 The family of nets $N_{\operatorname{sim}}\left(b_{0}, b_{1}\right)$ with $b_{0}, b_{1} \in \mathbb{N}$ is depicted on the left. On the right, the reachability graph of $N_{\text {sim }}(2,3)$ is shown and the firing sequence $\oplus \boxplus \ominus \boxplus \odot \boxminus \odot \boxminus \odot \square$ is highlighted.

- Lemma 6. For $t \in \Sigma=\{\oplus, \ominus, \odot, \boxplus, \boxminus, ~ \odot\}$ and $M \in \mathcal{E}\left(N_{\text {sim }}\left(b_{0}, b_{1}\right)\right): M[t\rangle M^{\prime}$ iff:
- For $t=\oplus$ we have $M^{\prime}\left(p_{0}\right)=M\left(p_{0}\right)+1 \leq b_{0}$ and $M^{\prime}\left(p_{1}\right)=M\left(p_{1}\right)$.
- For $t=\ominus$ we have $M^{\prime}\left(p_{0}\right)=M\left(p_{0}\right)-1 \geq 0$ and $M^{\prime}\left(p_{1}\right)=M\left(p_{1}\right)$.
- For $t=\odot$ we have $M^{\prime}=M$ and $M\left(p_{0}\right)=0$.
- Analogously for $t \in\{\boxplus, \boxminus, \boxtimes\}$ (the second counter).

Proof. This lemma follows from the structure and behaviour of each net $N_{\operatorname{sim}}\left(b_{0}, b_{1}\right)$.
We define a formula $\Phi_{\mathcal{C}}$ describing a two-counter machine $\mathcal{C}$. By exploiting the structure of $N_{\text {sim }}\left(b_{0}, b_{1}\right)$, such a formula is satisfied on $N_{\text {sim }}\left(b_{0}, b_{1}\right)$ iff the execution of $\mathcal{C}$ is bounded.

- Definition 7. Given a two-counter machine $\mathcal{C}=(\ell, \gamma)$, the formula $\Phi_{k}$ for a state $k \in$ $\{1, \ldots, \ell\}$ in the variables $X_{1}$ to $X_{\ell}$ is defined by:

$$
\Phi_{k}= \begin{cases}\langle\oplus\rangle X_{k^{\prime}} & \text { if } \gamma(k)=\operatorname{INC}_{0} k^{\prime} \\ \langle\boxplus\rangle X_{k^{\prime}} & \text { if } \gamma(k)=\operatorname{INC}_{1} k^{\prime} \\ {[\Theta] X_{k^{\prime}} \wedge[\odot] X_{k^{\prime \prime}}} & \text { if } \gamma(k)=\operatorname{DEC}_{0} k^{\prime} \text { ELSE } k^{\prime \prime} \\ {[\boxminus] X_{k^{\prime}} \wedge[\odot] X_{k^{\prime \prime}}} & \text { if } \gamma(k)=\operatorname{DEC}_{1} k^{\prime} \text { ELSE } k^{\prime \prime} \\ \text { true } & \text { if } \gamma(k)=\operatorname{HALT}^{\prime \prime}\end{cases}
$$

Consider the equation system $X_{i}=\Phi_{i}\left(X_{1}, \ldots, X_{\ell}\right)$ for $i \in\{1, \ldots, \ell\}$ where the $\Phi_{k}=$ $\Phi_{k}\left(X_{1}, \ldots, X_{\ell}\right)$ are as defined above and the syntax $\beta(X)$ is used to clarify free variables. The Gaussian elimination principle (see, e.g., [2]), constructs for each $k$ a formula $\Psi_{k}$ representing a greatest fixed point solution of $X_{k}$ in this system. For example, a variable $X_{k}$ currently defined as $X_{k}=\beta\left(X_{k}\right)$ is eliminated by replacing $X_{k}=\beta\left(X_{k}\right)$ with $\Psi_{k}=\nu X_{k} \cdot \beta\left(X_{k}\right)$ and substituting $X_{k}$ in all other formulas with $\nu X_{k} \cdot \beta\left(X_{k}\right)$. In this way, all variables are eliminated. Since the starting state of $\mathcal{C}$ is state 1 , define $\Phi_{\mathcal{C}}:=\Psi_{1}$.

Intuitively we can understand that $\Phi_{k}$ is fulfilled if the behaviour of state $k$ can be simulated. The free variables are used to connect the formulas with each other. For the increment operation, the corresponding event has to be possible and afterwards the following state should be simulated. The decrement operation is more complicated, because there are two possibilities for the following state. To implement this, the structure of $N_{\operatorname{sim}}\left(b_{0}, b_{1}\right)$ is exploited. In every reachable marking, exactly one of the transitions $\ominus$ and $\odot$ (resp. $\boxminus$ and $\downarrow)$ is enabled. Thus, the [a]-operator can be used to express this choice. The increment operation uses the $\langle a\rangle$-operator instead, which will make the simulation fail if a counter needs to be incremented beyond the bound $b_{0}$ or $b_{1}$ of $N_{\operatorname{sim}}\left(b_{0}, b_{1}\right)$ (because this transition is disabled).

The following examples show the construction and the Gaussian elimination principle:

- Example 8. We will construct $\Phi_{\mathcal{C}}$ for the two-counter machine $\mathcal{C}=(5, \gamma)$ with:
$\gamma(1)=$ INC $_{0} 2$
$\gamma(3)=$ DEC $_{0} 2$ ELSE 4
$\gamma(5)=$ HALT
$\gamma(2)=$ INC $_{1} 3$
$\gamma(4)=$ DEC $_{1} 3$ ELSE 5

This machine begins by incrementing its first counter once (instruction 1). In a loop, it then increments the second counter and decrements the first (instructions 2-3). When the first counter reaches zero, another loop is done decrementing the second counter (instructions $3-4)$. Its execution and the corresponding operations are:

$$
\begin{aligned}
& (1,(0,0)) \xrightarrow{\oplus}(2,(1,0)) \xrightarrow{\boxplus}(3,(1,1)) \xrightarrow{\ominus}(2,(0,1)) \xrightarrow{\boxplus}(3,(0,2)) \xrightarrow{\odot}(4,(0,2)) \xrightarrow{\text { 日 }} \\
& (3,(0,1)) \xrightarrow{\odot}(4,(0,1)) \xrightarrow{\boxminus}(3,(0,0)) \xrightarrow{\odot}(4,(0,0)) \xrightarrow{\square}(5,(0,0))
\end{aligned}
$$

This execution is bounded by $(1,2)$, but also by $(2,3)$. The formulas for each state are shown in the following system, where a solution for $X_{1}$ is needed for $\Phi_{\mathcal{C}}$ :

$$
X_{1}=\langle\oplus\rangle X_{2} \quad X_{2}=\langle\boxplus\rangle X_{3} \quad X_{3}=[\ominus] X_{2} \wedge[\odot] X_{4} \quad X_{4}=[\boxminus] X_{3} \wedge[\odot] X_{5} \quad X_{5}=\text { true }
$$

The Gaussian elimination principle now eliminates variables. We begin by substituting the only uses of $X_{5}$ and $X_{4}$ with their definitions. This produces $X_{4}=[\boxminus] X_{3} \wedge[\square]$ true and $X_{3}=[\ominus] X_{2} \wedge[\odot]\left([\boxminus] X_{3} \wedge[\odot]\right.$ true $)$. The variable $X_{3}$ is eliminated by substituting $\nu X_{3} \cdot[\ominus] X_{2} \wedge[\odot]\left([\boxminus] X_{3} \wedge[\odot]\right.$ true $)$ (note the added $\nu X_{3}$ in front of the value of $X_{3}$ ). This yields $X_{2}=\langle\boxplus\rangle\left(\nu X_{3} \cdot[\Theta] X_{2} \wedge[\odot]\left([\boxminus] X_{3} \wedge[\square]\right.\right.$ true $\left.)\right)$. Continuing by substituting $X_{2}$ and eliminating $X_{1}$ produces the result:

$$
\Phi_{\mathcal{C}}=\Psi_{1}=\langle\oplus\rangle\left(\nu X_{2} .\langle\boxplus\rangle\left(\nu X_{3} \cdot[\ominus] X_{2} \wedge[\odot]\left([\boxminus] X_{3} \wedge[\odot] \text { true }\right)\right)\right)
$$

As we saw above, the execution of $\mathcal{C}$ is bounded by $(2,3)$. The reader may verify that $N_{\text {sim }}(2,3) \models \Phi_{\mathcal{C}}$ due to $\oplus \boxplus \ominus \boxplus \odot \boxminus \odot \boxminus \odot \odot$ being in $L\left(N_{\text {sim }}(2,3)\right)$ (compare Figure 1), which is the word representing the correct execution of $\mathcal{C}$.

- Example 9. An example for a machine which has a bounded execution, but does not halt, is the machine $\mathcal{C}^{\prime}=\left(1, \gamma^{\prime}\right)$ with $\gamma^{\prime}(1)=\mathrm{DEC}_{0} 1$ ELSE 1 . This machine loops in its initial configuration. Its formula is $\Phi_{\mathcal{C}^{\prime}}=\nu X_{1} \cdot[\Theta] X_{1} \wedge[\odot] X_{1}$. Here we have $N_{\text {sim }}(0,0) \models \Phi_{\mathcal{C}^{\prime}}$ and the 'infinite word' representing a correct simulation is $\odot^{\omega}$. If we modify this machine by setting $\gamma^{\prime}(1)=\operatorname{INC}_{0} 1$, we get $\Phi_{\mathcal{C}^{\prime}}=\nu X_{1} \cdot\langle\oplus\rangle X_{1}$. This machine's unbounded execution is represented by $\oplus^{\omega}$. No instance of $N_{\operatorname{sim}}\left(b_{0}, b_{1}\right)$ allows an infinite sequence of increments.
- Lemma 10. The execution of a two-counter machine $\mathcal{C}$ is bounded by $\left(b_{0}, b_{1}\right) \in \mathbb{N} \times \mathbb{N}$ if and only if $N_{\text {sim }}\left(b_{0}, b_{1}\right) \models \Phi_{\mathcal{C}}$.

Proof sketch. An analogous result was shown in [12]. The main difference is in the definitions of $N_{\mathrm{sim}}\left(b_{0}, b_{1}\right)$ and $\Phi_{k}$, so that we can incorporate impure Petri nets.

We can define words $w_{i} \in \Sigma^{*}$ that contain the operations done to reach the $i$-th configurations in $\mathcal{C}$ 's execution. Assuming $\mathcal{C}$ is bounded, by induction it follows from lemma 6 that all $w_{i} \in L:=L\left(N_{\operatorname{sim}}\left(b_{0}, b_{1}\right)\right)$. These words can be grouped into sets $V_{k}$ containing for a state $k$ all words $w_{i}$ where the $i$-th configuration is in state $k$. Show that $\llbracket \Phi_{k} \rrbracket_{L}^{\text {val }} \supseteq V_{k}$ holds for val defined by $\operatorname{val}\left(X_{i}\right)=V_{i}$. By standard fixed point theory it follows that these values are contained in the unique greatest fixed point and so $w_{1}=\varepsilon \in V_{1} \subseteq \llbracket \Phi_{1} \rrbracket_{L}^{\text {val }} \subseteq \llbracket \Phi_{\mathcal{C}} \rrbracket_{L}$, which was to show.

Reachable markings of $N_{\operatorname{sim}}\left(b_{0}, b_{1}\right)$ are related to counter values in an obvious way. Assuming $\varepsilon \in \llbracket \Phi_{\mathcal{C}} \rrbracket_{L}$, it can be shown via lemma 6 that the words $w_{i}$ as defined above reach markings corresponding to the $i$-th configuration. Thus, $\Phi_{\mathcal{C}}$ follows the operations done by $\mathcal{C}$ and since in $N_{\text {sim }}\left(b_{0}, b_{1}\right)$ only bounded markings are reachable, the execution of $\mathcal{C}$ is bounded by the same numbers.

Because the bounded execution problem is undecidable, we obtain:

- Corollary 11. Given $\mathcal{C}$, it is undecidable if $\exists b_{0}, b_{1} \in \mathbb{N}$ such that $N_{\text {sim }}\left(b_{0}, b_{1}\right) \models \Phi_{\mathcal{C}}$.


## 4 Undecidability of Petri Net Synthesis from the Nu-calculus

This section characterises the reachability graph of Petri nets $N_{\operatorname{sim}}\left(b_{0}, b_{1}\right)$ via a formula $\Phi_{N_{\text {sim }}}$ independent of $b_{0}$ and $b_{1}$. Our goal is to show that, given a formula $\beta \in L_{\nu}$, the existence of a bounded Petri net satisfying $\beta$ is undecidable. For this, we first want to show that if a bounded Petri net satisfies $\Phi_{N_{\text {sim }}} \wedge \Phi_{\mathcal{C}}$, then there are numbers $b_{0}, b_{1}$ so that $N_{\text {sim }}\left(b_{0}, b_{1}\right) \models \Phi_{\mathcal{C}}$. The undecidability then follows via corollary 11. In the following sections, various parts of $\Phi_{N_{\text {sim }}}$ are introduced. Section 4.3 then shows the result sketched above.

### 4.1 Auxiliary Formulas

We begin with a formula that signifies that a word $w \in \Sigma^{*}$ can be fired infinitely often:

$$
\operatorname{NoEffect}(w)=\nu X_{1} \cdot\left(\langle w\rangle X_{1}\right)
$$


Proof. By definition $\llbracket \operatorname{NoEffect}(w) \rrbracket_{L}=\bigcup\{V \subseteq L \mid\{v \in L \mid v w \in V\} \supseteq V\}$. This means it is the largest subset $W$ of $L$ that satisfies $v \in W \Rightarrow v w \in W$. Thus, the premise $\varepsilon \in \llbracket \operatorname{NoEffect}(w) \rrbracket_{L}$ is equivalent to $\{w\}^{*} \subseteq \llbracket \operatorname{NoEffect}(w) \rrbracket_{L}$. Since always $\llbracket \beta \rrbracket_{L} \subseteq L$, we derive $\{w\}^{*} \subseteq L$. In any bounded Petri net it holds that $\{w\}^{*} \subseteq L$ iff $M_{0}[w\rangle M_{0}$.

By $M_{0}\left[a a^{\prime}\right\rangle M_{0} \Rightarrow M_{0}=M_{0}+E(a)+E\left(a^{\prime}\right)$, we get that $\operatorname{Inv}\left(a, a^{\prime}\right)$ expresses that transitions $a, a^{\prime} \in \Sigma$ have opposite effects:

$$
\operatorname{Inv}\left(a, a^{\prime}\right)=\operatorname{NoEffect}\left(a a^{\prime}\right)
$$

- Corollary 13. $N \models \operatorname{Inv}\left(a, a^{\prime}\right)$ for a bounded Petri net $N$ if and only if $M_{0}\left[a a^{\prime}\right\rangle$ and $E(a)=-E\left(a^{\prime}\right)$.

Next, we define a formula that requires some formula $\beta$ to hold globally. Here, $X_{1}$ is a fresh variable which does not appear in $\beta$.

$$
\operatorname{Global}(\beta)=\nu X_{1} .\left([\Sigma] X_{1} \wedge \beta\right)
$$

- Lemma 14. $\varepsilon \in \llbracket \operatorname{Global}(\beta) \rrbracket_{L}^{\text {val }}$ if and only if $L=\llbracket \beta \rrbracket_{L}^{\text {val }}$.

Proof. We begin with $\llbracket[\Sigma] X_{1} \wedge \beta \rrbracket_{L}^{\text {val }}=\left\{w \in \llbracket \beta \rrbracket_{L}^{\text {val }} \mid \forall a \in \Sigma: w a \in \operatorname{val}\left(X_{1}\right) \vee w a \notin L\right\}$. The fixed point produces $\llbracket \operatorname{Global}(\beta) \rrbracket_{L}^{\text {val }}=\left\{w \in \llbracket \beta \rrbracket_{L}^{\text {val }} \mid \forall a \in \Sigma: w a \in L \Rightarrow w a \in \llbracket \beta \rrbracket_{L}^{\text {val }}\right\}=$ $\left\{w \in \llbracket \beta \rrbracket_{L}^{\text {val }} \mid \forall u \in \Sigma^{*}: w u \in L \Rightarrow w u \in \llbracket \beta \rrbracket_{L}^{\text {val }}\right\}$. The following implications follow: $\varepsilon \in \llbracket \operatorname{Global}(\beta) \rrbracket_{L}^{\text {val }} \Rightarrow L=\llbracket \beta \rrbracket_{L}^{\text {val }} \Rightarrow L=\llbracket \operatorname{Global}(\beta) \rrbracket_{L}^{\text {val }} \Rightarrow \varepsilon \in \llbracket \operatorname{Global}(\beta) \rrbracket_{L}^{\text {val }}$.


Figure 2 Illustration for $\operatorname{Swp}_{h}\left(a, b, a^{\prime}, b^{\prime}\right)$. Whenever the dashed arcs are present, the solid arcs are required. The interpretation begins in the upper left corner.

Next we define formulas which require two events to be swappable in the language, using events with opposite effects to 'undo' the firing of a transition. Swapping $a b$ into $b a$ is expressed by $\mathrm{Swp}_{h}$ and the opposite direction is added by Swp. This is extended to all combinations of the four events $a, b, a^{\prime}$ and $b^{\prime}$ by Swap. Figure 2 illustrates $\operatorname{Swp}_{h}\left(a, b, a^{\prime}, b^{\prime}\right)$.

$$
\begin{aligned}
\operatorname{Swp}_{h}\left(a, b, a^{\prime}, b^{\prime}\right) & =\operatorname{Global}\left([a][b]\left\langle b^{\prime}\right\rangle\left\langle a^{\prime}\right\rangle\langle b\rangle\langle a\rangle \text { true }\right) \\
\operatorname{Swp}\left(a, b, a^{\prime}, b^{\prime}\right) & =\operatorname{Swp}_{h}\left(a, b, a^{\prime}, b^{\prime}\right) \wedge \operatorname{Swp}_{h}\left(b, a, b^{\prime}, a^{\prime}\right) \\
\operatorname{Swap}\left(a, b, a^{\prime}, b^{\prime}\right) & =\operatorname{Swp}\left(a, b, a^{\prime}, b^{\prime}\right) \wedge \operatorname{Swp}\left(a, b^{\prime}, a^{\prime}, b\right) \wedge \operatorname{Swp}\left(a^{\prime}, b, a, b^{\prime}\right) \wedge \operatorname{Swp}\left(a^{\prime}, b^{\prime}, a, b\right)
\end{aligned}
$$

- Lemma 15. Let $N$ be a Petri net with $E(a)=-E\left(a^{\prime}\right)$ and $E(b)=-E\left(b^{\prime}\right)$. Then $N \models \operatorname{Swp}\left(a, b, a^{\prime}, b^{\prime}\right)$ if and only if $\forall w \in L(N): w a b \in L(N) \Longleftrightarrow w b a \in L(N)$.

Proof. First, we have $\varepsilon \in \llbracket \operatorname{Swp}_{h}\left(a, b, a^{\prime}, b^{\prime}\right) \rrbracket_{L}$ iff for all $w a b \in L$ also $w a b b^{\prime} a^{\prime} b a \in L$ by the definition of the semantics and by lemma 14. Since $a$ and $a^{\prime}$ (and $b$ and $b^{\prime}$ ) have opposite effects, this can be restated as: For all reachable markings $M$, we have $M[a b\rangle \Rightarrow M[b a\rangle$. This shows both directions of the lemma.

- Corollary 16. For a net $N$ with $E(a)=-E\left(a^{\prime}\right)$ and $E(b)=-E\left(b^{\prime}\right), N \models \operatorname{Swap}\left(a, b, a^{\prime}, b^{\prime}\right)$ if and only if $\forall c \in\left\{a, a^{\prime}\right\}, d \in\left\{b, b^{\prime}\right\}, w \in L(N): w c d \in L(N) \Longleftrightarrow w d c \in L(N)$.


### 4.2 Characterisation of our Class of Nets via the Nu-Calculus

We will characterise $N_{\text {sim }}\left(b_{0}, b_{1}\right)$ by a formula $\Phi_{N_{\text {sim }}}=\Phi_{\mathrm{E}} \wedge \Phi_{\text {swap }} \wedge \Phi_{\text {dec }}^{1} \wedge \Phi_{\text {dec }}^{2} \wedge \Phi_{\text {dep }} \wedge \Phi_{\text {zero }}$. With $\Phi_{\mathrm{E}}$, we will restrict the effects of transitions, $\Phi_{\text {swap }}$ requires swaps to be possible, and $\Phi_{\mathrm{dec}}^{1}$ forbids the decrement of a counter with value zero. The formula $\Phi_{\mathrm{dec}}^{2}$ requires a counter decrement to be possible after every increment and the formula $\Phi_{\text {dep }}$ ensures that counters are independent. The correct behaviour of the zero-test event is required by $\Phi_{\text {zero }}$.

$$
\Phi_{\mathrm{E}}=\operatorname{Inv}(\oplus, \ominus) \wedge \operatorname{NoEffect}(\odot) \wedge \operatorname{Inv}(\boxplus, \boxminus) \wedge \operatorname{NoEffect}(\odot)
$$

By lemma 12 and corollary $13, \Phi_{\mathrm{E}}$ expresses that the increment and decrement transitions have opposite effects and that the test transitions have no effect on the marking. It can easily be seen that all Petri nets in the class $N_{\text {sim }}\left(b_{0}, b_{1}\right)$ have these properties.

Another property of $N_{\operatorname{sim}}\left(b_{0}, b_{1}\right)$ is that it contains two independent subnets. The order in which transitions from different subnets fire is arbitrary. By $\Phi_{\mathrm{E}}$, transitions $\odot$ and $\odot$ have no effect and do not need to be considered. For the other events, Swap is used. Additionally, in the initial marking, the decrement operations are disabled by $\phi_{\mathrm{dec}}^{1}$ :

$$
\Phi_{\text {swap }}=\operatorname{Swap}(\oplus, \boxplus, \ominus, \boxminus) \quad \Phi_{\mathrm{dec}}^{1}=\not \not^{\ominus} \wedge \not \not^{\boxminus}
$$

- Lemma 17. For a bounded Petri net $N$ over $\Sigma$ such that $N \models \Phi_{E} \wedge \Phi_{\text {swap }} \wedge \Phi_{\text {dec }}^{1}$, for every reachable marking $M$ there are words $w \in\{\oplus\}^{*}$ and $v \in\{\boxplus\}^{*}$ so that $M_{0}[v w\rangle M$ and $M_{0}[w v\rangle M$.

Proof. Since $M$ is a reachable marking, there is a word $u \in \Sigma^{*}$ so that $M_{0}[u\rangle M$. By $N \models \Phi_{\mathrm{E}}$ and lemma 12, events $\odot$ and $\odot$ have no effect and can be removed from $u$ without problems. By corollary 16 and $N \models \Phi_{\text {swap }}$, we can freely swap remaining events belonging to different counters. Every subword $b a$ of $u$ with $a \in\{\oplus, \ominus\}$ and $b \in\{\boxplus, \boxminus\}$ is now swapped into $a b$. This results in a word from $\{\oplus, \ominus\}^{*} \cdot\{\boxplus, \boxminus\}^{*}$. Again by $N \models \Phi_{\mathrm{E}}$ and by corollary 13, we know that $\oplus$ and $\ominus$ (respectively $\boxplus$ and $\boxminus$ ) have opposite effects. Thus all subwords $\oplus \ominus$, $\ominus \oplus, ~ \boxplus \boxminus$ and $\boxminus \boxplus$ can be removed. A firing sequence $u=v w$ of the required form reaching $M$ remains and induction over corollary 16 swaps this into $w v$. Note that by $\Phi_{\text {dec }}^{1}$, neither $v$ nor $w$ begin with a decrement operation and thus both only contain increments.

Whenever a counter is incremented, it can be decremented afterwards:

$$
\Phi_{\mathrm{dec}}^{2}=\operatorname{Global}\left([\oplus] \rightarrow^{\ominus}\right) \wedge \operatorname{Global}\left([\boxplus] \rightarrow^{\boxminus}\right)
$$

- Lemma 18. If $N \models \Phi_{\text {dec }}^{2}$ then for all $w \in \Sigma^{*}$ it holds that $w \oplus \in L(N) \Rightarrow w \oplus \ominus \in L(N)$ and $w \boxplus \in L(N) \Rightarrow w \boxplus \boxminus \in L(N)$.

Proof. We only show the first part. Let $w \oplus \in L(N)$. Since $L(N)$ is prefix closed and by lemma 14, we have $w \in L(N)=\llbracket[\oplus] \rightarrow^{\ominus} \rrbracket_{L(N)}=\{u \in L(N) \mid u \oplus \notin L(N) \vee u \oplus \ominus \in L(N)\}$. By $w \oplus \in L(N), w$ must satisfy the second part of the disjunction. Thus, $w \oplus \ominus \in L(N)$.

The formulas defined so far allow the simulation of counters. However, it is still possible that the counters are interdependent and can, for example, reach the values $(2,3)$ and $(3,2)$, but not $(3,3)$. Such dependencies are not present in $N_{\operatorname{sim}}\left(b_{0}, b_{1}\right)$ and we exclude them via the formula $\Phi_{\mathrm{dep}}$ :

$$
\Phi_{\mathrm{dep}}=\operatorname{Global}\left([\ominus][\boxplus] \rightarrow^{\oplus}\right)
$$

We use this formula in the next lemma to express that, if both counters can be incremented, then they can also be incremented one after another. Since $L_{\nu}$ does not allow implications, the situation that both counters can be incremented is captured as $[\Theta][\boxplus] . \Phi_{\text {dep }}$ only makes a requirement on the first counter, because the second counter follows via $\Phi_{\text {swap }}$.

- Lemma 19. If $N \models \Phi_{E} \wedge \Phi_{\text {swap }} \wedge \Phi_{\text {dec }}^{2} \wedge \Phi_{\text {dep }}$, then for every $w \in \Sigma^{*}$, we have $w \oplus \in$ $L(N) \wedge w \boxplus \in L(N) \Rightarrow w \boxplus \oplus \in L$

Proof. First, we can apply lemma 18 and get $w \oplus \in L(N) \Rightarrow w \oplus \ominus \in L(N)$. By $N \models \Phi_{\mathrm{E}}$, we know that $\oplus \ominus$ has no effect, so $w$ and $w \oplus \ominus$ reach the same marking. Because of $w \boxplus \in L(N)$, this means that we also have $w \oplus \ominus \boxplus \in L(N)$. Thus, after $w \oplus$, the sequence $\ominus \boxplus$ is enabled and $\Phi_{\text {dep }}$ yields that $\oplus$ is enabled afterwards, so $w \oplus \ominus \boxplus \oplus \in L(N)$. Since $\oplus \ominus$ has no effect, we can remove this part and get $w \boxplus \oplus \in L(N)$.

- Definition 20. For a Petri net $N$ define the associated numbers $b_{0}(N), b_{1}(N) \in \mathbb{N} \cup\{\infty\}$ to be the supremum of possible values so that $M_{0}\left[\oplus^{b_{0}(N)}\right\rangle$ and $M_{0}\left[\boxplus^{b_{1}(N)}\right\rangle$.

We can now characterise the state space of a Petri net satisfying the formulas defined so far:

- Lemma 21. For a bounded Petri net $N$ over $\Sigma$ with $N \models \Phi_{E} \wedge \Phi_{\text {swap }} \wedge \Phi_{\text {dec }}^{1} \wedge \Phi_{\text {dec }}^{2} \wedge \Phi_{\text {dep }}$, a marking $M$ is reachable if and only if it is reachable via $M_{0}\left[\oplus^{j_{0}} \boxplus^{j_{1}}\right\rangle M$ with $j_{i} \leq b_{i}(N)$.

Proof. First we show that all sequences $\oplus^{j_{0}} \boxplus^{j_{1}}$ are enabled. By definition we have $\oplus^{j_{0}} \in$ $L(N)$ and $\boxplus^{j_{1}} \in L(N)$. Applying lemma 19 and corollary 16 (to swap the firing sequences into the needed form) inductively shows that $\oplus^{j_{0}} \boxplus^{j_{1}} \in L(N)$. It remains to show that no
more markings are reachable. According to lemma 17, we only have to consider markings $M$ reachable through words of our form. Thus, it only remains to show that $j_{0} \leq b_{0}(N)$ and $j_{1} \leq b_{1}(N)$. However, corollary 16 can be used to bring either the part $\oplus^{j_{0}}$ or $\boxplus^{j_{1}}$ to the beginning of the word. Now, the definitions of $b_{0}(N)$ and $b_{1}(N)$ guarantee that these bounds are not exceeded.
$\Phi_{\text {zero }}=\Phi_{\text {zero }}^{0} \wedge \Phi_{\text {zero }}^{1}$ requires that the zero test is enabled when a counter has the value zero, no matter which value the other counter has, and is disabled otherwise:

$$
\begin{aligned}
& \Phi_{\text {zero }}^{0}=\left(\nu X_{1} \cdot[\boxplus] X_{1} \wedge \rightarrow^{\odot}\right) \wedge \operatorname{Global}\left([\oplus] \nrightarrow^{\odot}\right) \\
& \Phi_{\text {zero }}^{1}=\left(\nu X_{1} \cdot[\oplus] X_{1} \wedge \rightarrow^{\oplus}\right) \wedge \operatorname{Global}\left([\boxplus] \nrightarrow^{\oplus}\right)
\end{aligned}
$$

For a language satisfying this formula, the first part of $\Phi_{\text {zero }}^{0}$ requires that for any $\boxplus^{i} \in L$, also $\boxplus^{i} \odot \in L$. The second part states that no word may end in $\oplus \odot$ and thus the zero test is not possible after an increment.

- Lemma 22. Let $N$ be a bounded Petri net with $N \models \Phi_{E} \wedge \Phi_{\text {swap }} \wedge \Phi_{\text {dec }}^{1} \wedge \Phi_{\text {zero }}$ and $j_{0}, j_{1} \in \mathbb{N}$ so that $w=\oplus^{j_{0}} \boxplus^{j_{1}} \in L(N)$. Then $w \odot \in L(N) \Longleftrightarrow j_{0}=0$ and $w \boxtimes \in L(N) \Longleftrightarrow j_{1}=0$.

Proof. If $j_{1}=0$, then the first part of $\Phi_{\text {zero }}^{1}$ requires $w \square=\oplus^{j_{0}} \square \in L(N)$ for any value of $j_{0}$. Similarly, if $j_{1}>0$, the second part requires $w \boxtimes=\oplus^{j_{0}} \boxplus{ }^{j_{1}} \boxtimes \notin L(N)$. For the analogous statement for the first counter, we apply lemma 17 to get $\boxplus^{j_{1}} \oplus^{j_{0}} \in L(N)$ and make an analogous argument afterwards.

- Lemma 23. Let $N$ be a bounded Petri net such that $N \models \Phi_{E} \wedge \Phi_{\text {zero }}$. Then the transition $\oplus$ has a negative effect on some place $p$ and $\boxplus$ has a negative effect on some place $q$, where $p=q$ is allowed, and both $b_{0}(N) \neq 0 \neq b_{1}(N)$ and $b_{0}(N) \neq \infty \neq b_{1}(N)$ hold.

Proof. Observe that by $\Phi_{\text {zero }}^{0}$, transition $\odot$ is initially enabled, but disabled after $\oplus$ (which has to be enabled by $\Phi_{\mathrm{E}}$ ). Thus, $\oplus$ consumes tokens required by $\odot$ from a place $p$.

For the second part, by corollary $13, \operatorname{Inv}(\oplus, \ominus)$ (part of $\Phi_{\mathrm{E}}$ ) requires $\oplus$ to be enabled in the initial marking. Thus, $b_{0}(N)>0$. For $b_{0}(N) \neq \infty$, we observe that the initial token count $M_{0}(p)$ on the place $p$ from which $\oplus$ consumes tokens is finite and $\oplus$ becomes disabled eventually $\left(b_{0}(N)<\infty\right)$. A similar argument can be made for $q$ and $0<b_{1}<\infty$.

### 4.3 Undecidability of Petri Net Synthesis from the Nu-calculus

With the definitions and results of the previous sections, we now prove that $\Phi_{N_{\text {sim }}}:=$ $\Phi_{\mathrm{E}} \wedge \Phi_{\text {swap }} \wedge \Phi_{\text {dec }}^{1} \wedge \Phi_{\text {dep }} \wedge \Phi_{\text {dec }}^{2} \wedge \Phi_{\text {zero }}$ characterises the reachability graph of $N_{\text {sim }}\left(b_{0}, b_{1}\right)$ :

- Lemma 24. Let $N$ be a bounded Petri net over the alphabet $\Sigma$ with $N \models \Phi_{N_{\text {sim }}}$, then $\operatorname{RG}(N)$ and $\operatorname{RG}\left(N_{\text {sim }}\left(b_{0}(N), b_{1}(N)\right)\right)$ are isomorphic.

Proof. Lemma 23 shows that $b_{0}(N) \neq \infty \neq b_{1}(N)$. Thus, $N_{\operatorname{sim}}\left(b_{0}(N), b_{1}(N)\right)$ is welldefined. By lemma 6 and lemma 21, all reachable markings in either net are reached via firing sequences $\oplus^{j_{0}} \boxplus^{j_{1}}$ with $j_{0} \leq b_{0}(N)$ and $j_{1} \leq b_{1}(N)$. By lemma 23 and by the structure of $N_{\text {sim }}\left(b_{0}(N), b_{1}(N)\right)$, different such firing sequences reach different markings. Thus, we can uniquely identify markings of either net with firing sequences $\oplus^{j_{0}} \boxplus^{j_{1}}$ and use this relation as a bijection between markings.

It remains to show that this bijection preserves the firing of transitions. By the structure of $N_{\text {sim }}\left(b_{0}(N), b_{1}(N)\right)$ and by lemma 22, the zero test is enabled in a marking $M$ of either net exactly if the corresponding counter was not increased to reach $M$. By $\Phi_{\mathrm{E}}$ and the structure
of $N_{\operatorname{sim}}\left(b_{0}(N), b_{1}(N)\right)$, the zero test has no effect and reaches the marking $M$ again. By a similar argument, this time including lemma 18 , a decrement is possible if the corresponding counter has a non-zero value and reaches the marking where the corresponding counter was incremented one time less often. Finally, by the structure of $N_{\text {sim }}\left(b_{0}(N), b_{1}(N)\right)$ and lemma 21, a counter can be incremented as long as it is below its maximal value.

Altogether this shows that we have an isomorphism between $\operatorname{RG}\left(N_{\text {sim }}\left(b_{0}(N), b_{1}(N)\right)\right)$ and $\operatorname{RG}(N)$ that preserves the firing of transitions.

- Theorem 25. It is undecidable whether there exists a bounded Petri net $N$ with transitions $\Sigma=\{\oplus, \ominus, \odot, \boxplus, \boxminus, \odot\}$ so that $N \models \beta$ for a given formula $\beta \in L_{\nu}$ without free variables.

Proof. We use a reduction from the problem of finding $b_{0}, b_{1} \in \mathbb{N}$ so that $N_{\text {sim }}\left(b_{0}, b_{1}\right) \models \Phi_{\mathcal{C}}$, which is undecidable according to corollary 11. Define $\beta_{\mathcal{C}}=\Phi_{N_{\text {sim }}} \wedge \Phi_{\mathcal{C}}$. We show that $\exists N: N \models \beta_{\mathcal{C}} \Longleftrightarrow \exists b_{0}, b_{1} \in \mathbb{N}: N_{\operatorname{sim}}\left(b_{0}, b_{1}\right) \models \Phi_{\mathcal{C}}$.

Assume a bounded Petri net $N$ with $N \models \beta_{\mathcal{C}}$. By lemma 24, RG( $N$ ) and $A:=$ $\mathrm{RG}\left(N_{\mathrm{sim}}\left(b_{0}(N), b_{1}(N)\right)\right)$ are isomorphic. From this, we derive $L(\mathrm{RG}(N))=L(A)$ and because the semantics of $L_{\nu}$ are defined on languages, we arrive at $N_{\operatorname{sim}}\left(b_{0}(N), b_{1}(N)\right) \models \beta_{\mathcal{C}}$. By definition of the conjunction, this gives us $N_{\text {sim }}\left(b_{0}(N), b_{1}(N)\right) \models \Phi_{\mathcal{C}}$. We can easily compute $b_{0}(N), b_{1}(N) \in \mathbb{N}$ via their definition.

For the other direction, assume that there are numbers $b_{0}, b_{1} \in \mathbb{N}$ so that $N_{\text {sim }}\left(b_{0}, b_{1}\right) \models$ $\Phi_{\mathcal{C}}$. Without loss of generality we can assume that $b_{0} \neq 0 \neq b_{1}$, because if the execution of $\mathcal{C}$ is bounded by $\left(b_{0}, b_{1}\right)$, it is also bounded by $\left(b_{0}+1, b_{1}+1\right)$ (apply lemma 10). It remains to show that $\forall x, y>0: N_{\text {sim }}(x, y) \models \Phi_{N_{\text {sim }}}$, because we can combine this to $\Phi_{N_{\text {sim }}} \wedge \Phi_{\mathcal{C}}=\beta_{\mathcal{C}}$ and arrive at $N_{\text {sim }}\left(b_{0}, b_{1}\right) \models \beta_{\mathcal{C}}$. To satisfy $\Phi_{N_{\text {sim }}}$, all its parts have to hold. The formula $\Phi_{\mathrm{E}}$ only makes requirements about the effect of transitions by requiring some infinite sequences to be initially enabled (see lemma 12 and corollary 13). These sequences are possible in $N_{\text {sim }}\left(b_{0}, b_{1}\right)$, but only if $b_{0}>0$ and $b_{1}>0$, which we can assume. The rest follows directly from the semantics of $\Phi_{N_{\text {sim }}}$ and the structure of the Petri net together with corollary 16.

## 5 Undecidability of Synthesis from Modal Transition Systems

We will show our main result in theorem 30 via an equivalence between the conjunctive nu-calculus and deterministic modal transition systems. This equivalence is established via another formalism, modal specifications, which is known to be equivalent to the conjunctive nu-calculus. Similar equivalences are known for more expressive models [5], but depend on a $V$-operator, which $L_{\nu}$ does not have, for transforming a formula to an automaton. A different approach follows.

Remember that a finite automaton $A=\left(Q, \Sigma, \rightarrow, F, q_{0}\right)$ is a lts equipped with a set $F \subseteq Q$ of final states. The language of $A$ is $L_{f}(A)=\left\{w \in \Sigma^{*} \mid \exists q \in F: q_{0} \xrightarrow{w} q\right\}$. Every regular language is the language of a unique minimal deterministic finite automaton $A_{L}$ [14].

- Definition 26 ([18]). A modal transition system is a tuple $\mathcal{M}=\left(S, \Sigma, \rightarrow_{\square}, \rightarrow_{\diamond}, s_{0}\right)$ where $S$ is a finite set of states, $\Sigma$ an alphabet, $s_{0}$ the initial state and $\rightarrow \square, \rightarrow \diamond \subseteq S \times \Sigma \times S$ with $\rightarrow \square \subseteq \rightarrow \diamond$ are its must and may arcs, respectively. The maximal implementation of $\mathcal{M}$ is the lts $\overline{\mathcal{M}}=\left(S, \Sigma, \rightarrow \diamond, s_{0}\right) . \mathcal{M}$ is deterministic if $\overline{\mathcal{M}}$ is.

A lts $A=\left(Q, \Sigma, \rightarrow, q_{0}\right)$ is an implementation of $\mathcal{M}$, written $A \models \mathcal{M}$, if a relation $R \subseteq Q \times S$ exists so that $\left(q_{0}, s_{0}\right) \in R$ and for all $(q, s) \in R$ and all $a \in \Sigma$ the following holds:

1. If $s \xrightarrow{a} \square s^{\prime}$, then $\exists q^{\prime} \in Q$ with $q \xrightarrow{a} q^{\prime}$ and $\left(q^{\prime}, s^{\prime}\right) \in R$.
2. If $q \xrightarrow{a} q^{\prime}$, then $\exists s^{\prime} \in S$ with $s \xrightarrow{a} \diamond s^{\prime}$ and $\left(q^{\prime}, s^{\prime}\right) \in R$.

Also, $L \models \mathcal{M}$ for a prefix-closed language $L$, iff there is a det. lts $A \models \mathcal{M}$ with $L=L(A)$.

- Lemma 27. For any modal transition system $\mathcal{M}=\left(S, \Sigma, \rightarrow_{\square}, \rightarrow_{\diamond}, s_{0}\right)$ and any prefixclosed language $L$, both $\overline{\mathcal{M}} \models \mathcal{M}$ and $L \models \mathcal{M} \Rightarrow L \subseteq L(\overline{\mathcal{M}})$ hold. If $A \models \mathcal{M}$ for a lts $A=\left(Q, \Sigma, \rightarrow, q_{0}\right)$ and $\mathcal{M}$ and $A$ are both deterministic, then $R=\left\{(q, s) \mid \exists w \in \Sigma^{*}: q_{0} \xrightarrow{w}\right.$ $\left.q \wedge s_{0} \xrightarrow{w} \diamond s\right\}$ is a relation witnessing $A \models \mathcal{M}$.
- Definition 28 ([11]). A modal specification is a tuple $S_{m}=\left(\left\{C_{a}\right\}_{a \in \Sigma}, I\right)$ describing a class of languages where $C_{a} \subseteq \Sigma^{*}$ contains all words that must be extendable by an additional $a$, while words from $I \subseteq \Sigma^{*}$ are forbidden to occur at all. All $C_{a}$ and $I$ are regular languages. The completion operator associated to $S_{m}$ is the function $C_{S_{m}}: 2^{\Sigma^{*}} \rightarrow 2^{\Sigma^{*}}$ defined by $C_{S_{m}}(L)=\bigcup_{a \in \Sigma}\left(L \cap C_{a}\right) \cdot\{a\}$. A prefix-closed language satisfies $S_{m}$, written $L \models S_{m}$, if and only if $C_{S_{m}}(L) \subseteq L$ and $L \cap I=\emptyset$. A modal specification is incoherent if $I \cap C_{S_{m}}\left(\Sigma^{*}\right) \neq \emptyset$.
- Lemma 29 ([13]). For every modal specification $S_{m}$ there is an equivalent coherent modal specification $S_{m}^{\prime}$.

Proof sketch. For $S_{m}^{\prime}$, modify the $C_{a}$ according to $C_{a}^{\prime}=C_{a} \backslash\left\{w \in \Sigma^{*} \mid w a \in I\right\}$.
We can now prove our main result:

- Theorem 30. Given a deterministic modal transition system $\mathcal{M}$, it is undecidable if a bounded Petri net $N$ with $L(N) \models \mathcal{M}$ exists.

Proof. It is known that formulas of $L_{\nu}$ without free variables and modal specification are equally expressive [11, 13]. Therefore, invoking theorem 25 shows that it is undecidable if for a given modal specification $S_{m}$ there is a bounded Petri net $N$ with $L(N) \models S_{m}$. We prove this theorem by showing that modal specification and deterministic modal transition systems are equally expressive.

Given a deterministic modal transition system $\mathcal{M}=\left(S, \Sigma, \rightarrow_{\square}, \rightarrow_{\diamond}, s_{0}\right)$, we construct a modal specification $S_{m}(\mathcal{M})$ so that for all prefix-closed languages $L \subseteq \Sigma^{*}: L \models \mathcal{M} \Longleftrightarrow$ $L \models S_{m}(\mathcal{M})$ as follows. The set $S(a):=\{s \in S \mid s \xrightarrow{a} \square\}$ is the set of all states having an outgoing must arc with label $a$. Via this, define $A_{\mathcal{M}}^{S(a)}$ as the finite automaton based on the lts $\overline{\mathcal{M}}$ with $S(a)$ as its set of final states. Now $C_{a}:=L_{f}\left(A_{\mathcal{M}}^{S(a)}\right)$ is the regular language containing words after which an $a$ is required. Finally, define the modal specification $S_{m}(\mathcal{M}):=\left(\left\{C_{a}\right\}_{a \in \Sigma}, I\right)$ where $I:=\Sigma^{*} \backslash L(\overline{\mathcal{M}})$ is the set of forbidden words.

Analogously, given a coherent modal specification $S_{m}$, there is a deterministic modal transition system $\mathcal{M}\left(S_{m}\right)$ so that for all prefix-closed languages $L \subseteq \Sigma^{*}: L \models S_{m} \Longleftrightarrow$ $L \models \mathcal{M}\left(S_{m}\right)$. For a regular language $L$, let $A_{L}$ be the deterministic automaton accepting it, let $S_{m}=\left(\left\{C_{a}\right\}_{a \in \Sigma}, I\right)$ be given and let $A$ be the synchronous product of all $A_{C_{a}}$ and $A_{I}$. The synchronous product of two automata is a lts constructed by taking the Cartesian product of the sets of states and defining the transition relation element-wise, i.e. if $q \xrightarrow{a} q^{\prime}$ and $s \xrightarrow{a} s^{\prime}$, then $(q, s) \xrightarrow{a}\left(q^{\prime}, s^{\prime}\right)$. This can be generalized to multiple automata.

The states of $\mathcal{M}\left(S_{m}\right)$ are the states of $A$ and its initial state and alphabet are kept. The may arcs $\rightarrow \diamond$ are based on the arcs of $A$. However, all arcs that reach states which belong to final states of $A_{I}$ are removed. This ensures that the allowed behaviour between $S_{m}$ and $\mathcal{M}\left(S_{m}\right)$ is the same. $\mathcal{M}\left(S_{m}\right)$ is deterministic because $A$ is deterministic. For $\rightarrow_{\square}$, for each $a \in \Sigma$ look at each state $s$ containing a final state $q$ of $A_{C_{a}}$. Because $S_{m}$ is coherent, the $\operatorname{arc} s \xrightarrow{a} \diamond$ was not removed in the previous step. The (unique) arc $s \xrightarrow{a} s^{\prime}$ is added to $\rightarrow \square$.

The correctness of both constructions can be shown. For this, lemma 27 is useful.

- Example 31. Figure 3 shows a deterministic modal transition system $\mathcal{M}$. We will now construct $S_{m}(\mathcal{M})$. We have $S(a)=S(b)=\{1\}$, since for both letters this is the only state


Figure 3 On the left, a modal transition system $\mathcal{M}$ is shown. May arcs are dashed and solid lines represent may and must arcs. On the right, the product automaton $A$ being the synchronous product of $A_{C_{a}}, A_{C_{b}}$ and $A_{I}$ is depicted. For $A_{C_{a}}$ and $A_{C_{b}}$, state 1 is the only final state. For $A_{I}$, this is state 3 .
with an outgoing must arc, so $C_{a}=C_{b}=L_{f}\left(A_{\mathcal{M}}^{S(a)}\right)$. The reader may easily verify that $L_{f}\left(A_{\mathcal{M}}^{S(a)}\right)=L\left((a+b a)^{*}\right)$. For $I$, derive $L(\overline{\mathcal{M}})=L\left((a+b a)^{*}(\varepsilon+b)\right)$ and $I=\Sigma^{*} \backslash L(\overline{\mathcal{M}})=$ $L\left((a+b a)^{*} b b(a+b)^{*}\right)$. This finishes the construction of $S_{m}(\mathcal{M})=\left(\left\{C_{e}\right\}_{e \in\{a, b\}}, I\right)$

For the other direction, we begin with the modal specification $S_{m}:=S_{m}(\mathcal{M})$ that was just derived and construct $\mathcal{M}\left(S_{m}\right)$. The synchronous product of $A_{C_{a}}, A_{C_{b}}$ and $A_{I}$ is shown in Figure 3. The may arcs of $\mathcal{M}\left(S_{m}\right)$ are all arcs of $A$ except those reaching a final state of $A_{I}$. Thus, the arc from state 2 to state 3 and the two loops around state 3 are removed. For the must arcs, the arcs leaving a final state of $A_{C_{a}}$ (resp. $A_{C_{b}}$ ) labelled with the corresponding event are considered. These are both arcs leaving state 1 . The only may arc which is not also a must arc is the arc from state 2 to state 1 . The constructed modal transition system $\mathcal{M}\left(S_{m}\right)$ is the same as $\mathcal{M}$ from Figure 3, except that it also contains an isolated state 3 .

## 6 Conclusion

In this paper, the problem of finding a bounded Petri net implementing a given deterministic modal transition system was shown to be undecidable. This was done by first showing this problem to be undecidable for the conjunctive nu-calculus. The main result followed via an equivalence between the nu-calculus and deterministic modal transition systems. This result also settles the undecidability for the more powerful class of non-deterministic modal transition systems.

Several interesting questions are still open. The author believes that the presented approach can also be applied to the pure and bounded Petri net synthesis problem. The main difficulty is the zero-test transition, which would have to be split into two parts.

Another direction is to find decidable subcases of the Petri net synthesis problem. This could be done via structural restrictions on the modal transition systems or via limiting the class of synthesised Petri nets. For example, for a given $k$, the $k$-bounded Petri net synthesis problem from modal transition systems is decidable, because $k$-bounded Petri nets can be restricted to arc weights $\leq k$ without loss of generality. Only a finite number of Petri nets remain and each can be model-checked against the specification.

Possible structural restrictions on the modal transition systems might forbid must-arcs to form loops or might require each specification to be reachable via must-arcs.
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