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—— Abstract

In the snippets problem we are interested in preprocessing a text T so that given two pattern
queries P; and P,, one can quickly locate the occurrences of the patterns in T  that are the closest
to each other. A closely related problem is that of constructing a color-distance oracle, where the
goal is to preprocess a set of points from some metric space, in which every point is associated
with a set of colors, so that given two colors one can quickly locate two points associated with
those colors, that are as close as possible to each other.

We introduce efficient data structures for both color-distance oracles and the snippets prob-
lem. Moreover, we prove conditional lower bounds for these problems from both the 3SUM
conjecture and the Combinatorial Boolean Matrix Multiplication conjecture.
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1 Introduction

We introduce and study the following problem: preprocess a text 7" so that given two pattern
queries, P; and P,, one can quickly locate the occurrences of the two patterns in 7' that
are closest to each other, or report the distance between these occurrences. This natural
task arises in many common indexing applications, for example, when searching a corpus
of documents for two query keywords, the relevance of a document may be measured by
the two keywords’ proximity inside the document. Web search engines often use this notion
of relevance by providing with each result a snippet — a subtext from the corresponding
webpage in which the two keywords appear close to each other, which is very useful to assess
the relevance of that result. This problem, which we call the snippets problem, turns out to
be a special case of a more general problem, which we define next, and deals with colored
points in a metric space.

Colored Points.

Let M be a metric space with distance function d(-,-). Each point p € M may have an
associated color ¢, € [¢], in which case we say that the point is colored. Let S C M be a set
of N points. We call S a colored set if every point p € S is colored. For a color ¢ € [¢], let
P(c) denote the set of points in S which have color ¢. The distance between a point p € M
and a color ¢ € [I] is defined as d(p,c) := min{d(p,q) : ¢ € P(c)}. The distance between
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two colors, called the color-distance, of ¢,c¢’ € [¢] is defined as d(c,¢’) := min{d(q,q¢’) : ¢ €
P(c),q" € P(c)}.

One application for computing the distance of two colors arises in navigational tools.
For example, consider a user who is interested in visiting both a postoffice and a pharmacy.
One can color, in advance, all of the pharmacies with one color and all of the postoffices
with another color. The distance between the two colors corresponds to the closest pair of
a postoffice and a pharmacy. This leads to the following problem.

» Problem 1.1 (Color-Distance Oracle). The color-distance oracle problem asks to preprocess
a colored set S, so that given a query of two colors ¢, ¢’ € [€], one can quickly report d(c, ¢').

Multi-colored points.

A natural generalization of color-distance oracles is to let each point have several colors. For
example, a single location in a map could be both a postoffice and a pharmacy. A point
p € M is said to be multi-colored if p has an associated nonempty set of colors C(p) C [4].
A set of points S C M is a multi-colored set if each point p € S is multi-colored.

» Problem 1.2 (Multi-Color-Distance Oracle). The multi-color-distance oracle problem asks
to preprocess a multi-colored set S, so that given a query of two colors ¢, € [{], one can
quickly report d(c, ).

One straightforward way for solving the multi-color-distance oracle problem is to create
|C(p)| copies of each point, one for each color, and apply a solution for the color-distance
oracle problem (such as Theorem 2). The size of the instance of the newly created instance
is >~ cs|C(p)|, which could be much larger than N = |S]. Notice that this quantity is
actually the size of the input for the multi-color-distance oracle problem, since generally
speaking, each point may need to have its colors listed explicitly. Nevertheless, there are
interesting cases in which the list of colors for each point need not be given explicitly. One
such example is in the snippets problem, which falls under the notion of a color hierarchy,
described next.

Color hierarchies.

We say that a multi-colored set S admits a color hierarchy if for every two colors ¢, ¢’ € [l],
either one of the sets P(c) and P(c’) contains the other, or the two sets are disjoint (a
formal terminology is that {P(c)}ccp is a laminar family). It is easy to see that a color
hierarchy can be represented by a rooted forest (i.e., each tree has a root) Ts of size O(¥),
where each color ¢ is associated with a vertex wu. in this forest, such that the descendants
of u. are exactly all the vertices u. whose color ¢’ satisfies P(¢) C P(c). We convert the
forest Ts to a rooted tree by adding a dummy root vertex and making it the parent of all
of the roots of the trees in the forest. With the aid of T, a multi-colored set S that admits
a color hierarchy can be represented using only O(N + ¢) machine words, because it suffices
to describe the tree and associate with each point just one color (the color with the lowest
corresponding vertex in Tg); the other colors of this point are implicit from Ts (the colors
on the path to the root of Tss). This leads us to the following problem.

» Problem 1.3 (Multi-Color-distance Oracle with a Color Hierarchy). The multi-color-distance
oracles with a color hierarchy problem asks to preprocess a multi-colored set S that admits a
color hierarchy, so that given a query of two colors ¢, ¢’ € [€], one can quickly report d(c, ¢).
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1.1 Our Results

Our main result is a data structure for the snippets problem, summarized as follows.

» Theorem 1. For every fized € > 0, there is a data structure for the snippets problem with
preprocessing time O(N?log® N), query time O(|Py|+ |Ps| ++/Nlog® N)), and space usage
O(N) words.

To prove Theorem 1 we solve the more general problems of colored and multi-color-
distance oracles. These data structures use (in a black-box manner) an algorithm (data
structure) for nearest neighbor search.

Nearest Neighbor Search (NNS).

In the Nearest Neighbor Search (NNS) problem, the goal is to preprocess a set of points
S C M (recall M is a metric space), so that given a point p € M one can quickly report
argmin . g{d(p, q)}. Given an NNS algorithm for k = |S| points, we denote its preprocessing
time by tyxns(k), its query time by gus(k), and its space usage by syxs(k). Once the nearest
neighbor is found, one can evaluate the distance between p and its nearest neighbor by
invoking the function d (we assume such evaluation takes O(1) time, for simplicity), thereby
obtaining d(p, S).

With the aid of an NNS data structure for point sets in a metric M, we prove the
following theorem in Section 2.

» Theorem 2 (Color-distance Oracle). Assume there is a data structure that supports NNS
queries on a set of k points from M wusing preprocessing time tyws(k), query time quns(k),
and space usage sxxs(k) words. Then for every 0 < 7 < N, there exists a color-distance
oracle for N-point sets in M, that has preprocessing time O(tyxs(N)+ N -7 - quns(N)), query
time O(T - guxs(N)), and space usage O(sxxs(N) + (£)?2) words.

Our solution for the multi-color-distance oracles with a color hierarchy problem is based
on the notion of range NNS, which is defined as follows.

» Problem 1.4 (Range NNS). In the range NNS problem the goal is to preprocess an array A
of N points from a metric M, so that given two indices 1 <7 < j7 < N and a point p € M,
one can quickly find the NNS of p in the set {A[i], Ali +1],..., A[j]}.

We prove the following theorem in Section 3.

» Theorem 3 (Multi-Color-distance Oracle with a Color Hierarchy). Assume there is a range
NNS algorithm for k-point sets in a metric M that uses preprocessing time tuwns(k), query
time quans(k), and space usage spnns(k) words. Then for every 0 < 7 < N, there exists a
multi-color-distance oracle for N-point sets in M that admit a color hierarchy, (specifically,
the multi-coloring of the input S is given implicitly via a tree Ts), that has preprocessing
time O (taans(IN) + NTQ “ (gawns(N) + logloglog &), query time O(7 - guuns(N)), and space
usage O(spans(N) + (£)2) words.

Conditional Lower Bounds.

Solving the multi-color-distance oracle problem with poly-logarithmic query time and non-
trivial preprocessing time seems to be extremely difficult, leading to the question of finding a
polynomial time lower bound. Polynomial (unconditional) lower bounds for data structure
problems are considered beyond the reach of current techniques. Thus, it is common to
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prove conditional lower bounds (CLBs) based on the conjectured hardness of some “basic”
problem. One of the most popular conjectures for CLBs is that the 3SUM problem (given
n integers determine if any three sum to zero) cannot be solved in truly subquadratic time,
where truly subquadratic time is O(n?~(1)) time. This conjecture is reasonable even if the
algorithm is allowed to use randomization, see e.g. [30, 1, 23, 15].

Another popular conjecture is the combinatorial Boolean matriz multiplication (BMM)
conjecture. In the BMM problem we are given two n x n Boolean matrices A and B and
the task is to compute the Boolean product of the two matrices. The combinatorial BMM
conjecture states that combinatorial algorithms for computing this Boolean product require
runtime Q(n?~°(); see [1].

In Section 5 we prove CLBs for the color-distance oracle problem based on the 3SUM and
combinatorial BMM conjectures. Moreover, these CLBs hold also for approximate versions
of the color-distance oracle problem, where the answer to a color-distance query between
two colors ¢ and ¢ is required to be between d(c, ¢’) and « - d(c, '), where o« > 1 is a stretch
parameter. The CLBs are summarized as follows.

» Theorem 4. Assume the 3SUM conjecture holds. Then for every fired 0 < v < 1 and fized
a > 1, every data structure for the color-distance oracle problem with stretch o for points
on the line, that has preprocessing time tcpo and query time qcpo, must satisfy

tepo + N%QCDO =0Q (N%_O(lg .

Notice that by taking v arbitrarily close to 0, a linear preprocessing time implies an
Q(NO5=°(M)) query time. This is line with other conditional lower bounds based on the
3SUM conjecture [23].

» Theorem 5. Assume the combinatorial BMM conjecture holds. Then every combinatorial
data structure for the color-distance oracle problem with constant stretch o > 1 for points
on the line, that has preprocessing time tcpo and query time qcpo, must satisfy

tcpo + N -qcpo = Q2 (N1'5_°(1)) .

Comparing Theorem 5 with Theorem 1 and assuming the combinatorial BMM conjecture
holds, it is impossible to obtain a polynomial speedup in both the preprocessing and query
time of Theorem 1 via combinatorial algorithms. However, it might be possible to obtain
a polynomial speedup in one of them. We emphasize that the proofs of Theorems 4 and 5
are for the one dimensional case, and thus the conditional lower bounds apply to the special
case of the snippets problem.

1.2 Related Work

Perhaps the most related problem color-distance oracles is the (approxzimate) vertex-labeled
distance oracles for graphs problem, where we are interested in preprocessing a colored
graph G so that given a query of a vertex ¢ and a color ¢ we can return d(q,c) (or some
approximation thereof). Hermelin, Levy, Weimann and Yuster [16] introduced this problem
and provided, amongst other results, a data structure using O(kn“‘l/ k) expected space with
stretch (4k —5) and O(k) query time. In another result they showed how to reduce the space
usage to O(kN(/F) at the expense of an exponential stretch (2F — 21). Chechik [8] showed
how to reduce this stretch back down to (4k — 5).
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Two pattern document retrieval problems.

Another related body of work are document retrieval problems on two patterns. In the
Document Retrieval problem [28] we are interested in preprocessing a collection of documents
X ={Dy,---, Dy} where N =}, |D|, so that given a pattern P we can quickly report
all of the documents that contain P. Typically, we are interested in run time that depends
on the number of documents that contain P and not in the total number of occurrences of P
in the entire collection of documents. In the Two Patterns Document Retrieval problem we
are given two patterns P, and P during query time, and wish to report all of the documents
that contain both Py and P,. In the Forbidden Pattern Document Retrieval problem [14] we
are also interested in preprocessing the collection of documents but this time given a query
Pt and P~ we are interested in reporting all of the documents that contain P and do not
contain P~.

All known solutions for the Two Patterns Document Retrieval problem or the Forbidden
Pattern Document Retrieval problem with non trivial preprocessing use at least Q(\/N ) time
per query [28, 11, 17, 18, 14]. In a recent paper, Larsen, Munro, Nielsen, and Thankachan [25]
show lower bounds for these problems conditioned on the hardness of BMM. More recently
some CLBs for both problems were shown from the 3SUM conjecture as well [23].

Nearest Neighbor Search.

The NNS problem has been studied intensively for many metric spaces M, due to its numer-
ous applications. The literature on both theoretical and practical aspects is very extensive,
and we provide below only a brief overview of leading theoretical approaches.

In the classical setting where M is a D-dimensional Euclidean space, the standard al-
gorithm is to preprocess the point set by computing a Voronoi diagram, which has a fast
query time. However, the Voronoi diagram requires O(nm / 2]) time and space, which is pro-
hibitive unless D is rather small. Several algorithms are known to achieve (14¢)-approximate
NNS in RP (often under any ¢, norm) by employing various space partitions. Specifically,
Arya, Mount, Netanyahu, Silverman, and Wu [5] achieve preprocessing time that is linear in
the number of points & (but exponential in D), which is quite effective when the dimension
D is not too large. Locality Sensitive Hashing (LSH), which was introduced by Indyk and
Motwani [19] and further refined later, see e.g. [3, 4], is an alternative approach that is often
preferred for high dimension D, because its performance is polynomial in D (although its
query time is typically polynomial, and not logarithmic, in k).

In general metric spaces (i.e., not of the form RP), NNS is considered a very difficult
problem. But under certain “bounded growth” conditions on the data, one can obtain
performance that is similar to, or even better than, the low-dimensional Euclidean case, see
e.g. [10, 20, 24, 12], and the survey [9].

2 Color-distance Oracle

Proof of Theorem 2. We begin by preprocessing each set P(c) with a NNS data structure.
This takes a total of O(syxs(IN)) words of space and O (txys(IV)) time. A color ¢ is said to be
light if |P(c)| < 7. If color ¢ is not light then it is heavy. Notice that there can be at most
N/ heavy colors. For each pair of heavy colors we precompute and store their distances in
a lookup table using O((££)?) words. The computation of the entries for this table is done
directly using O(NT) NNS queries. To answer a color-distance query on two colors ¢ and
c, if both colors are heavy then we use the lookup table for their precomputed distance.
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Otherwise, assume without loss of generality that c is light. We then execute |P(c)| < 7
NNS queries on P(c’), one for each of the points in P(c), and the distance between ¢ and ¢’
is the smallest distance found by any of these NNS queries.

To summarize, the preprocessing time is O (tyns(N) + N - 7 - guns(IV)), the query time is
O(T - guns(N)), and the space usage is O(syws(N) + (£)?) words. <

Since we may assume that syys(k) = Q(k) (as we need to store all of the points in 5),
picking 7 = v/N the preprocessing time becomes O (tyys(N) 4+ N 2 quns(N)), the space usage
becomes O(syys(N)) and the query time is O(vVN - quas(N)).

3  Multi-color-distance Oracle

Proof of Theorem 3. Assume without loss of generality that T is an ordinal tree (the
children of each vertex are ordered). For every point p € S we create a new vertex u, and
add it to Ts as a child of the single vertex representing the color set C(p). This process
adds N leaves to Ts and now each leaf is associated with a unique point. With the aid of
Ts we embed the set S in an array A, where the order is determined by the order in which
the leaves (corresponding to points in S) are encountered during a pre-order traversal of
Ts. After the construction of A, by the properties of ordered traversals on trees, each color
¢ € [{] is associated with a range in A. We preprocess A using a RNNS data structure.

Next, we partition A into blocks of size 7. For each pair of blocks we precompute and
store the two closest points, one from each block, together with their distances in a % X g
matrix B. The entry B[i][j] corresponds to the two closest points between the ith and jth
blocks. It is straightforward to compute each entry in O(7 - gaans(NV)) time, for a total of
O(NT2 - grans(IV)) time to precompute the B. Next, we preprocess B using a 2D Range
Minimum Query (2DRMQ) data structure [2]. Such data structures preprocess a matrix of
values (in our case these are the distances that are stored in B) so that given a rectangle in
the matrix, defined by its corners, we can quickly return the entry with the smallest value.
The 2DRMQ data structure uses O((£)?) space and O((£)?logloglog &) preprocessing
times, and the query time is constant.

Answering a query.

To answer a multi-color-distance oracle query between two colors ¢ and ¢/, let [z, y.] and
[zer, yer] be the ranges in A that are associated with ¢ and ¢ respectively. Each interval
can be partitioned into three parts, based on the block partitioning. The first (last) part
is a suffix (prefix) of some block that starts from the left (ends at the right) endpoint of
the interval. The middle part is everything else, which completely spans some consecutive
blocks. Notice that the first and last part have size at most 7. For the two middle parts
(one for each color) we find the two closest points by invoking the 2DRMQ data structure
on B, since the two contiguous ranges define a natural rectangle in B. This covers all of
the possible combinations of two points from the two middle parts and takes constant time.
Now to the remaining parts. Each of the O(r) points in the first and last parts of [z, y.]
is queried against the entire range [z, y.] with the range NNS data structure. Similarly,
each of the O(7) points in the first and last parts of [z, y.] is queried against the entire
range [z, y.] with the range NNS data structure. This costs O(T - qaans(N)) time. Finally,
we take the minimum over all of the answers to the queries. Since the queries together cover
all of the possible pairs of points, the minimum over all queries is the distance between the
colors. <
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4 Back to Snippets

A multi-color-distance oracle with a color hierarchy can be used to solve the snippets problem
as follows. During the preprocessing phase we construct the suffix tree for the text 7. Every
internal node in the suffix tree defines a unique color. Location i in T is colored with all of the
colors defined by nodes on the path from the root of the suffix tree to the leaf corresponding
to the suffix at location i. Thus, the suffix tree represents the color hierarchy of the set of
colors.

Given two query patterns, P; and P, we first locate their corresponding vertices in the
suffix tree. This takes O(|Py| + |P;|) time. These two nodes define the two colors that we
give as input to the multi-color-distance oracle query. It is straightforward to see that the
answer to this color-distance oracle query is exactly the distance of the two patterns in T

In order to use Theorem 3 we need to specify a range NNS data structure that works
in a metric defined by locations of an array. For this we can use the range predecessor
data structures [13, 29, 26, 31, 27, 6, 7, 22, 21]. In these data structures the goal is
to preprocess an array A of n elements from integer universe [u] so that given a query
range_pred(z,y,p) where 1 < 2 < y < n and p € [u] the data structure quickly returns
ArgMaX e { Afz], Ajz+1],..., A[y]} 14 < P}- Using, for example, the data structure of [29] the pre-
processing time is O(nlogn), the query time is O(log® n) and the space usage is O(n) words,
where € > 0 is an arbitrarily small constant. Plugging these runtimes into Theorem 3 and
setting 7 = /N completes the proof of Theorem 1.

Notice that if the multi-color-distance oracle would return the two points that are closest,
and not just their distance, then we could also report the two occurrences of the patterns
that are closest to each other. Our implementations of multi-color-distance oracle do in fact
allow for this information to be returned.

5 Conditional Lower Bounds

Offline SetDisjointness.

Both the 3SUM problem and the combinatorial BMM problem can be reduced to the SetDis-
jointness data structure problem. In this problem we wish to preprocess a family of sets F',
all from universe U, with total size N = ) ¢, |S| so that given a query of pointers to two
sets 5,8’ € F, one can quickly determine if SN S" = (). For a SetDisjointness data structure
let ¢, denote the preprocessing time and let ¢, denote query time. The following theorems
summarize the best known CLBs for the SetDisjointness data structure problem from the
3SUM and combinatorial BMM conjectures.

» Theorem 6 ([23]). Assume the 3SUM conjecture holds. For every fixed 0 < v < 1, any
data structure for SetDisjointness has t, + N%tq =Q (N%*O(l)).

» Theorem 7 (Folklore). Assume the combinatorial BMM conjecture holds. Any combinat-
orial data structure for SetDisjointness has t, + N - t; = Q (N*-570(),

SetDisjointness via color-distance oracles

We prove next that the SetDisjointness data structure problem can be reduced to the color-
distance oracle problem. Combining this reduction with Theorems 6 and Theorem 7 we
obtain CLBs for the the color-distance oracle problem from both the 3SUM conjecture and
the combinatorial BMM conjecture. Moreover, this reduction also holds for approximate
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versions of the color-distance oracle problem. In these versions the answer to a color-distance
query between two colors ¢ and ¢’ can be as large as « - d(c, '), where @ > 1 is a constant
stretch parameter.

» Theorem 8. If there exists a color-distance oracle with constant stretch a > 1 for points
on the line with tcpo preprocessing time and qopo query time, then there exists a data
structure for online SetDisjointness where t, = O(tcpo logk) and t; = O(qepo logk).

Proof. We reduce the SetDisjointness problem to the color-distance problem as follows. Let
F = {S,---,S;}. For each S; we define a unique color ¢;. For an element e € U let |e|
denote the number of subsets containing e. Since each element in U appears in at most O(k)
subsets, we partition U into ©(log k) parts where the i** part P; contains all of the elements
e € U such that 2071 < |e|] < 2°. An array X, is constructed from P; = {e1,---¢|p,} by
assigning an interval I; = [f;,¢;] in X; to each e; € P; such that no two intervals overlap.
Every interval I; contains a list of all of the colors of sets in F' that contain e;. This implies
that |I;| = |e;| < 2. Furthermore, for each e; and e;j;; we separate I; from I;;; with a
dummy color d listed 2¢ + 1 times at locations [¢; +1, fj+1 — 1]. Finally, we pad each X; so
that its size is exactly N. This is always possible since ) .., [e] = N (so the array is never
of size more than N).

We now simulate a SetDisjointness query on subsets (S;, S;) € F' by performing a color-
distance query on colors ¢; and ¢; in each of the ©O(logk) arrays. There exists a P; for
which the two points returned from the query are at distance strictly less than 2° + 1 if and
only if there is an element in U that is contained in both S; and S;. Thus, using O(logk)
color-distance queries we solve the SetDisjointness query.

Finally, notice that the reduction also holds for the approximate case, as for any constant
a the reduction can overcome the o approximation by separating intervals using 2'a + 1
instances of the dummy color d. <

Acknowledgments. We thank Sharma Thankachan for suggesting to consider range pre-
decessor data structures, thereby significantly simplifying our earlier, more complicated,
solution.
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