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Abstract
In the k-Leaf Out-Branching and k-Internal Out-Branching problems we are given a
directed graph D with a designated root r and a nonnegative integer k. The question is to
determine the existence of an outbranching rooted at r that has at least k leaves, or at least k

internal vertices, respectively. Both these problems were intensively studied from the points of
view of parameterized complexity and kernelization, and in particular for both of them kernels
with O(k2) vertices are known on general graphs. In this work we show that k-Leaf Out-
Branching admits a kernel with O(k) vertices on H-minor-free graphs, for any fixed H, whereas
k-Internal Out-Branching admits a kernel with O(k) vertices on any graph class of bounded
expansion.
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1 Introduction

In this work we are interested in kernelization algorithms for two problems investigated by
Dorn et al. [4], namely k-Leaf Out-Branching (LOB) and k-Internal Out-Branching
(IOB). In both problems, we are given a directed graph D with a specified root r and a
nonnegative integer k. By an outbranching rooted at r we mean a spanning tree of D with
all the edges oriented away from r. A vertex of D is a leaf in an outbranching T if it has
outdegree 0 in T , and is internal otherwise. In LOB the question is to verify the existence of
an outbranching rooted at r that has at least k leaves, whereas in IOB we instead ask for an
outbranching rooted at r with at least k internal vertices. Both problems enjoy the existence
of kernels with O(k2) vertices on general graphs [2, 9], however up to this work no better
kernels were known even in the case of planar graphs. Although many problems for planar
graphs admit kernels of linear size by a general framework of bidimensionality (see [7]), the
directed nature of both problems studied here prevents them from satisfying even the most
basic properties needed for the bidimensionality tools to be applicable.
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Dorn et al. [4] designed subexponential parameterized algorithms with running time
2Õ(
√

k) · nO(1) for both problems on H-minor-free graphs1. They did it, however, by circum-
venting in both cases the need of obtaining a linear kernel. In the case of LOB they show
how to apply preprocessing rules to obtain an instance that can be still large in terms of k,
but has treewidth O(

√
k) so that the dynamic programming on a tree decomposition can be

applied. In the case of IOB they apply a variant of Baker’s layering technique.

Our results and techniques. In this work we fill the gap left by Dorn et al. [4] and prove
that both LOB and IOB admit linear kernels on H-minor-free graphs. In fact, for IOB
our approach works even in the more general setting of graph classes of bounded expansion
(see Section 2 for a definition). By slightly abusing notation, in what follows we say that a
directed graph D belongs to some class of undirected graphs (e.g. is H-minor free) if the
underlying undirected graph of D has this property.

I Theorem 1. Let H be a fixed graph. There is an algorithm that, given an instance (D, k)
of LOB where D is H-minor-free, in polynomial time either resolves the instance (D, k),
or outputs an equivalent instance (D′, k′) of LOB where |V (D′)| = O(k), k′ ≤ k, and D′ is
H-minor free. The algorithm does not need to know H.

Note that Theorem 1 implies also a kernel of linear size for any minor-closed family of
graphs G. Indeed, by the Roberson and Seymour’s graph minor theorem there exists a fixed
finite family H such that G contains exactly graphs that are H-minor free for every H ∈ H.
By Theorem 1, for any input graph D ∈ G, the output graph D′ is H-minor free for every
H ∈ H. Hence, D′ is in G. In particular, it follows that Theorem 1 implies linear kernels for
planar graphs and other graphs embeddable on a surface of bounded genus.

I Theorem 2. Let G be a hereditary graph class of bounded expansion. There is an algorithm
that, given an instance (D, k) of IOB where D ∈ G, in polynomial time either resolves the
instance (D, k), or outputs an equivalent instance (D′, k) of IOB where |V (D′)| = O(k) and
D′ is an induced subgraph of D.

By applying these kernelization algorithms and then running dynamic programming on a
tree decomposition of the obtained graph, we easily obtain the following corollary.

I Theorem 3. Let H be a fixed graph. Then both LOB and IOB can be solved in time
2O(
√

k) + nO(1) when the input is an n-vertex H-minor-free graph.

Algorithms with a similar running time – but with additional log k factor in the exponent
– were obtained by Dorn et al. [4]. If one follows their approach, then for LOB it is possible
to shave off this factor in the exponent just by replacing the dynamic programming on a
tree decomposition with a more modern one. However, for IOB the logarithmic factor is
caused also by an application of the layering technique, and hence such a replacement and
manipulation of parameters in layering would only improve log k to

√
log k. By constructing

a truly linear kernel we are able to shave this factor completely off. We remark that the
running time given by Theorem 3 is optimal under the Exponential Time Hypothesis even
on planar graphs; see appendix for further details.

1 We remark that Dorn et al. state the result for IOB only for apex-minor-free graphs, but a combination
of their approach with the contraction decomposition technique of Demaine et al. [3] immediately
generalizes the result to H-minor-free graphs.
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(a) A weak bipath (b) A fat bipath (the black vertices may have out-
neighbors other than those depicted and some of the
vertical edges may be contracted)

Figure 1 Different types of bipaths.

To prove Theorems 1 and 2, we revisit the quadratic kernels on general graphs given
by Daligault and Thomassé [2] (for LOB) and by Gutin et al. [9] (for IOB). For LOB we
need to modify the approach substantially, as the core reduction rule used by Daligault and
Thomassé is the following: whenever there is a cutvertex in the graph – a vertex whose
removal makes some other vertex not reachable from r – then it is safe to shortcut it: remove
it and add an arc from every its inneighbor to every its outneighbor. Observe that an
application of this rule does not preserve H-minor-freeness, so the kernel of Daligault and
Thomassé [2] may start with an H-minor free graph and go outside of this class.

To circumvent this problem, we exploit the structural approach proposed by Dorn et
al. [4]. While not achieving a linear kernel in the precise sense, Dorn et al. are able to simplify
the structure of the instance so that it fits their purposes. The main idea is to contract
cutedges instead of shortcutting cutvertices, which is a weaker operation that, however,
preserves H-minor-freeness. Dorn et al. are able to expose a set of so-called special vertices
S of size linear in k such that G \S has constant pathwidth; this is already enough to employ
the bidimensionality technique. To obtain a linear kernel, we need to perform a much more
refined analysis of the instance. More precisely, we construct a set S with |S| = O(k) such
that G \ S is consists of fat bipaths: chains as depicted in Figure 1, possibly with some
vertical (cut)edges contracted, and with outgoing edges with heads in S. After contracting
the vertical edges, such a fat bipath becomes a weak bipath: a bidirectional path possibly
with outgoing edges with heads in S. Weak bipaths are crucial in the structural approach of
Daligault and Thomassé [2], and our fat bipaths can be thought of as more fuzzy variants of
weak bipaths that cannot be reduced due to the inability to shortcut cutvertices.

To obtain a linear kernel, we need to reduce the total length of the fat bipaths. For this,
we use concepts borrowed from the analysis of graph classes of bounded expansion, of which
H-minor-free classes are special cases. Very recently Drange et al. [5] announced a linear
kernel for Dominating Set on graph classes of bounded expansion, and the main tool used
there is the analysis of the number of different neighborhoods that can arise in a graph G

from a bounded expansion graph class G. Essentially, there is a constant c such that for
every X ⊆ V (G) there are only O(|X|) vertices in V (G) \ X that neighbor more than c

vertices in X, while the vertices of V (G) \X that neighbor at most c vertices in X can be
grouped into O(|X|) classes with exactly the same neighborhoods. We apply this idea to the
instance at hand with the interior of every fat bipath contracted to one vertex. Thus, we
infer that there are only O(k) fat bipaths that neighbor more than c special vertices, and
their total length can be bounded by O(k) using reduction rules. On the other hand, fat
bipaths with neighborhoods of size at most c are reduced within their neighborhood classes,
whose number is also O(k).

The same neighborhood diversity argument plays the key role also in our kernel for IOB
(Theorem 2). The idea of Gutin et al. [9] is that if a solution to the instance cannot be
found immediately by a simple local search, then one can expose a vertex cover U of size at
most 2k in the graph. The vertices of V (D) \ U are reduced using an argument involving

IPEC’15
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crown decompositions in an auxiliary graph where vertices of V (D) \ U are matched to
pairs of adjacent vertices of U ; this gives a quadratic dependence on k of the size of the
kernel. We observe that in case D belongs to a class of bounded expansion, then there is
only O(|U |) = O(k) vertices of V (D) \ U that have super-constant neighborhood size in U ,
while the others are grouped into O(|U |) = O(k) neighborhood classes, each of which can be
reduced to constant size using the same approach via crown decompositions.

For IOB we did not need any edge contractions in the reduction rules, so the kernelization
procedure works on any graph class of bounded expansion. However, for LOB it seems
necessary to apply contractions of subgraphs of unbounded diameter, e.g. to reduce long
paths that contribute with at most one leaf to the solution. While the last phase relies mostly
on the bounded expansion properties of the graph class, we need to allow contractions in the
reduction rules and hence we do not achieve the same level of generality as for IOB.

We see the additional advantage of our approach in its simplicity. Instead of relying on
complicated decomposition theorems for H-minor free graphs, which is a standard technique
in such a setting, we use the methodology proposed by Drange et al. [5]: To exploit purely
combinatorial, abstract notions of sparsity, like the concept of bounded expansion, and in
this manner obtain a much cleaner treatment of the considered graph classes. Of particular
interest is the usefulness of the approach of grouping vertices according to their neighborhoods
in some fixed modulator X, which is the key idea in [5].

Organization of the paper. In Section 2 we give preliminaries on tools borrowed from the
analysis of graph classes of bounded expansion. Sections 3 and 4 are devoted to the proofs of
Theorems 1 and 2, respectively. Due to space limitations, proofs of claims marked by F are
skipped in this extended abstract; the reader can find their proofs in our technical report at
arxiv [1]. By the same reason, the proof of Theorem 3 and a discussion on the optimality of
the obtained algorithms is also skipped.

Notation. In this paper we deal with digraphs. Let D = (V, E) be a digraph. Consider an
edge (u, v) ∈ E. We say that v is an out-neighbor of u and u is an in-neighbor of v. We
also say that v is a head and u is a tail of (u, v). Also, v and u are neighbors of each other.
For any vertex v we denote the sets of all its neighbors, out-neighbors and in-neighbors by
ND(v), N+

D (v) and N−D (v), respectively. Moreover, the degree, out-degree, and in-degree of v

are defined as degD(v) = |N(v)|, deg+
D(v) = |N+(v)|, and deg−D(v) = |N−(v)|. We omit the

subscripts and write simply N(v) or deg(v) whenever it does not lead to ambiguity. For any
set S ⊆ V we denote N−D (S) =

⋃
v∈S N−D (v) \ S and N+

D (S) =
⋃

v∈S N+
D (v) \ S.

2 Preliminaries on Sparse Graphs

In this section we recall some definitions and basic properties of sparse graphs, in particular
d-degenerate graphs, bounded expansion graphs and H-minor-free graphs. Although in this
section we refer to undirected graphs, all the notions and claims apply also to digraphs, by
looking at the underlying undirected graph.

We say that graph G is k-degenerate when every subgraph of G has a vertex of degree at
most k. This implies (and in fact is equivalent to) that we can remove all the edges of G

by repeatedly removing vertices of degree at most k. It follows that G has at most k|V (G)|
edges. The degeneracy of a graph is the smallest value of k for which it is k-degenerate.
Degeneracy is closely linked to arboricity, i.e., minimum number arb(G) of forests that cover
the edges of G: it is well known that degeneracy is between arb(G) and 2 arb(G).
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Recall that a graph H is a minor of graph G if there exists a minor model (Iu)u∈V (H) of
H in G that satisfies the following properties:

sets Iu for u ∈ V (H) are pairwise disjoint subsets of V (G) that moreover induce connected
subgraphs;
for each uv ∈ E(H), there exist xu ∈ Iu and xv ∈ Iv such that xuxv ∈ E(G).

For any fixed graph H, the class of H-minor-free graphs comprises all the graphs G that do
not have H as a minor. Note that H-minor free graphs are closed under minor operations:
vertex and edge deletions, and edge contractions. For example, graphs embeddable into a
constant genus surface are H-minor-free for some fixed H; in particular, by Kuratowski’s
theorem, planar graphs are K5-minor free and K3,3-minor free. The following lemma provides
a connection between H-minor-free graphs and degeneracy.

I Lemma 4 (see Lemma 4.1 in [10]). Any H-minor free graph is dH-degenerate for dH =
O(|H|

√
log |H|).

Let r be a nonnegative integer. If a minor model (Iu)u∈V (H) satisfies in addition that
G[Iu] has radius at most r for each u ∈ V (H), then (Iu)u∈V (H) is an r-shallow minor model
of H, and we say that H is an r-shallow minor of G. If G is a class of graphs, then by
G O r we denote the class of all r-shallow minors of graphs from G; note that G O 0 are all
subgraphs of graphs of G. We now define the greatest reduced average degree (grad) of a class
G at depth r as

∇r(G) = sup
H∈G O r

|E(H)|
|V (H)| .

That is, we take the greatest edge density among the r-shallow minors of G. Class G is said
to be of bounded expansion if ∇r(G) is a finite constant for every r. Observe that then the
graphs from G are in particular d-degenerate for d = b2∇0(G)c. For a single graph G, we
denote ∇r(G) = ∇r({G}).

Consider the class GH of H-minor-free graphs. By Lemma 4, every graph G ∈ GH has at
most dH · |V (G)| edges. Since GH is closed under taking minors, it follows that GH O r = GH

for every nonnegative r, so also ∇r(GH) ≤ dH . Thus, H-minor-free graphs form a class of
bounded expansion with all the grads bounded independently of r.

In this paper we do not use the original definition of bounded expansion graphs, but
we rather rely on the point of view of diversity of neighborhoods, which was found to be
very useful in [5]. More precisely, we now use the following result from [8, Lemma 6.6]; the
statement with adjusted notation is taken verbatim from [5].

I Proposition 5 (Proposition 2.5 of [5]). Let G be a graph, X ⊆ V (G) be a vertex subset,
and R = V (G) \X. Then for every integer p ≥ ∇1(G) it holds that
1. |{v ∈ R : |N(v) ∩X| ≥ 2p}| ≤ 2p · |X|, and
2. |{A ⊆ X : |A| < 2p and ∃v∈R A = N(v) ∩X}| ≤ (4p + 2p)|X|.
Consequently, the following bound holds:

|{A ⊆ X : ∃v∈R A = N(v) ∩X}| ≤
(

4∇1(G) + 4∇1(G)
)
· |X|.

We need a strengthening of the first claim of Proposition 5.

I Lemma 6. (F) Let G = (X, Y, E) be a bipartite graph of degeneracy at most d. Then,∑
y∈Y

degG(y)>2d

degG(y) ≤ 2d|X|.

IPEC’15
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Note that Proposition 5 has the following corollary when applied to H-minor-free graphs.

I Corollary 7. Let H be a graph. There exists cH = 2O(|H|
√

log |H|) such that in any H-
minor-free bipartite graph G = (X, Y, E), there are at most cH · |X| vertices in Y with pairwise
distinct neighborhoods in X.

3 k-Leaf Out-Branching in H-minor-free graphs

In this section we deal with rooted digraphs, i.e., digraphs with a vertex r, called root, of
in-degree 0. In such digraphs we redefine some standard connectivity notions as follows. Let
(D, r) be a rooted digraph. We say that D is connected when every vertex of D is reachable
from r. A cut-vertex is any vertex v ∈ V (D) \ {r} such that D − r is not connected. The
set of all cut-vertices of D is denoted by cv(D). We say that D is 2-connected if D has no
cut-vertex (equivalently, for every vertex v ∈ V (D) \ {r} there are at least two paths from r

to v that do not share internal vertices). Similarly, a cut-edge is any edge (u, v) ∈ E(D) such
that D − (u, v) is not connected. We say that D is 2-edge-connected if D has no cut-edge
(equivalently, for every vertex v ∈ V (D) \ {r} there are at least two edge-disjoint paths from
r to v). Note that if (u, v) is a cut-edge then u is a cut-vertex or u = r.

By a contraction of edge (a, b) in D we mean the following operation: identify a and b into
a newly introduced vertex v(a,b), replace a and b with v(a,b) in every edge of D, and remove
all the loops and parallel edges created in this manner. Note that if D is H-minor-free, then
it remains H-minor-free after contractions as well.

Following [2], we say that a vertex v of D is special if v is of in-degree at least 3 or there
is an incoming simple edge, i.e., an edge (u, v) such that (v, u) 6∈ E(D). The set of all special
vertices of D is denoted by sp(D).

A weak bipath P is a sequence of vertices u1, . . . , up for some p ≥ 3, such that for each
i = 2, . . . , p − 1, we have N−(ui) = {ui−1, ui+1} ⊆ N+(ui). The length of P is p − 1. If
additionally N+(ui) = N−(ui) = {ui−1, ui+1} for every i = 2, . . . , p − 1, we say that P is
proper bipath (or shortly a bipath). u1 and up are called the extremities of P .

We say that a cut-edge (u, v) is lonely when there is no other cut-edge with the tail
in u. We call a cut-edge branching is there is another cut-edge with the same tail. The
graph obtained from D by contracting all lonely cut-edges is denoted by Dc and called the
contracted graph. Consider a vertex v of Dc. Then either v was created by contracting some
set of cut-edges Z in D or v ∈ D. In the prior case we define the bag B of v as the set of
vertices incident to edges in Z. Also, for any edge (x, y) ∈ Z the vertex x is called a tail of
B and y is a head of B. In the latter case, i.e., when v ∈ D, we define the bag as B = {v}
and v is both head and tail of B. When B is a bag of v we denote vB = v and Bv = B. If
there is exactly one head and exactly one tail of B, then they are denoted by hB and tB,
respectively. We say that bags A and B are linked if there are edges both from A to B and
from B to A.

Our kernelization algorithm. Let us describe our algorithm which outputs a kernel for k-
Leaf Out-Branching. The algorithm exhaustively applies reduction rules. Each reduction
rule is a subroutine which finds in polynomial time a certain structure in the graph and
replaces it by another structure, so that the resulting instance is equivalent to the original
one. More precisely, we say that a reduction rule for parameterized graph problem P is
correct when for every instance (D, k) of P it returns an instance (D′, k′) such that a) (D′, k′)
is an instance of P , b) (D, k) is a yes-instance of P iff (D′, k′) is a yes-instance of P , and c)
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k′ ≤ k. Below we state the rules we use. The rules are applied in the given order, i.e., in
each rule we assume that the earlier rules do not apply.

Rule 1. If there exists a vertex not reachable from r in D, then reduce to a trivial no-instance.

Rule 2. If there exists a cut-vertex v with exactly one incoming edge e then contract e.
Similarly, if there exists a cut-vertex v with exactly one outgoing edge e then contract e.

Rule 3. Let P be a proper bipath of length 4 in D. Contract any edge of P .

Rule 4. Let x be a vertex of D. If there exists y ∈ N−(x) such that the removal of
N−(x) \ {y} disconnects y from r, then delete the edge (y, x).

The correctness of the above reduction rules was proven in [2]. (In [2], Rule 2 is formulated
in a more general way, but we restrict it so that if the input digraph was H-minor-free, then
so is the resulting reduced graph.) Let us remark that Rule 4 remains true if r ∈ N−(x)\{y},
and in this case it triggers removal of all the incoming edges apart from the one coming from
the root. Below we introduce two simple rules which will make our argument a bit easier.

Rule 5. If there are two cut-edges (x1, y1) and (x2, y2) such that (x1, x2), (x2, x1) ∈ E(D),
then contract (x1, x2).

Rule 6. If there is a cut-edge (u, v) such that (v, u) ∈ E(D), then remove (v, u).

I Lemma 8. (F) Rules 5 and 6 are correct.

To complete the algorithm we need a final accepting rule which is applied when the
resulting graph is too big. In the remainder of this section we sketch the proof that Rule 7 is
correct for H-minor-free graphs for some constant c = 2O(|H|

√
log |H|).

Rule 7. If the graph has more than c · k vertices, return a trivial yes-instance (conclude that
there is a rooted outbranching with at least k leaves in D).

We conclude with the following lemma.

I Lemma 9. Let H be a graph. If the input is an H-minor-free graph, then the output of
each of the rules 1– 7 is a minor of D, and hence an H-minor-free graph. Moreover, each
rule can be recognized and applied in polynomial time, and the degree of the polynomial does
not depend on H.

Proof. The first claim follows from the fact that the rules modify the graph by means of
deletions and contractions only. The second claim is straightforward to check. J

A few simple properties of the reduced graph. Let us we state simple auxiliary lemmas,
which will be used in the remainder of the paper.

I Lemma 10. (F) If reduction rules do not apply to D then every bag is of size at most
two and contains at most one edge.

I Lemma 11. (F) If reduction rules 1-4 do not apply to D, then for arbitrary pair of bags
A and B every edge from A to B has head in tB.

I Lemma 12. (F) Assume no reduction rule applies to D. Let S ⊆ V (Dc) be any set of
vertices that contains the root r and every special vertex of Dc. Then one can find weak
bipaths P1, P2, . . . , Pq, such that:
(i) The sets of internal vertices of P1, P2, . . . , Pq form a partition of V (Dc) \ S.
(ii) The extremities of each Pi belong to S and are distinct.

IPEC’15
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(iii) The out-neighbors of the internal vertices of each Pi belong to S.

Weak bipaths P1, . . . , Pq given by Lemma 12 are called maximal bipaths. Note that for
every such maximal bipath P = v1, v2, . . . , vp and every j = 2, . . . , p− 1, bag Bvj is linked
to Bvj−1 and Bvj+1 , and to no other bag.

New lower bounds on the number of leaves. Now our goal is to establish a number of
lower bounds on the number of leaves. Each of the lower bounds is a linear function of a
number of some type of vertices or structures in D. These bounds will help us prove that
Rule 7 is correct. Indeed, to this end it suffices to focus on a no-instance and prove that it
has at most ck vertices. Hence, if we know that maxleaf(D) is large when there are many
vertices of some kind A, then we know that in our no-instance there are few vertices of kind
A. In other words vertices of type A are “easy”. In the final part of this section we will show
that because of sparsity arguments the number of the remaining vertices (not corresponding
to an “easy type”) is linear in the number of “easy” vertices. In fact, instead of looking for
“easy” vertices in D, we focus on Dc. This is justified by the fact that by Lemma 10 we have
|V (D)| ≤ 2|V (Dc)|, so if we prove that |V (Dc)| = O(k) then also |V (D)| = O(k).

Daligault and Thomassé [2] show the following lower bound.

I Theorem 13 ([2]). Let D be a 2-connected rooted digraph. Then maxleaf(D) ≥ |sp(D)|
30 .

Unfortunately, Dc is not necessarily 2-connected so we cannot use the above bound.
However, we can generalize Theorem 13 as follows.

I Theorem 14. (F) Let D be a connected rooted digraph such that every cut-edge is branching.
Then maxleaf(D) ≥ |sp(D)|

30 − cv(D) and maxleaf(D) ≥ |sp(D)|
60 .

We are able to show that in Dc every cut-edge is branching and maxleaf(D) ≥ maxleaf(Dc)
(proofs skipped in this extended abstract). This implies the following.

I Lemma 15. (F) Assume that rules 1-6 do not apply to D. Then, maxleaf(D) ≥ |sp(Dc)|
60 .

We say that a bag B is special when vB is special in Dc. We say that a bag B is isolated
when B is a non-special bag of size 2 and there is no edge from tB to a special bag. Vertex
v ∈ V (Dc) is isolated if v = vB for some isolated bag B. The set of all isolated vertices in
Dc is denoted by iso(Dc).

I Lemma 16. (F) If reduction rules do not apply to D then maxleaf(D) ≥ |iso(Dc)|
180 .

We will say that a vertex v of Dc is easy when v = r, or v is special, or v is isolated in Dc.
A vertex that is not easy is called hard. We now invoke Lemma 12 for S being the set of all the
easy vertices. Every maximal bipath obtained in this decomposition will be called a maximal
hard bipath. In other words, a weak bipath in Dc is hard if all its internal vertices are hard.
The sets of all easy and hard vertices in Dc are denoted by ea(Dc) and hd(Dc), respectively.
For any maximal hard weak bipath P ′ in Dc define O(P ′) = N+

Dc
(V (P ′) \ {u, v}), where u

and v are the extremities of P ′.
For every pair of easy vertices u, v ∈ ea(Dc) and a subset S ⊆ V (Dc) with {u, v} ⊆ S, if

there is a hard bipath P ′ between u and v such that O(P ′) = S, we choose arbitrarily two
such paths (or one, if only one exists) and we call them masters, while all the remaining hard
bipaths P ′′ between u and v with O(P ′′) = S are called slaves of respective masters, or just
slaves. The number of all slaves in Dc is denoted by sl(Dc).

I Lemma 17. (F) maxleaf(D) ≥ sl(Dc).
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The size bound. The following theorem implies the correctness of Rule 7.

I Theorem 18. Let H be a graph. Let D be an H-minor-free digraph such that rules 1–6 do
not apply. If maxleaf(D) < k, then |V (D)| = 2O(|H|

√
log |H|)k.

In what follows we prove Theorem 18. We assume that rules 1–6 do not apply to D.
Since maxleaf(D) < k, our lower bounds on maxleaf(D) imply an upper bound of O(k) on
the number of easy vertices. Our plan now is to show a linear bound on the number of hard
vertices in terms of |ea(Dc)|+ sl(Dc) and next get a bound on |V (D)| as a corollary. To this
end, we state a few useful properties of hard weak bipaths in Dc.

I Lemma 19. Let ` ≥ 9 and let P ′ = v1, . . . , v` be a hard bipath in Dc such that v1 and
v` are easy. For every i = 3, . . . , `− 6 there is at least one edge in D from tBvj

, for some
j = i, . . . , i + 4, to a vertex outside ∪`−1

j′=2Bvj′ .

Proof. Fix i ∈ {3, . . . , `− 6} and consider the length 4 bipath vi, . . . , vi+4. Denote Bj = Bvj
.

If for some j = i + 1, i + 2, i + 3 there is an edge from Bj with head h 6∈ Bj−1 ∪Bj+1, then
by Lemma 12(iii), h 6∈ ∪`−1

j′=2Bvj′ and we are done. Hence the edges leaving Bi+1, Bi+2, and
Bi+3 go only to the neighboring bags. Since Rule 3 does not apply, for some j = i, . . . , i + 4
the bag Bj is of size 2. Since vj is hard, Bj is not isolated. Hence, there is an edge e in D

from tBj
to a special bag B. Since v2, . . . , v`−1 are hard, B is none of B2, . . . , B`−1. J

I Lemma 20. For any maximal hard weak bipath P ′ in Dc, |hd(Dc)∩V (P ′)| ≤ 10|O(P ′)|+6.

Proof. Let P ′ = v1, . . . , v`. We can assume that ` ≥ 9, for otherwise |hd(Dc) ∩ V (P ′)| ≤ 6
and the claim holds trivially. For convenience denote Bi = Bvi . By Lemma 19 there are at
least b `−4

5 c edges from tails of bags B3, . . . , B`−2 to vertices outside ∪`−1
i=2Bvj

. Let Z denote
the set of these edges. We claim that for every vertex u ∈ V (D) there are at most two edges
from Z with heads in u. Indeed, assume that u has got three in-neighbors tBa

, tBb
, tBc

in D,
with a < b < c. Then N−(u) \ {tBb

} cuts tBb
(and all vertices of Ba+1, . . . , Bc−1) from r, a

contradiction to the fact that D is reduced with respect to Rule 4. Hence the edges in Z

have at least b `−4
5 c ·

1
2 ≥

`−8
5 ·

1
2 different heads. By Lemma 11 these heads are tails of bags,

and by Lemma 10 each of them corresponds to a different vertex in Dc. It follows that the
vertices v3, . . . , v`−2 have in Dc at least `−8

10 neighbors in O(P ′), so |O(P ′)| ≥ `−8
10 . Since

|hd(Dc) ∩ V (P )| = `− 2 it follows that |hd(Dc) ∩ V (P )| ≤ 10|O(P ′)|+ 6. J

In what follows we are going to bound the size of Dc using its sparsity properties. To
this end we use an auxiliary bipartite graph G, called the bipath minor of Dc, constructed as
follows. We put V (G) = A ∪ B, where A = ea(Dc), and B is the set of all maximal hard
bipaths in Dc. For every maximal hard bipath P ′ in Dc with extremities u, v ∈ ea(Dc), the
neighborhood of the corresponding vertex in B is exactly O(P ).

I Lemma 21. If D is H-minor-free, then |hd(Dc)| = 2O(|H|
√

log |H|)(|ea(Dc)|+ sl(Dc)).

Proof. Consider an arbitrary hard vertex v of Dc. Consider the maximal hard weak bipath
P ′ in Dc that contains v. Then P ′ corresponds to a vertex in B and by Lemma 20, it has at
most 10|O(P ′)|+ 6 internal vertices. It follows that

|hd(Dc)| ≤
∑
v∈B

(10 degG(v) + 6) ≤
∑
v∈B

16 degG(v). (1)

Note that G is a minor of (the undirected version of) D since it can be obtained from
Dc by edge contractions and deletions, and Dc in turn is obtained from D by contractions.
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Hence, G is H-minor-free. Moreover, G is simple. By Lemma 4, we know that G is dH -
degenerate, for dH = O(|H|

√
log |H|). Let Bm and Bs denote the vertices in B for which

the corresponding maximal hard bipath is master and slave, respectively. By (1) we get

|hd(Dc)| ≤ 16
∑
v∈B

degG(v) ≤ 16
∑
v∈B

degG(v)>2dH

degG(v) + 16
∑

v∈Bs

degG(v)≤2dH

degG(v) + 16
∑

v∈Bm

degG(v)≤2dH

degG(v)

Let us bound each of the terms separately. By Lemma 6, we have∑
v∈Bs

degG(v)>2dH

d(v) ≤ 2dH |A| = O(|H|
√

log |H| · |ea(Dc)|).

Obviously, ∑
v∈Bs

degG(v)≤2dH

degG(v) ≤ 2dHsl(Dc) = O(|H|
√

log |H|sl(Dc)).

Finally,∑
v∈Bm

degG(v)≤2dH

degG(v) =
∑
S⊆A
|S|≤2dH

|S|·|{v ∈ Bm : NG(v) = S}| ≤ 2dH

∑
S⊆A
|S|≤2dH

|{v ∈ Bm : NG(v) = S}|.

By Corollary 7, there is a constant cH = 2O(|H|
√

log |H|) such that there are at most cH |A|
distinct neighborhoods of vertices in B. For each such neighborhood S ⊆ A and for every
pair of vertices u, v ∈ S there are at most two master bipaths P ′ with endpoints u and v

and such that O(P ′) = S. Therefore for a fixed neighborhood S of size at most 2dH we have
|{v ∈ Bm|NG(v) = S}| ≤ 2

(|S|
2
)
≤ 2
(2dH

2
)

= O(d2
H). Hence∑

S⊆A,|S|≤2dH

|{v ∈ Bm|NG(v) = S}| = O(cH · d2
H · |ea(Dc)|) = 2O(|H|

√
log |H|)|ea(Dc)|.

The claim follows. J

Now we can finish the proof of Theorem 18. Assume maxleaf(D) < k. By Lemmas 15
and 16, ea(Dc) < 60k + 180k. Moreover, by Lemma 17, sl(Dc) < k. This, with Lemma 21
gives the claim of Theorem 18.

4 k-internal Out-Branching in graphs of bounded expansion

In this section we give a linear kernel for IOB on any graph class G of bounded expansion.
To this end, we modify the approach of Gutin, Razgon and Kim [9]. Before we proceed to the
argumentation, let us remark that Gutin et al. work with a slightly more general problem,
where the root of the outbranching is not prescribed; of course, the outbranching is still
required to span the whole vertex set. Note that the variant with a prescribed root r can be
reduced to this variant simply by removing all in-arcs of r, which forces r to be the root of
any outbranching of the given digraph. Since our kernel will be an induced subgraph of D

and r will not be removed by any reduction, it will be still true that r is the only candidate
for the root of an outbranching. Hence, the resulting instance will be equivalent in both
variants. Therefore, from now on we work with variant without prescribed root in order to
be able to use the observations of Gutin et al. as black-boxes.

First, Gutin et al. observe that in an instance that cannot be easily resolved, one can
find a small vertex cover (of the underlying undirected graph).
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I Lemma 22 ([9]). Given a digraph D, we can either build an out-branching with at least k

internal vertices or obtain a vertex cover of size at most 2k − 2 in O(n2m) time.

For a given directed graph D and a vertex cover U in D we build an undirected bipartite
graph BD,U as follows. Let W = V (D) \ U . Then,

V (B) = U ′ ∪W , where U ′ = N−(W ) ∪ (U × U);

E(B) = {{xy, w} : xy ∈ U × U, w ∈W, (x, w) ∈ E(D), (w, y) ∈ E(D)} ∪
{{x, w} : x ∈ U, w ∈W, (x, w) ∈ E(D)}.

A crown decomposition of an undirected graph G is a partitioning of V (G) into three
parts C, H and R, such that

C is an independent set.
There are no edges between vertices of C and R. That is, H separates C and R.
C can be partitioned into Cm ∪ Cu with |Cm| = |H|, such that G[Cm ∪H] contains a
perfect matching that matches each vertex of Cm with a vertex of H.

Crown decompositions are used in multiple kernelization algorithms. In particular, the
following lemma, which Gutin et al. attribute to Fellows et al. [6], shows that in certain
situations a crown decomposition can be found efficiently.

I Lemma 23 (see [9]). Suppose G is an undirected graph on n vertices, and suppose I

is an independent set in G such that |I| ≥ 2n
3 . Then G admits a crown decomposition

(C = Cu ] Cm, H, R) with C ⊆ I, H ⊆ V (G) \ I and Cu 6= ∅. Moreover, given I, the
decomposition (C = Cu ] Cm, H, R) can be found in O(nm) time.

The main idea of Gutin et al. is to search for crowns in BD,U with C ⊆W and Cu 6= ∅.
Such crowns can be conveniently reduced using the following reduction rule, whose correctness
is proved in Lemma 4.4 of [9].

Rule 1. Let U be a vertex cover in D and let W = V (D) \ U . Assume there is a crown
decomposition (C = Cm ∪ Cu, H, R) in BD,U with C ⊆ W and Cu 6= ∅. Then remove Cu

from D.

Our idea is to combine Rule 1 with the knowledge that D belongs to a graph class of
bounded expansion G, and hence Proposition 5 can be used to reason about the sparseness
of the adjacency structure between U and W . Let us introduce some notation. Consider
a vertex cover U and an independent set W = V (D) \ U in D. Let Ws = {w ∈ W :
degD(w) < 2∇0(G)}, and let Wb = W \Ws. Moreover, for N ⊆ U with |N | < 2∇0(G), let
WN = {w ∈ Ws : N(w) = N}. Let N (U) = {N ⊆ U : |N | < 2∇0(G), WN 6= ∅}. Note
that |N (U)| ≤ |Ws|. Our kernelization algorithm is as follows.

1. If the algorithm from Lemma 22 returns an outbranching, answer YES and terminate;
otherwise it returns a vertex cover U of size at most 2k − 2. Let W = V (D) \ U .

2. Construct the graph B := BD,U and compute Ws, N (U), and nonempty sets WN .
3. If there is a set N ∈ N (U) such that |WN | > 2|NB(WN )|, then apply Lemma 23 to graph

B[NB[WN ]] with I = WN . This gives us a crown decomposition (C = Cu ] Cm, H, R)
of B[NB[WN ]] with C ⊆ WN , H ⊆ NB(WN ), and Cu 6= ∅. Observe that (C = Cu ]
Cm, H, R∪ (V (B)\NB [WN ])) is a crown decomposition of B. Apply Rule 1 to this crown
decomposition in order to remove Cu from D, and restart the algorithm in the reduced
graph.

4. Otherwise, return D.
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In case we have a prescribed root r of the outbranching that we would like to preserve in
the kernelization process, we can add it to the constructed vertex cover U , thus increasing
its size up to at most 2k − 1. The reduction rules never remove any vertex of U .

Given this algorithm, we can restate and prove our main result for IOB.

I Theorem 2. Let G be a hereditary graph class of bounded expansion. There is an algorithm
that, given an instance (D, k) of IOB where D ∈ G, in polynomial time either resolves the
instance (D, k), or outputs an equivalent instance (D′, k) of IOB where |V (D′)| = O(k) and
D′ is an induced subgraph of D.

Proof. The correctness of our kernelization algorithm and a polynomial bound on its running
time follows from Lemmas 22 and 23. Note that the kernelization algorithm never decrements
the budget k, so it suffices to show that it outputs an instance (D, k) such that |V (D)| = O(k).

We can assume that the algorithm constructed a vertex cover U of D of size at most 2k−2
(2k − 1 if we want to preserve a prescribed root), because otherwise the algorithm would
terminate and provide a positive answer. Let W = V (D) \ U . Then V (D) = U ∪Ws ∪Wb.
By the first claim of Proposition 5 we get |Wb| ≤ 2∇0(G)|U | ≤ 4∇0(G)k. Hence it suffices to
bound the size of Ws. Note that Ws =

⋃
N∈N (U) WN . By the second claim of Proposition 5 we

get |N (U)| ≤ (4∇1(G) +2∇1(G))|U | = O(4∇1(G)k). However, since Step 2 of the kernelization
algorithm cannot be applied, for every N ∈ N (U) we have |WN | ≤ 2|NBD,U

(WN )|. However,
by the construction of BD,U it is clear that |NBD,U

(WN )| ≤ |N |2 + |N | < 4∇0(G)2 +
2∇0(G), and hence |WN | < 8∇0(G)2 + 4∇0(G). It follows that |Ws| =

∑
N∈N (U) |WN | =

O(4∇1(G)∇0(G)2k), and hence |V (D)| = |U |+ |Ws|+ |Wb| = O(4∇1(G)∇0(G)2k). This finishes
the proof. J
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