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#### Abstract

In this note it is established that, for any finite set $A$ of real numbers, there exist two elements $a, b \in A$ such that $$
|(a+A)(b+A)| \gg \frac{|A|^{2}}{\log |A|}
$$

In particular, it follows that $|(A+A)(A+A)| \gg \frac{|A|^{2}}{\log \mid A A}$. The latter inequality had in fact already been established in an earlier work of the author and Rudnev [8], which built upon the recent developments of Guth and Katz [2] in their work on the Erdős distinct distance problem. Here, we do not use those relatively deep methods, and instead we need just a single application of the Szemerédi-Trotter Theorem. The result is also qualitatively stronger than the corresponding sum-product estimate from [8], since the set $(a+A)(b+A)$ is defined by only two variables, rather than four. One can view this as a solution for the pinned distance problem, under an alternative notion of distance, in the special case when the point set is a direct product $A \times A$. Another advantage of this more elementary approach is that these results can now be extended for the first time to the case when $A \subset \mathbb{C}$.
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## 1 Introduction

In this note, we consider a variation on the sum-product problem, in which the aim is to show that certain sets defined by a combination of additive and multiplicative operations will always be large. For example, given a finite set $A$ of real numbers, define

$$
(A-A)(A-A):=\{(a-b)(c-d): a, b, c, d \in A\} .
$$

By the same heuristic arguments that support the Erdős-Szemerédi sum-product conjecture, one expects that $(A-A)(A-A)$ will always be large in comparison to the input set $A$. In [8], the following ${ }^{1}$ bound was established which showed that this is indeed the case:

$$
\begin{equation*}
|(A-A)(A-A)| \gg \frac{|A|^{2}}{\log |A|} \tag{1}
\end{equation*}
$$

[^0]The same argument in [8] yields the same lower bound for $|(A+A)(A+A)|$. Some other interesting results in this direction can be found in [1], [3], [4], [6], [7] and [11], amongst others.

In all of the aforementioned works, incidence geometry plays a central role. An extremely influential result in this area is the Szemerédi-Trotter Theorem, which says that, given finite sets $P$ and $L$ of points and lines respectively in $\mathbb{R}^{2}$, the number of incidences between $P$ and $L$ satisfies the upper bound

$$
\begin{equation*}
|\{(p, l) \in P \times L: p \in l\}| \ll|P|^{2 / 3}|L|^{2 / 3}+|P|+|L| . \tag{2}
\end{equation*}
$$

The quantity on the left hand side of the above inequality is usually denoted by $I(P, L)$. Incidence geometry also played a central role in the recent landmark work of Guth and Katz [2] on the Erdős distinct distances problem. Guth and Katz established an incidence bound for points and lines in $\mathbb{R}^{3}$, which was then used to prove that for any finite set $P$ of points in $\mathbb{R}^{2}$, the set of distinct distances determined by $P$ has near-linear size. To be precise, they proved that

$$
\begin{equation*}
|\{d(p, q): p, q \in P\}| \gg \frac{|P|}{\log |P|} \tag{3}
\end{equation*}
$$

where $d(p, q)$ denotes the Euclidean distance between $p$ and $q$. Note that the example $P=[N] \times[N]$, where $[N]=\{1,2, \ldots, N\}$, illustrates that this bound is close to best possible.

One of the tools that Guth and Katz use in their analysis is the Szemerédi-Trotter Theorem. They also introduced polynomial partitioning, and utilise some non-trivial facts from algebraic geometry.

In [8] the authors considered the pseudo-distance $R(p, q)$ in place of $d(p, q)$, where $R(p, q)$ denotes the (signed) area of the axis-parallel rectangle with $p$ and $q$ at opposite corners. To be precise, for two points $p=\left(p_{1}, p_{2}\right)$ and $q=\left(q_{1}, q_{2}\right)$ in the plane, we define

$$
R(p, q):=\left(p_{1}-q_{1}\right)\left(p_{2}-q_{2}\right)
$$

It was then possible to apply the incidence result of Guth and Katz to establish that

$$
\begin{equation*}
|\{R(p, q): p, q \in P\}| \gg \frac{|P|}{\log |P|} \tag{4}
\end{equation*}
$$

and (1) followed as a corollary after taking $P=A \times A$. Once again, the example $P=[N] \times[N]$ shows that this bound is close to best possible.

In this note, we prove the following result which strengthens (1):

- Theorem 1. For any set $A \subset \mathbb{R}$, there exist elements $a, a^{\prime} \in A$ such that

$$
\left|(A-a)\left(A-a^{\prime}\right)\right| \gg \frac{|A|^{2}}{\log |A|}
$$

Here, we obtain quadratic growth for a set which depends on only two variables. There are similarities here with the Erdős pinned distance problem, where the aim is to show that, for any finite set $P \subset \mathbb{R}^{2}$, there exists $p \in P$ such that

$$
|\{d(p, q): q \in P\}| \gg \frac{|P|}{\sqrt{\log |P|}}
$$

This harder version of the Erdős distinct distance problem remains open, with the current best-known result, due to Katz and Tardos [5], stating that there exists $p \in P$ such that

$$
|\{d(p, q): q \in P\}| \gg|P|^{\alpha}
$$

where $\alpha \approx 0.864$. However, Theorem 1 shows that, if we instead consider the pseudo-distance $R(p, q)$ then we have a near-optimal bound for the corresponding pinned distance problem, in the special case when $P=A \times A$ is a direct product. Such a result, even with the additional direct product restriction, is not currently known for Euclidean distance.

Another advantage of the approach in this paper is that the proof is relatively straightforward. In particular, we obtain a new proof of (1), and in fact a stronger result, without utilising the Guth-Katz machinery.

This paper is closely related to work contained in the PhD thesis of Jones [3] on the growth of sets of real numbers. In fact, the main lemma here, the forthcoming Lemma 3, forms part of the proof of [3, Theorem 5.2], although it is expressed rather differently there in terms of the notion of the cross-ratio. Consequently, we are able to give a new proof of Theorem 5.2 from [3]; that is we establish the following three-variable expander bound

$$
\left|\left\{\frac{a-b}{a-c}: a, b, c \in A\right\}\right| \gg \frac{|A|^{2}}{\log |A|} .
$$

It appears that the proof here is more straightforward than the one originally given by Jones [3].

The only major tool needed in this paper is the Szemerédi-Trotter Theorem. In particular, we use the following standard corollary of (2) which bounds the number of rich lines in an incidence configuration:

- Corollary 2 (Szemerédi-Trotter Theorem). Let $P$ be a set of points in $\mathbb{R}^{2}$ and let $k \geq 2$ be a real number. Define $L_{k}$ to be the set of lines containing at least $k$ points from $P$. Then

$$
\begin{equation*}
\left|L_{k}\right| \ll \frac{|P|^{2}}{k^{3}}+\frac{|P|}{k} . \tag{5}
\end{equation*}
$$

In particular, if $k \leq|P|^{1 / 2}$, then

$$
\begin{equation*}
\left|L_{k}\right| \ll \frac{|P|^{2}}{k^{3}} \tag{6}
\end{equation*}
$$

## 2 Energy bound

- Lemma 3. Let $Q$ denote the number of solutions to the equation

$$
\begin{equation*}
(a-b)\left(a^{\prime}-c^{\prime}\right)=(a-c)\left(a^{\prime}-b^{\prime}\right) \tag{7}
\end{equation*}
$$

such that $a, a^{\prime}, b, b^{\prime}, c, c^{\prime} \in A$. Then

$$
Q \ll|A|^{4} \log |A| .
$$

Proof. First of all, the number solutions to (7) of the form

$$
(a-b)\left(a^{\prime}-c^{\prime}\right)=(a-c)\left(a^{\prime}-b^{\prime}\right)=0
$$

is at most $4|A|^{4}$. Also, there are at most $|A|^{4}$ trivial solutions whereby $b=c$. Now, let $Q^{*}$ denote the number of solutions to

$$
\begin{equation*}
(a-b)\left(a^{\prime}-c^{\prime}\right)=(a-c)\left(a^{\prime}-b^{\prime}\right) \neq 0, \quad b \neq c \tag{8}
\end{equation*}
$$

This is the same as the number of solutions to

$$
\begin{equation*}
\frac{a-b}{a^{\prime}-b^{\prime}}=\frac{a-c}{a^{\prime}-c^{\prime}} \neq 0, \quad b \neq c \tag{9}
\end{equation*}
$$

Let $P=A \times A$ and let $L(P)$ denote the set of lines determined by $P$. That is, $L(P)$ is the set of lines supporting 2 or more points from the set. Note that $a, a^{\prime}, b, b^{\prime}, c$ and $c^{\prime}$ satisfy (9) only if the points $\left(a^{\prime}, a\right),\left(b^{\prime}, b\right)$ and $\left(c^{\prime}, c\right)$ from $P$ are collinear and distinct. Therefore,

$$
\begin{aligned}
Q^{*} & \leq \sum_{l \in L(P)}|l \cap P|^{3} \\
& \ll \sum_{j} \sum_{2^{j} \leq|l \cap P|<2^{j+1}}|l \cap P|^{3},
\end{aligned}
$$

where $j$ ranges over all positive integers such that $2^{j} \leq|A|$. Note that there are no lines in $L(P)$ which contain more than $|A|$ points from $P$, which is why this sum does not need to include any larger values of $j$.

For the aforementioned range of values for $j$, it follows from Corollary 2, and in particular bound (6), that

$$
\left|\left\{l:|l \cap P| \geq 2^{j}\right\}\right| \ll \frac{|P|^{2}}{\left(2^{j}\right)^{3}}
$$

Therefore,

$$
Q^{*} \ll \sum_{j}|P|^{2} \ll|A|^{4} \log |A|
$$

Finally, $Q \ll|A|^{4}+Q^{*} \ll|A|^{4} \log |A|$, as required.

- Corollary 4. For any finite set $A \subset \mathbb{R}$,

$$
\left|\left\{\frac{a-b}{a-c}: a, b, c \in A\right\}\right| \gg \frac{|A|^{2}}{\log |A|} .
$$

Proof. Let

$$
n(x):=\left|\left\{(a, b, c) \in A^{3}: \frac{a-b}{a-c}=x\right\}\right|
$$

denote the number of representations of $x$ as an element of the set in question. We know that

$$
|A|^{3} \ll|A|^{3}-|A|^{2}=\sum_{x} n(x) .
$$

Also, the quantity $\sum_{x} n^{2}(x)$ is strictly ${ }^{2}$ less than the number of solutions to (7). Therefore, it follows from the Cauchy-Schwarz inequality and Lemma 3 that

$$
\begin{aligned}
|A|^{6} \ll\left(\sum_{x} n(x)\right)^{2} & \leq\left|\left\{\frac{a-b}{a-c}: a, b, c \in A\right\}\right| \sum_{x} n^{2}(x) \\
& \ll\left|\left\{\frac{a-b}{a-c}: a, b, c \in A\right\}\right||A|^{4} \log |A|
\end{aligned}
$$

and the result follows after rearranging this inequality.

[^1]
### 2.1 Remarks

Let $E^{*}(A, B)$ be the multiplicative energy of $A$ and $B$; that is, the number of solutions to

$$
a b=a^{\prime} b^{\prime}
$$

such that $a, a^{\prime} \in A$ and $b, b^{\prime} \in B$. Using this notation, Lemma 3 can be expressed in the form of the following bound:

$$
\begin{equation*}
\sum_{a, a^{\prime} \in A} E^{*}\left(a-A, a^{\prime}-A\right) \ll|A|^{4} \log |A| . \tag{10}
\end{equation*}
$$

See [6, Lemma 2.4] for a similar bound on the sum of multiplicative energies after different additive shifts.

The proof of Lemma 3 can undergo a number of small modifications in order to deduce slightly different results involving multiple sets $A, B, C, \cdots \in \mathbb{R}$ of approximately the same size. For example, if we instead take $P=(A \cup B) \times(A \cup B)$, where $|B| \approx|A|$, then the number of solutions to (9) such that $a, a^{\prime} \in A$ and $b, b^{\prime}, c, c^{\prime} \in B$ is less than the number of collinear triples in the point set $P$. After repeating the argument of Lemma 3, it follows that

$$
\begin{equation*}
\sum_{a, a^{\prime} \in A} E^{*}\left(a-B, a^{\prime}-B\right) \ll|A|^{4} \log |A| \tag{11}
\end{equation*}
$$

In particular, if $B=-A$, this yields

$$
\begin{equation*}
\sum_{a, a^{\prime} \in A} E^{*}\left(a+A, a^{\prime}+A\right) \ll|A|^{4} \log |A| . \tag{12}
\end{equation*}
$$

## 3 Proof of Theorem 1

It follows from (10) that there exist $a, a^{\prime} \in A$ such that

$$
\begin{equation*}
E^{*}\left(a-A, a^{\prime}-A\right) \ll|A|^{2} \log |A| \tag{13}
\end{equation*}
$$

We also have the following well-known bound for the multiplicative energy, which follows from an application of the Cauchy-Schwarz inequality:

$$
\begin{equation*}
E^{*}(A, B) \geq \frac{|A|^{2}|B|^{2}}{|A B|} \tag{14}
\end{equation*}
$$

After comparing (13) and (14), it follows that

$$
\left|(A-a)\left(A-a^{\prime}\right)\right| \gg \frac{|A|^{2}}{\log |A|},
$$

as required.

### 3.1 Remark

By the same argument, but utilising (12) in place of (10), it also follows that there exist $a, a^{\prime} \in A$ such that

$$
\left|(A+a)\left(A+a^{\prime}\right)\right| \gg \frac{|A|^{2}}{\log |A|}
$$

## 4 The complex setting

As stated in the abstract, an advantage of this more straightforward approach is that it allows for results that were previously only known for sets of real numbers to be extended to the complex setting. The only tool used in the proofs of Theorem 1 and Corollary 4 is the Szemerédi-Trotter Theorem. It is now known that this theorem holds for sets of points and lines in $\mathbb{C}^{2}$ (this was first proven by [10], with a more modern proof given by Zahl [12]; see also Solymosi and Tao [9]).

One can therefore repeat the analysis of this paper verbatim in the complex setting, applying the complex Szemerédi-Trotter Theorem in place of the real version, and deduce exactly the same results for a set $A$ of complex numbers.

In particular, we deduce that for any finite set $A \subset \mathbb{C}$, there exist $a, a^{\prime} \in A$ such that

$$
\begin{equation*}
\left|(A-a)\left(A-a^{\prime}\right)\right| \gg \frac{|A|^{2}}{\log |A|} \tag{15}
\end{equation*}
$$

and it follows that

$$
\begin{equation*}
|(A-A)(A-A)| \gg \frac{|A|^{2}}{\log |A|} \tag{16}
\end{equation*}
$$

Since the earlier proof of (16) for real $A$ in [8] was based on the three dimensional incidence bounds in [2], it was not previously known that this bound extended to the complex setting. Similarly, the approach in this paper can be used to show that for any finite set $A \subset \mathbb{C}$, we have

$$
\left|\left\{\frac{a-b}{a-c}: a, b, c \in A\right\}\right| \gg \frac{|A|^{2}}{\log |A|} .
$$
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