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#### Abstract

In the classical maximum independent set problem, we are given a graph $G$ of "conflicts" and are asked to find a maximum conflict-free subset. If we think of the remaining nodes as being "assigned" (at unit cost each) to one of these independent vertices and ask for an assignment of minimum cost, this yields the VERTEX COVER problem. In this paper, we consider a more general scenario where the assignment costs might be given by a distance metric $d$ (which can be unrelated to $G$ ) on the underlying set of vertices. This problem, in addition to being a natural generalization of vertex cover and an interesting variant of the $k$-MEDIAN problem, also has connection to constrained clustering and database repair.

Understanding the relation between the conflict structure (the graph) and the distance structure (the metric) for this problem turns out to be the key to isolating its complexity. We show that when the two structures are unrelated, the problem inherits a trivial upper bound from vertex cover and provide an almost matching lower bound on hardness of approximation. We then prove a number of lower and upper bounds that depend on the relationship between the two structures, including polynomial time algorithms for special graphs.
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## 1 Introduction

Let $G=(V, E)$ represent a set of conflicts between pairs of elements in $V$ and $d: V \times V \rightarrow \mathbb{R}$ be a metric capturing the cost of assigning one vertex to another. In this paper, we consider the following problem, called minimum edge-weighted independent set (MWIS) [18]:

- Problem 1.1 (mwis). Find an independent set of vertices $S \subset V$ such that the assignment cost $\sum_{v \in V \backslash S} \min _{s \in S} d(v, s)$ is minimized.

This problem is a natural generalization of VERTEX COVER (when $d(x, y) \equiv 1$ for all $x, y \in V)$, and arises naturally in two distinct applications.

Constrained clustering. In a typical application of clustering, the goal is to group close-by objects into a small number of groups. Often the user has domain information about the data in the form of pairs of items that either should be linked together (MUST-LINK) or should not (CANNOT-Link). Such a clustering problem is called constrained clustering[3] and has been studied extensively.

In general, these constraints are provided by users and it can be difficult to make clear judgments about whether two points should be in the same cluster or not, since this depends on the larger context of the clustering. An easier decision is to decide whether two points can serve as cluster representatives at the same time or not. Intuitively, if two points are close to each other, then we might expect one or the other to be a cluster center, but not
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both. This is less constraining than a MUST-LINK or CANNOT-LINK constraint: two points connected by a constraint can lie in the same cluster or in different clusters, as long as they are not both cluster centers at the same time.

This center-constrained clustering problem is captured by the above formulation. $G$ captures the constraints, and $d$ is the underlying distance function used for clustering. The goal is now to find a set of cluster centers that are not in conflict such that the total cost of assigning points to cluster centers is minimized (here the cost of a cluster is the sum of distances from points to the cluster representative - this is the standard $k$-median-type cost function). One attractive feature of this formulation is that it does not require us to specify the number of clusters, or in fact any parameter.
Database Repair. In a database, integrity constraints like functional dependencies are used to enforce semantic consistency of the data. A simple example of a functional dependency is a key: if two tuples have the same value for a key attribute, they must be identical in all attributes. For any database and set of such integrity constraints, a conflict is a pair of tuples that does not satisfy the integrity constraint ${ }^{1}$.

When a database with conflicts is encountered, one approach to rectify the problem is to repair the database by changing tuples to eliminate conflicts. For example if a database had tuples $a=(1,2)$ and $b=(1,3)$, but the first attribute was required to be a key, then the database could be repaired either by modifying the first component of $a$ or the second component of $b$. But each of these possibilities incurs a cost that we would want to keep as low as possible.

Now if we construct a graph where each tuple is a vertex, there is an edge between two tuples if they are in conflict with respect to integrity constraints, and a distance function $d$ captures the cost of changing one tuple to another, the problem of database repair is precisely mwis. This problem was first formulated by Kolahi et al.[18] and NP-hardness was established via its generalization of VERTEX COVER.

### 1.1 Our Contributions

In this paper, we study mwis in its many forms. Our results reveal that the interaction between the conflict graph and the distance measure plays an important role in determining the complexity of the problem. Because of the problem's similarity to clustering (and $k$-median in particular) one might expect that techniques that have been used to deal with $k$-median and related problems might be useful in attacking mwis and potentially give a good approximation algorithm. Our first result shows that this is, in fact, impossible. More formally, we show that there is no polynomial time approximation algorithm that guarantees the approximation ratio of $O\left(\frac{d_{\max }}{d_{\min }}\right)$, unless $\mathrm{P}=\mathrm{NP}$. This matches the approximation ratio given by the vertex cover heuristic up to a constant factor.

Our proof uses the fact that the graph $G$ and metric $d$ can be completely unrelated to each other, and this suggests that establishing a relationship between $G$ and $d$ could make the problem easier. We have two ways to establish consistency between $d$ and $G$.

- Metric induced by graph ( $w$-MwIS): Given graph $G=(V, E)$ and weights $w: E \rightarrow \mathbb{R}$, the metric $d$ is defined as the shortest path metric of $(G, w)$. We denote this problem by $w$-mWIS.
- Graph induced by metric ( $d$-mWIS): Given a metric $d$, the conflict graph $G$ is defined to be the induced unit-disk graph: $E(G)=\{u v: d(u, v) \leq 1\}$. This problem is abbreviated by $d$-mwis.

[^0]Table 1 Summary of Our Results. All hardness results are proved under the assumption of $P \neq N P$. VC refers to VERTEX COVER.

| Bound | $w$-MWIS |  |  |  | $d$-MWIS |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | General | Unweighted | Tree- <br> Width | Planar | General | $\mathbb{R}^{d}$ |
| Upper | $\frac{2 d_{\max }}{d_{\min }}[18]$ | $\mathrm{VC}[18]$ | Poly | ?? | $\frac{2 d_{\max }}{d_{\min }}[18]$ | $(O(1 / \epsilon), 1-\epsilon)$ |
| Lower | $\Omega\left(\frac{d_{\max }}{d_{\min }}\right)$ | VC | Poly |  | NP-hard | $\Omega\left(\frac{d_{\max }}{d_{\min }}\right)$ |

It turns out that $d$-mwIS captures the class of instances that usually arise in practice, especially when $d$ has low dimensional structure (e.g. Euclidean space or metric of bounded doubling dimension), so algorithmic results for $d$-MwIS are interesting from a practical point of view.
$d$-mwis is hard to approximate in a general metric. Therefore we consider the $d$-mwIS problem in $\mathbb{R}^{d}$ and prove that it is NP-hard even when $d=2$ (and even in the bi-criteria setting). We also show a constant factor bi-criteria approximation algorithm, in the following sense: If $C$ is the minimum possible clustering cost which guarantees that centers are of distance at least 1 apart, our algorithm always outputs a solution of cost $O(C / \epsilon)$ while ensuring that the centers are "almost feasible", i.e. the distance between each pair is at least $(1-\epsilon)$. Our algorithm combines tools from clustering and computational geometry.

Similarly, $w$-MWIS remains hard in general weighted graphs and so we further investigate two directions. In the first direction, we consider the unweighted graph, i.e. $w(e)=1$ for all $e \in E(G)$, and observe that the problem is computationally equivalent to VERTEX COVER, so it is hard to approximate to within a factor of $(2-\epsilon)$ assuming UGC [17], 1.36 hard assuming $\mathrm{P} \neq \mathrm{NP}[10]$, and admits slightly better than 2 approximation $[14,16]$. In the second direction, we restrict the underlying graph structure, showing that in graphs having bounded treewidth, $d$-mwis is polynomial time solvable, while it is still NP-hard in planar graphs.

Finally, a special case of mWIS captures the $k$-median problem which has received a lot of attention in approximation algorithms $[20,8,1]$. That is, when graph $G$ is simply a union of disjoint cliques, the problem generalizes $k$-median problem and is a special case of matroid median problem, a more general variant of the classical $k$-median problem [9, 13, 19]. We summarize these results in Table 1.
Organization. We show our hardness results in Section 3. Results related to $d$-mwis and $w$-mwis are presented in Section 4 and 5 respectively. The connection between mwis and the classical $k$-median problem is deferred to the full version.

## 2 Preliminaries

Vertex Cover: Given a graph $G=(V, E)$, a set $C \subseteq V$ is a vertex cover of $G$ if any edge $u v \in E$ satisfies $\{u, v\} \cap C \neq \emptyset$. The minimum vertex cover problem asks for the minimum cardinality vertex cover of $G$. A set $S \subseteq V$ is an independent set of $G$ if any pair $u, v \in S$ satisfies $u v \notin E(G) . S$ is an independent set iff $V \backslash S$ is a vertex cover.
Tree Decomposition: A tree decomposition of graph $G$ is a tree $T$ and collection of subsets of nodes $\mathcal{X}=\left\{X_{t}\right\}_{t \in V(T)}$ with the following properties:

- $V(G)=\bigcup_{t \in V(T)} X_{t}$.
- For any edge $u v \in E(G)$, there exists $t \in V(T)$ such that both $u$ and $v$ lie in $X_{t}$.
- For any $v \in V(G)$, if $v \in X_{t} \cap X_{t^{\prime}}$ for $t, t^{\prime} \in V(T)$, then $v \in X_{t^{\prime \prime}}$ for any $t^{\prime \prime}$ that lies on the unique path from $t$ to $t^{\prime}$ in $T$.

The width of a tree decomposition is denoted by $\max _{t \in V(T)}\left(\left|X_{t}\right|-1\right)$, and the treewidth of a graph is the minimum possible $k$ such that there is a tree decomposition of width $k$ for $G$. Bodlaender [4] presented a linear time algorithm that constructs a tree decomposition of width $k$ if the treewidth of a graph is at most $k$.
Bi-criteria Approximation: Let $\beta<1$. We say that an algorithm for $d$-mwis is an $(\alpha, \beta)$ approximation if it returns the solution $S$ of open facilities whose cost is at most OPT, i.e. $\sum_{v \in V} d(S, v) \leq \alpha$ OPT and for each pair $u, v \in S$, we have $d(u, v) \geq \beta$.

## 3 Hardness of Approximation

In this section, we prove the following theorem.

- Theorem 1. Unless $P=N P$, $d$-mWis and $w$-mWis have no polynomial time $O(\Delta / \delta)$ approximation algorithms, where $\Delta=\max d(x, y)$ and $\delta=\min d(x, y)$.

The reduction starts from the hardness of approximation result for 3SAT. We will use the following tight result due to Hastad.

- Theorem 2 ([15]). Fix any $\epsilon>0$ and assume that $P \neq N P$. Given a 3SAT formula, it is hard to distinguish between the following two cases in polynomial time:
- (Yes-Instance:) There is an assignment that satisfies every clause.
- (No-Instance:) Any assignment satisfies at most $7 / 8+\epsilon$ fraction of the clauses.

Construction: We will construct an instance of $w$-MWIS and argue later that it can be thought of as an instance of $d$-mwIS as well. We use a reduction idea introduced by Feige et al. [12]. This reduction has been a powerful tool in transforming any constraint satisfaction problem (CSP) into graph $G$ such that the size of maximum independent set of the graph is "proportional" to the value of the input CSP, i.e. the maximum fraction of clauses that can be simultaneously satisfied.

Consider an instance $\Phi$ of 3 SAT with $n$ variables $\left\{x_{1}, \ldots, x_{n}\right\}$ and $m$ clauses $C_{1}, \ldots, C_{m}$, as given by the above theorem. We show how to construct graph $G=(V, E)$. For each clause $C_{i}$, we create a set $V_{i}$ containing 7 vertices, where each such vertex represents a satisfying assignment for clause $C_{i}$. Now vertex set $V$ can be defined as $V=\bigcup_{i=1}^{m} V_{i}$, so $|V|=7 \mathrm{~m}$.

We proceed to define the set of edges $E$. We connect every pair of vertices in $V_{i}$ by an edge, so each set $V_{i}$ is a clique of 7 vertices. The distance between two vertices $u, v \in V_{i}$ is defined as $d(u, v)=1$. Then we say that any two vertices $u \in V_{i}, v \in V_{j}$ where $i \neq j$ are conflicting if there is a variable $x_{\ell}$ in the formula $\Phi$ that belongs to both clauses $C_{i}$ and $C_{j}$ such that the assignment of $u$ and $v$ set $x_{\ell}=0$ and $x_{\ell}=1$ respectively. Then for any two conflicting vertices $u \in V_{i}$ and $v \in V_{j}$, we connect an edge $u v$ with distance $d(u, v)=\rho$ where $\rho$ is a parameter. It is easy to verify that $d$ is indeed a metric.

Analysis: It can be argued that in the Yes-Instance, there is a solution of cost at most $6 m$, while in the No-Instance the cost must be at least $7 m \rho / 10$. So we get a gap of $\Omega(\rho)$. We omit details in this extended abstract.

## 4 Graph Induced by Metric ( $d$-mwis)

The main result in this section is a $(1 / \epsilon, 1-\epsilon)$ bi-criteria approximation algorithm for Euclidean space. The idea of this algorithm follows the LP rounding algorithm for $k$-median
of Charikar et al [8]. The "natural" LP requires independent set constraints, and these yield an unbounded integrality gap even for the line metric. Hence, we need a stronger LP.

First, we argue that the problem already becomes non-trivial in $\mathbb{R}^{2}$ even if we only desire a bi-criteria approximation algorithms.

- Theorem 3. $d$-mwis is NP-hard even in $\mathbb{R}^{2}$. Moreover, finding $(1,1-\epsilon)$ approximation is also NP-hard for any $\epsilon<1 / 2$.

The proof follows by showing a reduction from VERTEX COVER on coin graphs (which is NPhard [5]) and is deferred to the full version. We also note that the problem in 1-dimensional Euclidean space is polynomial time solvable by a simple dynamic program.

### 4.1 Geometric LP Relaxation

Since the independent set constraints cause large LP integrality gap, we use the LP with clique point constraints, as used successfully in many geometric packing problems (see, e.g., $[11,7,6])$. We have variables $x(u)$ to indicate the fact that the facility is open at $u$ and variables $y(u, v)$ which say that the client at $v$ is served by a facility at $u$. We first formulate the linear program, denoted by (LP).
(LP)

$$
\begin{gathered}
\min \sum_{u, v \in V(G)} d(u, v) y(u, v) \\
\text { s.t } \sum_{u: d(u, p)<1 / 2} x(u) \leq 1\left(\forall p \in \mathbb{R}^{2}\right) \\
y(u, v) \leq x(u) \forall u, v \in V(G) \\
\sum_{v \in V(G)} y(u, v) \geq 1 \forall u \in V(G)
\end{gathered}
$$

(LP')

$$
\begin{array}{ll}
\min & \sum_{u, v \in V(G)} d(u, v) y(u, v) \\
\text { s.t. } & \sum_{u: p \in r_{u}} x(u) \leq 1(\forall p \in \mathcal{P}) \\
& y(u, v) \leq x(u) \forall u, v \in V(G) \\
& \sum_{v \in V(G)} y(u, v) \geq 1 \forall u \in V(G)
\end{array}
$$

The first set of constraints ensure that we do not open conflicting centers, while the second set of constraints force the LP to only assign clients to facilities that are open. Notice an important property of this LP that, once vector $\mathbf{x}$ is fixed, the values of $\mathbf{y}$ that minimize the LP cost can be computed efficiently, so we will sometimes refer to any LP solution as $\mathbf{x}$, instead of $(\mathbf{x}, \mathbf{y})$. The following lemma says that this LP is a valid formulation for mwis.

Lemma 4. Any integral vector $\mathbf{x}$ is feasible for (LP) if and only if the set $S=\{u: x(u)=1\}$ is a feasible solution to $d$-mwis.

Proof. First, assume that $\mathbf{x}$ is integral but not feasible for (LP), so it must violate some constraint $\sum_{p: d(u, p)<1 / 2} x(u)>1$ for some point $p$. We will argue that the solution $S$ is not feasible. Since $\mathbf{x}$ is integral, there must be at least two vertices $u, u^{\prime}$ such that $x(u)=x\left(u^{\prime}\right)=1$ and that $d(u, p), d\left(u^{\prime}, p\right)<1 / 2$, implying that $d\left(u, u^{\prime}\right) \leq d(u, p)+d\left(p, u^{\prime}\right)<1$. Since $u, u^{\prime} \in S$, the set $S$ is not feasible for MWIS.

Now assume that the set $S$ defined this way is not feasible for mwis. We will argue that $\mathbf{x}$ violates some constraint of (LP). Since $S$ is not feasible, there must be two facilities $u, u^{\prime} \in S$ such that $d\left(u, u^{\prime}\right)<1$. We pick the point $p$ to be at the middle of the line segment connecting $u$ and $u^{\prime}$, so we must have $d(u, p), d\left(u^{\prime}, p\right)<1 / 2$, so the LP constraint is violated at point $p$.

From now on, we think of each vertex $u \in V(G)$ as a geometric object, i.e. a ball $r_{u}$ of radius $1 / 2$, and therefore the first set of LP constraints can also be seen as $\sum_{u: p \in r_{u}} x(u) \leq 1$.

If we consider the arrangement formed by the balls, then in each cell of this arrangement, for each point $p$ in the cell, the sum $\sum_{d(u, p)<1 / 2} x(u)$ is a fixed constant. Hence, we need only choose one representative point in each cell to verify the constraints. Since the arrangement of balls in $d$ dimensions has complexity $n^{O(d)}$ (by using a simple lifting map argument) and can be computed in similar time, we can write a new polynomial sized LP, denoted by (LP').

- Lemma 5. Vector $\mathbf{x}$ is feasible for $(L P)$ if and only if it is feasible for ( $L P^{\prime}$ ).

Proof. We only need to show that a feasible solution $\mathbf{x}$ for (LP') is always feasible for (LP). Suppose not. Then there must be a point $p \in \mathcal{P}$ such that $\sum_{u: p \in r_{u}} x(u)>1$, and since the set of $r_{u}$ containing $p$ is maximal, there is a point $p^{\prime} \in \mathcal{P}$ such that the same collection of disks contains $p^{\prime}$. Hence, the constraint of (LP') is violated at $p^{\prime}$, a contradiction.

### 4.2 LP Rounding Algorithm

Let $\epsilon$ be a parameter. We present $(O(1 / \epsilon), 1-\epsilon)$ approximation algorithm. In the first step, we perform the clustering process as used in Charikar et al.[9] where clients are grouped into many clusters. Each cluster contains, roughly speaking, clients that will be served by the same facility. In the second step, we open facilities in some of these clusters. The property of the geometric LP guarantees that the opened clusters are "far".

Step 1: Clustering and Preprocessing. We define for each vertex $v \in V(G)$, the quantity $\bar{C}_{v}=\sum_{u} d(u, v) y(u, v)$. The term $\bar{C}_{v}$ represents the "fractional connecting cost" of $v$, and we can write OPT $=\sum_{v \in V(G)} \bar{C}_{v}$. So our goal is to use this term to bound the actual cost created by our algorithm.

First, we say that a vertex $v \in V(G)$ is heavy if $\bar{C}_{v} \geq \epsilon / 10$; otherwise, the vertex $v$ is called light. Denote the sets of heavy and light vertices by $V^{h}$ and $V^{l}$ respectively. So we can partition vertices in $V(G)$ into $V(G)=V^{h} \cup V^{l}$, which will be handled separately by our algorithm: To deal with light vertices, we order the vertices in $V^{l}$ by their values $\bar{C}_{v}$ in increasing order, i.e. $V^{l}=\left\{v_{1}, v_{2}, \ldots, v_{n^{\prime}}\right\}$ such that $\bar{C}_{v_{1}} \leq \bar{C}_{v_{2}} \leq \ldots \leq \bar{C}_{v_{n^{\prime}}}$. Initially, we define $\mathcal{C}=\emptyset$. We process the vertices in this order, starting from $v_{1}$. When $v_{i}$ is processed, we consider $V_{i}=\left\{v_{i^{\prime}} \in V^{l}: d\left(v_{i}, v_{i^{\prime}}\right) \leq 3 \bar{C}_{v_{i}}\right\}$ and check if there is another $j: j<i$ such that $v_{j} \in \mathcal{C}$ and $V_{i} \cap V_{j} \neq \emptyset$. If there is no such cluster, we add $v_{i}$ to the collection of cluster centers $\mathcal{C}$; otherwise, we say that vertex $v_{i}$ is assigned to center $v_{j}$.

When the above process finishes, we obtain a collection of cluster centers $\mathcal{C}$. The following observations follow immediately.

- Observation 4.1. For any vertex $v_{i} \in V^{l}$, either $v_{i} \in \mathcal{C}$ or vertex $v_{i}$ is assigned to some other vertex $v_{j} \in \mathcal{C}$. In the second case, $d\left(v_{i}, v_{j}\right) \leq 3 \bar{C}_{v_{i}}+3 \bar{C}_{v_{j}}$.
- Observation 4.2. For any $V_{i}, V_{j} \in \mathcal{V}$, we have $V_{i} \cap V_{j}=\emptyset$.

For each cluster center $v_{j} \in \mathcal{C}$, we define the combined demand $D_{j}$ to be the number of vertices assigned to $v_{j}$, including $v_{j}$ itself. Observe that $\sum_{j \in \mathcal{C}} D_{j}=\left|V^{l}\right|$. From now on, we will think of $v_{j}$ as the representative of all clients assigned to it, and we will only try to open facilities to serve $v_{j}$. Now our goal is to solve the following new problem, instead of the original one: Given a collection of clients $\mathcal{C}$, the goal is to open the non-conflicting centers among the vertices in $\mathcal{C}$ so as to minimize the demand-weighted cost $\sum_{v_{j} \in \mathcal{C}} D_{j} d\left(S, v_{j}\right)$.

We ensure that the solution of this new problem can be turned into that of the old one without paying much cost, as stated in the following lemma.

- Lemma 6. Let $S \subseteq \mathcal{C} \cup V^{h}$ be any subset of vertices that is maximal, w.r.t. $V^{h}$ in the sense that any vertex $u \in V^{h}$ either belongs to $S$ or is in conflict with some other vertex $u^{\prime} \in S$. Then we have $\sum_{v \in V(G)} d(S, v) \leq O(1 / \epsilon) \mathrm{OPT}+\sum_{v_{j} \in \mathcal{C}} D_{j} d\left(S, v_{j}\right)$

Proof. Recall that $V(G)=V^{l} \cup V^{h}$. Since $S$ is maximal, we know that the connecting cost of any vertex is never more than one. We first analyze the connecting cost of vertices in $V^{h}$. Consider vertex $v \in V^{h}$. Since $\bar{C}_{v} \geq \epsilon / 10$, we have $d(S, v) \leq 1 \leq 10 \bar{C}_{v} / \epsilon$. Summing over all $v \in V^{h}$, we get $\sum_{v \in V^{h}} d(S, v) \leq 10 \sum_{v \in V^{h}} \bar{C}_{v} / \epsilon \leq(10 / \epsilon) \mathrm{OPT}$.

Now we bound the connecting cost of vertices $v_{i}$ in $V^{l}$. If vertex $v_{i}$ is the center of some cluster, i.e. $v_{i} \in \mathcal{C}$, we have the connecting cost $d\left(v_{i}, S\right)$. Otherwise from Observation 4.1, $v_{i}$ is assigned to some cluster center $v_{j} \in \mathcal{C}, j<i$, so the connecting cost from $v_{i}$ to the nearest opened facility is at most $d\left(S, v_{i}\right) \leq d\left(v_{i}, v_{j}\right)+d\left(S, v_{j}\right)$. Since $j<i$, it must be the case that $\bar{C}_{v_{i}} \geq \bar{C}_{v_{j}}$, so we have $d\left(v_{i}, v_{j}\right) \leq 3 \bar{C}_{v_{i}}+3 \bar{C}_{v_{j}} \leq 6 \bar{C}_{v_{i}}$. Finally, we have $d\left(S, v_{i}\right) \leq 6 \bar{C}_{v_{i}}+d\left(S, v_{j}\right)$ in this case, so if we sum over all vertices $v_{i}$ that have been assigned to $v_{j}$, we would obtain the bound $6 \sum_{i: v_{i}}$ assigned to $v_{j} \bar{C}_{v_{i}}+D_{j} d\left(S, v_{j}\right)$.

Summing over all vertices gives $\sum_{v \in V^{l}} d(v, S) \leq 6 \sum_{v \in V^{l}} \bar{C}_{v}+\sum_{v_{j} \in \mathcal{C}} D_{j} d\left(S, v_{j}\right)$.
Step 2: Opening the Facilities. For each $v_{j} \in \mathcal{C}$, we simply open facility $v_{j}$. Then, we process heavy vertices in $V^{h}$ in arbitrary order, and we open a facility if it does not conflict with any other already opened facility (remark that the conflicts might have been created already by opening all vertices $v_{j} \in \mathcal{C}$, but we avoid creating more conflict). This algorithm ensures that the resulting set $S$ of opened facilities is a maximal set with respect to $V^{h}$, and observe that $\sum_{v_{j} \in \mathcal{C}} d\left(S, v_{j}\right)=0$. So invoking Lemma 6 implies that $\sum_{v \in V(G)} d(S, v) \leq O(\mathrm{OPT} / \epsilon)$.

It only remains to analyze the distance between centers in $S$, which is done in the following lemma.

- Lemma 7. Let $S$ be the set of facilities opened by the algorithm. Then, for any pair $u, v \in S, d(u, v) \geq 1-\epsilon$.

Proof. Notice that we only need to analyze the pair of vertices in $S$ that were once the clusters in $\mathcal{C}$ (because other vertices are added arbitrarily in a way that ensure no conflict). We will need the following claim.

- Claim 4.1. For all $v_{i} \in \mathcal{C}$, we have $\sum_{u \in V_{i}} x(u) \geq 2 / 3$

Proof. In fact, this claim can be seen as just a simple application of Markov's inequality: The term $\bar{C}_{v_{i}}$ is simply an expectation of connecting cost of $v_{i}$, where $v_{i}$ is connected to $u$ with probability $x(u)$. To be more formal, we write $\bar{C}_{v_{i}}=\sum_{v} y\left(v, v_{i}\right) d\left(v, v_{i}\right)$. Since $\sum_{v} y\left(v, v_{i}\right)=$ 1 , the terms $\left\{y\left(v, v_{i}\right)_{v}\right\}$ can be seen as distribution $\mu$ such that $\mathbb{E}_{v \sim \mu}\left[d\left(v, v_{i}\right)\right]=\bar{C}_{v_{i}}$. Applying Markov's inequality, the probability that $d\left(v, v_{i}\right)>3 \bar{C}_{v_{i}}$ is at most $1 / 3$, or in other words, $\sum_{v: d\left(v, v_{i}\right) \leq 3 \bar{C}_{v_{i}}} y\left(v, v_{i}\right) \geq 2 / 3$. This implies that $\sum_{v: d\left(v, v_{i}\right) \leq 3 \bar{C}_{v_{i}}} x(v) \geq 2 / 3$, as desired.

Now consider $v_{i}, v_{j} \in \mathcal{C}$ and assume (for contradiction) that $d\left(v_{i}, v_{j}\right)<1-\epsilon$. Consider a point $p$ whose distance to $v_{i}$ and $v_{j}$ are equal, so we have $d\left(p, v_{i}\right)=d\left(p, v_{j}\right)<1 / 2-\epsilon / 2$. By triangle inequality, for any $u \in V_{i}$, the distance $d(u, p) \leq d\left(u, v_{i}\right)+d\left(v_{i}, p\right) \leq 1 / 2-\epsilon / 2+$ $3 \epsilon / 10<1 / 2$ (also because $d\left(u, v_{i}\right) \leq 3 \bar{C}_{v_{i}} \leq 3 \epsilon / 10$.)

So the balls $r_{u}$ contain point $p$ for all $u \in V_{i}$. By similar arguments, balls $r_{v}$ contain point $p$ for all $v \in V_{j}$, and this implies that $\sum_{u: p \in r_{u}} x(u) \geq \sum_{u \in V_{i}} x(u)+\sum_{u \in V_{j}} x(u) \geq 4 / 3$, from the claim and Observation 4.2; this contradicts the fact that the LP is feasible. Notice that point $p$ may not belong to $\mathcal{P}$, but from the fact that $\mathcal{P}$ contains important points, we must have another point $p^{\prime} \in \mathcal{P}$ such that $\sum_{u: p^{\prime} \in r_{u}} x(u)>4 / 3$.

## 5 Metric Induced by Graphs ( $w$-MwIS)

Recall that in the $w$-mwis problem, we are given a graph $G$ together with weight function $w: E(G) \rightarrow \mathbb{R}_{\geq 0}$. Metric $d$ is then defined as an induced shortest path metric on $(G, w)$. In this section, we consider special cases of $w$-MwIS when $w=1$ and when the treewidth of graph $G$ is bounded.

### 5.1 Unweighted Graphs

In this section, we consider the metric induced by unweighted graph (i.e. $w(e)=1$ for all $e \in E(G))$ and prove that the problem is again equivalent to VERTEX COVER; the proof is simple and deferred to the full version.

- Theorem 8. Unweighted $w$-MWIS is computationally equivalent to Vertex Cover. More formally, for any $\rho$, there is an algorithm that gives a $\rho$-approximation to $w$-MwIS on $G$ if and only if there is a $\rho$-approximation to Vertex Cover $G$.

One corollary of the above theorem is that, $w$-mwis becomes NP-hard even in planar graphs, and there is a PTAS when the graph is unweighted (this follows from the fact that the minimum vertex cover problem admits a PTAS in planar graphs [2]).

- Corollary 9. mWIS is NP-hard on unweighted planar graphs.


### 5.2 Algorithm for weighted trees

In this section, we consider $d$-mWIS on trees and give a polynomial time algorithm for computing the optimal solution. Let $(T, w)$ be the input where $T$ is a tree and $w: E(T) \rightarrow \mathbb{R}$ is a weight function. Recall that Vertex Cover is solvable in polynomial time on trees, and since Vertex Cover is equivalent to $w$-mwis when $w=1$, our algorithm can be thought of as a strengthened version of vertex cover algorithm to handle a more general problem.

First we show some structural properties that suggest our dynamic programming. The solution for mWIS can be described by a set $S$ of centers that are open, and given such set $S$, we can naturally define an assignment function $\alpha: V(G) \rightarrow S$ that assigns each vertex $v \in V(G)$ to its closest opened center. Let $T$ denote the tree instance with the corresponding induced metric $d_{T}: V(T) \times V(T) \rightarrow \mathbb{R}$. We root the tree at arbitrary vertex $r \in V(T)$, and define, for each vertex $v \in V(T)$, the subtree $T_{v}$ as the subtree of $T$ rooted at $v$ (including $v$ itself). The following lemma characterizes the properties of the optimal solution on the tree.

- Lemma 10. Let $S^{*}$ be the set of opened centers in the optimal solution and $\alpha^{*}: V(T) \rightarrow S^{*}$ be the corresponding assignment. The following properties hold:
- For two vertices $u, v \in V(T)$ such that $v$ is a parent of $u$ in the tree, if $\alpha^{*}(v) \in T_{u}$ then $\alpha^{*}(u)=\alpha^{*}(v)$.
- For any two vertices $u, v$, we have $d_{T}\left(\alpha^{*}(u), u\right) \leq d_{T}\left(\alpha^{*}(v), u\right)$

Proof. To prove the first property, assume this is not the case. Then there must be another vertex $w \in T_{v} \cap S^{*}$ such that $d_{T}(w, u)<d_{T}\left(\alpha^{*}(v), u\right)$, but this implies that $d_{T}(w, v)=d_{T}(w, u)+d_{T}(u, v)<d_{T}\left(\alpha^{*}(v), u\right)+d_{T}(u, v)=d_{T}\left(\alpha^{*}(v), v\right)$, a contradiction. The second property is obvious from the definition of $\alpha^{*}$.

## Algorithm

Define the subproblem $C(v, x)$ as the minimum possible assignment cost of vertices in the subtree $T_{v}$ with the constraint that vertex $v$ is assigned to an opened center $x$ (which may not necessarily belong to $T_{v}$ ). The optimal solution we are looking for is stored in the entry $C\left(r, \alpha^{*}(r)\right)$ (which can be enumerated once the entries are computed correctly). The table entries are computed from the leaf to the root of the tree. The base case is defined on the leaves of the tree simply by: For each leaf $v \in V(T)$, we define $C(v, x)=d_{T}(v, x)$.

Now fix an entry $C(v, x)$. We show how to compute $C(v, x)$ once the subproblems have been computed. Let $v_{1}, \ldots, v_{\ell}$ be the children of $v$ in the tree. For each child $v_{i}$ such that $x \notin T_{v_{i}}$, we define the set of possible center candidates for $v_{i}$ as

$$
\Gamma_{v_{i}, x}=\{x\} \cup\left\{y \in T_{v_{i}}: y x \notin E(T), d_{T}\left(v_{i}, y\right) \leq d_{T}\left(v_{i}, x\right) \text { and } d_{T}(v, y) \geq d_{T}(v, x)\right\}
$$

Otherwise, if $x \in T_{v_{i}}$, define $\Gamma_{v_{i}, x}=\{x\}$. Then we can write our recurrence as:

$$
C(v, x)=d_{T}(v, x)+\sum_{i=1}^{\ell} \min _{y \in \Gamma_{v_{i}, x}} C\left(v_{i}, y\right)
$$

It follows from Lemma 10 that restricting our choices to $\Gamma_{v_{i}, x}$ still includes the optimal solution, so we only need to show that a feasible solution can be constructed from the table entries.

## Correctness

We show that given the table entries $C(v, x)$ for all $v, x \in V(T)$, we can reconstruct a feasible solution that assigns vertices in $T_{v}$ with total cost $C(v, x)$. This can be argued by induction on the tree structure as summarized in the following lemma.

- Lemma 11. For each table entry $C(v, x)$, we can construct a corresponding partial solution $S_{(v, x)}^{*}$ (where $S_{(v, x)}^{*}$ is the set of opened centers) such that the assignment cost inside the subtree $T_{v}$ is bounded by $\sum_{u \in T_{v}} d_{T}\left(S_{(v, x)}^{*}, u\right) \leq C(v, x)$. Moreover $S_{(v, x)}^{*} \subseteq T_{v} \cup\{x\}, x \in S_{(v, x)}^{*}$, and $S_{(v, x)}^{*}$ is an independent set in $T$.

Proof. We will prove this lemma by induction on the distance of vertices from the leafs (i.e. in order from leafs to root). The base case when $v$ is a leaf is trivial: We can simply define $S_{(v, x)}^{*}=\{x\}$ for all $x \in V(T)$, so this is clearly an independent set where $x \in S_{(v, x)}^{*}$ and $S_{(v, x)}^{*} \subseteq T_{v} \cup\{x\}$. Now consider a vertex $v$ with children $v_{1}, \ldots, v_{\ell}$ and assume that the induction hypothesis holds for $C\left(v_{i}, y\right)$ for any $v_{i}$ and $y$. Our goal is to show that it holds for $C(v, x)$.

For each $i \in[\ell]$, let $y_{i} \in \Gamma_{v_{i}, x}$ be the vertex such that $C\left(v_{i}, y_{i}\right)$ is minimized, so we can write $C(v, x)$ as $C(v, x)=d_{T}(v, x)+\sum_{i=1}^{\ell} C\left(v_{i}, y_{i}\right)$. We construct solution $S_{(v, x)}^{*}$ by $S_{(v, x)}^{*}=\{x\} \cup \bigcup_{i=1}^{\ell} S_{\left(v_{i}, y_{i}\right)}^{*}$, so it is immediate that $x \in S_{(v, x)}^{*}$. It only remains to show that (i) $S_{(v, x)}^{*}$ is an independent set, (ii) $S_{(v, x)}^{*} \subseteq T_{v} \cup\{x\}$, and (iii) that $\sum_{u \in T_{v}} d_{T}\left(S_{(v, s)}^{*}, u\right) \leq C(v, x)$.

To prove (i), assume (for contradiction) that there is an edge $w_{i} w_{j}$ for $w_{i} \in S_{\left(v_{i}, y_{i}\right)}^{*}$ and $w_{j} \in S_{\left(v_{j}, y_{j}\right)}^{*}$ for some $i \neq j$. If both $w_{i} \in T_{v_{i}}$ and $w_{j} \in T_{v_{j}}$, then it is impossible to have an edge between them, so there must be one of them that lies outside its tree. Assume that $w_{i} \notin T_{v_{i}}$ (the other case is symmetric), we must have $w_{i}=y_{i}$ because $S_{\left(v_{i}, y_{i}\right)}^{*} \subseteq T_{v_{i}} \cup\left\{y_{i}\right\}$. And since $y_{i} \in \Gamma_{v_{i}, x} \subseteq T_{v_{i}} \cup\{x\}$, the only possibility for $y_{i}$ to be outside of $T_{v_{i}}$ is that $y_{i}=x$. We now do case analysis.

- If $w_{i} \notin T_{v_{i}}$ but $w_{j} \in T_{v_{j}}$, either ( $w_{i}=v$ and $w_{j}=v_{j}$ ) or $w_{i} \in T_{v_{j}}$. The latter is impossible because it would force $\Gamma_{v_{j}, x}=\{x\}$ (because $x \in T_{v_{j}}$ ), and hence both $w_{i}=x$ and $w_{j}$ belong to $S_{\left(v_{j}, y_{j}\right)}^{*}$ by induction hypothesis, contradicting the fact that $S_{\left(v_{j}, y_{j}\right)}^{*}$ is independent. For the former case, $w_{j}=v_{j}$ implies that $w_{j} \notin \Gamma_{v_{j}, x}$, and in particular $w_{j} \neq y_{j}$. Now since $S_{\left(v_{j}, y_{j}\right)}^{*}$ is computed from $\left\{y_{j}\right\} \cup \bigcup_{v_{r}^{\prime}} S_{\left(v_{r}^{\prime}, y_{r}^{\prime}\right)}^{*}$ where vertices $v_{r}^{\prime}$ are children of $v_{j}$, we must have $w_{j}$ in some set $S_{\left(v_{r}^{\prime}, y_{r}^{\prime}\right)}^{*}$. This is only possible if $w_{j}=y_{r}^{\prime}$ for some $r$, a contradiction to the fact that $w_{j} \notin \Gamma_{v_{r}^{\prime}, y_{j}}$.
- If $w_{i} \notin T_{v_{i}}$ and $w_{j} \notin T_{v_{j}}$, then $w_{i}=y_{i}$ and $w_{j}=y_{j}$, but since $y_{i} \in T_{v_{i}} \cup\{x\}$, we must have $w_{i}=x$; similarly, since $y_{j} \in T_{v_{j}} \cup\{x\}$, it must be the case that $w_{j}=x$, a contradiction.

Next, we turn to prove (ii). Assume for contradiction that $S_{(v, x)}^{*} \nsubseteq T_{v} \cup\{x\}$. Denote by $z \in S_{(v, x)}^{*} \backslash\left(T_{v} \cup\{x\}\right)$. Since $S_{(v, x)}^{*}$ is obtained from the union of $S_{\left(v_{i}, y_{i}\right)}^{*}$ and $\{x\}$, it must be the case that $z \in S_{\left(v_{i}, y_{i}\right)}^{*}$ for some $i$, and since $y_{i}$ is the only node outside of $T_{v_{i}}$, we have $z=y_{i} \neq x$. This implies that $y_{i} \notin \Gamma_{i, x}$, a contradiction.

Finally, to prove (iii), we write $C(v, x)$ as $C(v, x)=d_{T}(v, x)+\sum_{i=1}^{\ell} C\left(v_{i}, y_{i}\right)$, where $C\left(v_{i}, y_{i}\right) \geq \sum_{u \in T_{v_{i}}} d_{T}\left(S_{\left(v_{i}, y_{i}\right)}^{*}, u\right)$ by induction hypothesis. Since $x \in S_{(v, x)}^{*}$, we have that $d_{T}\left(S_{(v, x)}^{*}, v\right) \leq d_{T}(v, x)$. Moreover, for each $u \in T_{v_{i}}, d_{T}\left(S_{(v, x)}^{*}, u\right) \leq d_{T}\left(S_{\left(v_{i}, y_{i}\right)}^{*}, u\right)$ because $S_{v_{i}}^{*} \subseteq S_{v}^{*}$, and $\sum_{u \in T_{v_{i}}} d_{T}\left(S_{\left(v_{i}, y_{i}\right)}^{*}, u\right) \leq C\left(v_{i}, y_{i}\right)$ by induction hypothesis. This implies

$$
\sum_{u \in T_{v}} d_{T}\left(S_{(v, x)}^{*}, u\right)=d_{T}\left(S_{(v, x)}^{*}, v\right)+\sum_{i} \sum_{u \in T_{v_{i}}} d_{T}\left(S_{(v, x)}^{*}, u\right) \leq d_{T}(v, x)+\sum_{i=1}^{\ell} C\left(v_{i}, y_{i}\right)=C(v, x)
$$

### 5.3 Extension to Graphs of Bounded Treewidth

In this section, we extend the algorithm on trees to give polynomial time algorithm for graphs of bounded treewidth. The key ideas remain the same as the tree case, but the algorithm and analysis are more involved. For a subset $S \subseteq V(G)$, denote by $G[S]$ an induced subgraph of $G$ on vertices in $S$. Let $(T, \mathcal{X})$ be a tree decomposition of $G$ and assume that the tree is rooted at an arbitrary vertex $r \in T$. Assume that the treewidth of $G$ is at most $w$, so we have $\left|X_{t}\right| \leq w$ for each $t \in T$. For each vertex $t \in T$, we define $G^{(t)}$ to be an induced subgraph of $G$ on nodes $\bigcup_{t^{\prime} \in T_{t}} X_{t^{\prime}}$, i.e. $G^{(t)}=G\left[\bigcup_{t^{\prime} \in T_{t}} X_{t^{\prime}}\right]$. These subgraphs define our subproblems.

For each $t \in V(T)$, a feasible partial assignment for $t$ is a function $\gamma: X_{t} \rightarrow V(G)$ such that there is no edge in the induced subgraph $G\left[\left\{\gamma(v): v \in X_{t}\right\}\right]$. This partial assignment is used to memorize the closest opened centers to vertices in $X_{t}$, i.e. $\gamma(v)$ is supposed to represent the node in the optimal solution $S^{*}$ that is closest to $v$. We now state a lemma similar in spirit to Lemma 10 (with proof deferred to a full version).

- Lemma 12. Let $S^{*}$ be the set of opened centers in the optimal solution and $\alpha^{*}$ be the corresponding assignment. Let $t, t^{\prime} \in V(T)$ be two vertices such that $t$ is a parent of $t^{\prime}$. Then the following properties hold:
- If $\alpha^{*}(v) \in G^{\left(t^{\prime}\right)}$ for some $v \in X_{t}$, then $\alpha^{*}(u)=\alpha^{*}(v)$ for some $u \in X_{t^{\prime}}$.
- For any vertex $u \in V\left(G^{\left(t^{\prime}\right)}\right)$, if $\alpha^{*}(u) \notin G^{\left(t^{\prime}\right)}$, then $\alpha^{*}(u)=\alpha^{*}(v)$ for some $v \in X_{t}$.

Algorithm: Now we show the algorithm that solves $w$-MWIS optimally in time $n^{O(w)}$. The algorithm is suggested by the above lemma. For each $t \in V(T)$ and feasible partial assignment $\gamma: X_{t} \rightarrow V(G)$, the table entry $C(t, \gamma)$ stores the minimum possible assignment cost inside
$G^{(t)}$ such that vertex $v \in X_{t}$ is assigned to $\gamma(v)$ for all $v \in X_{t}$. The optimal solution we want is in the entry $C\left(r, \gamma^{*}\right)$ where $\gamma^{*}$ is a restriction of $\alpha^{*}$ on $X_{r}$.

To compute the entry $C(t, \gamma)$, consider the children $t_{1}, \ldots, t_{\ell}$ of $t$ in the tree. For each $i \in[\ell]$, we define the set $\Gamma_{i, \gamma}$ as the set of all possible partial assignments $\gamma^{\prime}: X_{t^{\prime}} \rightarrow V(G)$ that satisfy the following properties:

1. For all $v \in X_{t} \cap X_{t_{i}}$, we have $\gamma^{\prime}(v)=\gamma(v)$.
2. If $\gamma(v) \in G^{\left(t_{i}\right)}$ for some $v \in X_{t}$, then $\gamma^{\prime}(u)=\gamma(v)$ for some $u \in X_{t_{i}}$.
3. For any vertex $u \in G^{\left(t_{i}\right)}$, if $\gamma^{\prime}(u) \notin G^{\left(t_{i}\right)}$, then $\gamma^{\prime}(u)=\gamma(v)$ for some $v \in X_{t}$.
4. There is no edge $\gamma(v) \gamma^{\prime}\left(v^{\prime}\right) \in E(G)$ for any $v, v^{\prime} \in X_{t} \cup X_{t_{i}}$.

The number of possible functions $\gamma^{\prime}$ is at most $n^{w}$ (each vertex in $X_{t_{i}}$ has at most $n$ possibilities of $\gamma^{\prime}$ ), so this is polynomial time computable if the treewidth of $G$ is at most a constant. Now the table entry $C(t, \gamma)$ can be computed as follows. The base case of $C(t, \gamma)$ when $t$ is a leaf can be computed easily by $C(t, \gamma)=\sum_{v \in X_{t}} d(v, \gamma(v))$. Otherwise, for any $t, \gamma$ such that $t$ has $t_{1}, \ldots, t_{\ell}$ as its children, we can write the recurrence:

$$
C(t, \gamma)=\sum_{i=1}^{\ell} \min _{\gamma^{\prime} \in \Gamma_{i, \gamma}} C\left(t_{i}, \gamma^{\prime}\right)-\sum_{v \in X_{t}}\left(n_{v}-1\right) d(v, \gamma(v))
$$

where $n_{v}$ is the number of $j$ such that $v \in X_{t_{j}}$. Notice that $n_{v}$ does not depend on the choices of $\gamma$.

Correctness: The proof of the following lemma uses similar ideas as in the tree case but more complicated.

Lemma 13. For any vertices $t \in V(T)$ and feasible partial assignment $\gamma$ for $t$, we can construct a partial solution $S_{(t, \gamma)}^{*}$ such that the total assignment cost inside $G^{(t)}$ is bounded by

$$
\sum_{u \in V\left(G^{(t)}\right)} d\left(S_{(t, \gamma)}^{*}, u\right) \leq C(t, \gamma)
$$

Moreover, $S_{(t, \gamma)}^{*} \subseteq V\left(G^{(t)}\right) \cup\left\{\gamma(u): u \in X_{t}\right\}, \gamma\left(X_{t}\right) \subseteq S_{(t, \gamma)}^{*}$ and $S_{(t, \gamma)}^{*}$ is an independent set in $G$.
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[^0]:    ${ }^{1}$ In general, many different kinds of integrity constraints (but not all!) admit pairs of conflicting tuples.

