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Abstract. This paper introduces a programming language for service-
oriented agents. Jadl++ combines the ease of use of scripting-languages
with a state-of-the-art service oriented approach which allows the seam-
less integration of web-services. Furthermore, the language includes OWL-
based ontologies for semantic descriptions of data and services, thus al-
lowing agents to make intelligent decisions about service calls.

1 Motivation

Both, multi-agent systems and enterprise applications have been intensively
studied within different and mostly disjoint domains. Also the priorities of the
communities are not easily combined. Within the area of enterprise applications,
interoperability and reliability are most important, while agent researchers focus
more on high-level behaviour, formalisations, and more. However, the last couple
of years have seen an increasing interest in fusing the expertise and experience
of the different areas, especially webservices and service oriented architectures
(SOA) on the one hand, and agent communication and goal directed behaviour
on the other.

We attempt in our work to bring together the best of both worlds, that
is goal directed programming and high-level behaviour and interoperability of
webservices and compatibility with business process languages. To this end, we
developed a new agent platform that incorporates agents and elements of enter-
prise applications. In this paper, we will describe a part of this system, namely
the programming language Jadl++ we propose to develop service- oriented
agents.

2 Agents and SOA

Todays IT-Landscape is dominated by the presence of webservices as a commonly
accepted and working standard for interoperability. However, as the number
of available webservices steadily increases, the need for architectures, method-
ologies and tools that can exploit these numerous services has arisen. A well
accepted foundation for this is the concept of Service Oriented Architectures
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(SOA) [10]. SOA defines a list of principles and rules by which distributed
service-based systems should be designed and organised, thus creating a common
architectural standard for the service- world.

While these principles are very sound, SOA is still only a design pattern for
service-based architectures and therefore we need actual platforms implementing
the SOA-principles to utilise the advantages of Service Oriented Architectures.
When looking for adequate technologies to implement the SOA-principles, it is
obvious that many of the principles have already been the subject of research
in the field of agents for some time [9, 11, 34]. Agents have always claimed to
be strong in the areas of cooperation, negotiation, autonomy and optimisation.
And these are exactly the abilities that are needed for a strong implementation
of the SOA-paradigm.

On the other hand, if agents want to prevail in the modern IT-World, the
technology needs to be adapted to the presence and availability of many dif-
ferent services over the internet. This raises the question of how to effectively
combine agents and services. As we come to a similar conclusion as Dickinson
and Wooldridge [9], we suggest to use services as a means to model actions and
interactions, and have agents reason about those actions and use them to achieve
their goals. Thus, the services provide the tools while the agents decide what to
do an how to do it.

After these considerations we will sketch a platform based on Agent Tech-
nology that complies with the principles defined by SOA. A general list of re-
quirements for this platform looks like this:

– Servicebased: The basic means of interaction between entities residing on
the platform will be the concept of service. This means that each action has
to be annotated with a service description and needs to be executable via a
service-protocol.

– Distributed: In order to make full use of the advantages of servicebased
communication, we will need to spread the entities in a system over different
physical locations. While this seems to be a trivial point, it does have some
important effects on the design of the platform, such as the need for some
kind of access to a network for communication.

– Knowledgebased: If we want our agents to be able to make intelligent
decisions, we will need a powerful representation for knowledge within the
platform which allows the evaluation of a situation and reasoning about it.
Furthermore, as the primary means of interaction is the service, we have to
make sure, that our service descriptions contain enough useful information
for our agents to deliberate about them.

All of these requirements influence different parts of our platform, such as the
need for a service-directory that is able to handle semantically enhanced service
descriptions, or the problems that one encounters when trying to integrate a
reasoning engine into a system with multiple autonomous entities1.

1 For example, you have to decide whether to instantiate one reasoning engine per
agent, which costs a lot of memory and computing time, or whether to have a
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However, in this paper we will focus on the problems of knowledge repre-
sentation and services. We propose an integration of semantically rich service
descriptions and a means for service implementations that (thus creating a con-
sistent language for the programmer). It has to be noted here that the system
we describe has been implemented in the course of a project2 during which a
framework for the creation of services has been implemented [14]. This project
is discussed further in chapter 4.

2.1 Service descriptions

In order to have a reasonably expressive and semantically sound description for
services, we decided to use the OWL-S standard [1] for our service descriptions.
This provides us with a well defined set of service-properties that can be used
to create a description which helps agents to make decisions about services.
However, as we have always been interested in automatic service chaining and
service composition [20], we also need an expressive representation for pre- and
post-conditions of services. As the OWL-S specification allows for the declaration
of pre– and post-conditions, but has no regulations as to how these conditions
should be noted, we will follow the common approach of integrating SWRL [23]
at these points, in order to have logically sound conditions.

2.2 Service body and service composition

The part of our language that describes the service body is meant to be an exe-
cutable scripting language which is partially equivalent to BPEL3 [24]. There are
a number of reasons that ruled out the usage of BPEL as implementation lan-
guage for our service body. First of all, BPEL is based on XML which is of course
quite comfortable for automatic processing but which is not very convenient for
humans to read. However, we aim at providing a programming language that
is usable without any intermediate tools or translations. Furthermore, BPEL
is a composition language rather than a programming language. For example,
it does not provide expressions. Instead, these have to be wrapped into other
webservices, or have to be implemented using some other language on top of
BPEL.

As we want to have the parts of the language that describe expressions and
operations to not only fulfill the basic requirements of a scripting language (i.e.
conditions for loops and if-then-else) but also be basis for the decision making
with the run-time environment, we have decided to incorporate OWL[22] and
SWRL not only in the service description, but also in the service body. Therefore,

central reasoning engine on the platform that provides its abilities for all agents, but
which will probably be a bottleneck for agents’ decisions.

2 The project has been financed by the BMBF (German Ministry of Education and
Research).

3 Part of the project in which this work has been done provided a mapping from
BPEL-Code into Jadl++ which was then executed to provide the services.
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all conditions and expressions are formulated in SWRL and may contain OWL-
Expressions.

For example, it is possible to create a semantic description of a service via
OWL-S, and use this description at runtime to find and compare currently avail-
able services that match the description. This allows an agent not only to find
applicable services, but also — if those services cannot be executed successfully
— to find an equivalent combination of services which attain similar results.

Furthermore, the use of OWL within the language makes it possible to realise
a more flexible and more dynamic type system, in which ontologies are used for
the description of complex types, thus making the notion of ontologies a central
concept in the language and its application.

2.3 Service invocation and goal directed behaviour

The command for service invocation is probably the most important operation
of our language. This command is used to call other services and functions
from within a script. The central idea for this command is that it does not
produce a call as you would expect it from a classical scripting language, but
it rather creates a goal that may trigger an appropriate action. Now, as we
envision a Service Oriented Architectures, the goal that is created from an invoke
command is always somehow related to services. Therefore the command is given
an abstract service description with different parameters, depending on the type
of goal you want to create.

The most simple version allows the programmer to specify a concrete service
that should be called. This requires an abstract service description that can
be mapped to exactly one available service4. Consequently, this type of precise
service call is mapped to a perform goal, i.e. a goal that tells the agent to execute
exactly the refered service.

But a more powerful and dynamic way of using the invoke-operation is to
use an abstract service description that is somewhat ambiguous. If the abstract
service description only states certain qualities of a service, but does not refer
to a concrete service (e.g. it only contains the postcondition of the service, but
not its name or provider), the agent maps the operation to a achievement goal
and can consequently employ its BDI-cycle to create an appropriate intention
and thus find a matching service.

The advantage of this approach is that one can achieve different behaviours
by the indication of different parts of the description of a service. If for instance
a programmer only states the name of a service in the abstract description,
the agent has no choice but to call exactly this service (which corresponds to
a classical service-call). If, on the other hand, the programmer leaves the name
blank and states only the desired effect, then a goal-oriented matching will be
employed. The abstract description of a service mentioned above has basically
the same form as the service description, so the matcher only has to handle
OWL-S.
4 This can be achieved by e.g. giving each service a unique identifier and using that

identifier in the abstract service description.
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2.4 Agent- and executionmodel for the language

To give you an idea about the general context in which we expect Jadl++
to be executed, we will give you a brief introduction on the agent-model that
is associated with the language. The core of an Jadl++-agent consists of an
interpreter that is responsible for executing services (see Figure 1).

Fig. 1. The architecture of a single agent

Our approach is based on a common architecture for single agents in which
the agent uses an adaptor-concept5 to interact with the outside world. There
exists a local memory for each agent to achieve statefulness, and of course each
agent has dedicated components that are responsible for decision-making and
-execution.

However, given this rather straightforward architecture, we use the sensor/-
effector structure not only for data transmission, but also for accessing different
service-technologies that are available today. Thus, any call to a service that
is not provided by the agent itself can be pictured as a call to an appropriate
effector. Furthermore, the agents interpreter allows to execute a set of different
services. These services’ bodies may also contain calls to different services or
subprograms. Consequently, an agent is an execution engine for service- compo-
sitions.

In the following, we will give you a brief explanation of the function of each
component:

Matcher The Matcher-component is mainly responsible for the handling of
goals and intentions. As goals may be created by any component within the
agent, the matcher is the central component were all goals, perform goals and
achievement goals alike, are collected and evaluated. Depending on the goal type
and the current state, the matcher can then select a certain service for execution

5 Each of these adaptors may be either a sensor, an effector or both.
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(in case of a perform goal), or create an intention that leads to the selection and
execution of an appropriate plan.

As we are more interested in the creation of a flexible framework, we will not
specify any details on plan selection and execution. Rather we will leaves this
open explicitly as our plans for future work include the testing and evaluation
of different approaches for intentionhandling.

Memory & KnowledgeBase The component for handling an agents data and
knowledge is divided in two. First there is a simple object-storage type memory,
that does not store any context but only plain objects. This memory is used to
manage the calls to services as well as the parameters. It is implemented via
a simple Linda-like tuple space [16] for coordination between the components
of an agent. This way, we can avoid to implement a full scale execution stack.
Additionally, the current state of the execution can be watched in the memory
any time by simply reading the complete contents of the tuple space, allowing
for simple solutions for monitoring and debugging.

The other part is a full fledged knowledgebase that provides functionalities
for reasoning and inferences within an agent. All declarative expressions within
either a service description or an action invocation are evaluated against this
knowledgebase. In contrast to the Memory we mentioned above, the knowledge-
base is a semantical memory rather than a simple objects store and is has a
consistent world model.

The reason for this division is that we have made the experience, that a
knowledgebase with a consistent world model can sometimes be a stumbling
block for programmers, when it comes to inter-component synchronization or
simple action-calls.

Interpreter The interpreter is the core for service execution. It has to be able
to interpret and execute services that are written in Jadl++. The essential idea
is that all atomic actions that can be used within the language, are connected
to services from either the interpreter or the effectors of the agent.

Adaptor The adaptors are the agents connection to the outside world. This is
basically a sensor/effector concept in which all actions that an agent can execute
on an environment (via the appropriate effector) are explicitly represented by a
service declaration that is accessible for the matcher. Thus all actions need to
have service descriptions that are equivalent to those used for real services.

3 Outline

Jadl++ is a scripting and service description language, designed to support
programmers in developing service compositions which can be executed by dif-
ferent types of agents, ranging from simple reactive agents, to powerful men-
talistic agents using reasoning and deliberation. Jadl++ tries to provide easy
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access for beginners, by allowing the development of agents wich use only an
instruction set that consists of traditional programming constructs like vari-
ables, assignments, loops and conditional execution. For its knowledge represen-
tation, Jadl++ includes primitive and complex datatypes, though the notion
of complex datatypes is tightly coupled to OWL-based ontologies. The complex
datatypes are the grounding for the integrated OWL support, and a program-
mer is free to either use these complex datatypes like conventional objects or
he can use these datatypes within their semantic framework, thus creating more
powerful services.

In this section, we will present the general features of the language. Starting
with a simple enumeration of the elements, we will try and sketch some of the
more advanced features in the second part.

A simple example of the language can be seen here:

import http :// example . com/owl#Car
import http :// example . com/owl#Regi s t rat ionMessage
import http :// example . com/owl#Reg i s t r a t i o nO f f i c e

/∗
∗ Label the car
∗/

service LabelMyCar
( in $mySuperCar : Car ,

$ o f f i c e : R e g i s t r a t i o nO f f i c e )
(out $mySuperCar : Car )

{
i f ( $mySuperCar . l a b e l == ”ABX”) {

invoke MyHelloWorld ( ) ( $mySuperCar . l a b e l ) ;
}
else {

$msg = new Regi s t rat ionMessage ;
$msg . t ext = ”no car found ” ;
send $ o f f i c e $msg ;

}
}

3.1 Primitive datatypes

The primitive datatypes are an integral part of the language. Internally, these
datatypes are mapped to corresponding XSD-datatypes, as this makes the inte-
gration of OWL simpler. However, to avoid the unnecessary workload associated
with the implementation of all XSD-basetypes, we focus on the most important
ones, which are bool, int, float, string, and uri.

3.2 Control flow

These commands control the execution of a script. They are basically the classical
control-flow operators of any while-language, but are extended by commands like
par and protect to allow an optimised execution.

– seq: This is not an actual command, but rather a structural element. By
default, all commands within a script-block that contains neither a par nor
a protect-command, are executed in a sequential order.
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– if else: The classical conditional execution.
– while: A classical loop which executes its body, while the condition holds

true.
– foreach: A convenience-command, that simplifies iterations over a given list

of items. This is internally mapped to a while-loop.
– par: This command gives the interpreter the freedom to execute the following

blocks in a parallel or quasi-parallel fashion, depending on the available
resources.

– protect: This command states that the following block must not be inter-
rupted, thus it makes sure, that all variables and the agents memory are not
accessed by any other component while the block is executed. The reason for
the inclusion of this command is to give the programmer a tool to actively
handle concurrency-issues that may occur in parallel execution.

3.3 Other integrated commands

There are a few other commands within the language, namely the commands to
access the agents memory, commands for sending and receiving messages and
the invoke-command. Access to the memory is basically handled in the same way
as in the language Linda [16]. The memory behaves like a tuple-space, and all
components within an agent, including the interpreter for Jadl++, have access
to this via the read, remove and write commands, which correspond to rd, in
and out in Linda.

The two commands for messaging (send, receive) allow agents to exchange
simple messages without the need for a complex service metaphor and thus
realise a basic means for communication.

– read: Reads data from the agents memory, without consuming it.
– remove: Reads data from the agents memory and consumes it, thus remov-

ing it from the memory.
– write: Writes data to the agents memory.
– send: Sends a message to an agent or a group of agents.
– receive: Waits for receiving a message.
– invoke: Tries to invoke another service.
– query: Executes a query and calls the inference engine.

3.4 OWL integration

An important aspect of the language is the integration of OWL-Ontologies as a
basis for service descriptions and knowledge representation in general. As men-
tioned already, the service descriptions, we use the ontologies specified for OWL-
S as definitions for our services. Thus we can concentrate on the problem of
integrating OWL-based ontologies into the language.

OWL provides semantic grounding for datatypes, structures, and relations,
thus creating a semantical framework for classes and objects that the program-
mer can use.
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Currently, we are using ontologies that are compatible to the OWL-Light
standard, as these are still computable and we are interested in the usability of
OWL in a programming environment rather than theoretical implications of the
ontological framework.

Complex datatypes in Jadl++ are tied to two concepts from OWL. These
concepts are classes and instances (or objects). Classes are structures for the
complex datatypes and within Jadl++ are used as type-definitions. Instances
represent actual values. While higher level versions of OWL do allow classes to
be treated as instances and vice versa, OWL-Light does not allow the mixing of
these concepts. Consequently, Jadl++ only allows OWL-classes as datatypes,
thus allowing for a simple mapping.

3.5 Semantic service matching

With the concept of semantically grounded datastructures that are present in the
service descriptions as well as the goals created from a call, we are able to provide
an approach to goal-oriented behaviour, in which the creation of intentions is
implemented via semantical service matching.

More precisely, whenever an agent has an achievement goal (e.g. the invoke-
statement was given an abstract service description that is incomplete), a service
matcher is employed to find a list of applicable services that match the abstract
description. This list of services is then treated as a list of applicable plans from
which an intention is selected. Depending on the results of the service execution,
the intention and thereby the goal can be resolved, or backtracking mechanisms
can be applied to execute other services in order to fulfil the goal.

With this approach, we are able to interweave to concept of goal oriented
BDI-Agents with a dynamic service composition system. Furthermore, the match-
ing process itself is interchangeable, as we do not make any assumptions about its
inner mechanics. Therefore we will be able to experiment with different match-
ing algorithms and techniques within our framework, which is actually part of
our plans for future work.

3.6 Quality of service

The notion of quality of service includes rules and policies for service execu-
tion as well as measurable factors like cost or response time. These properties
play an increasingly important role in the service world. Thus we need service
descriptions and service matching algorithms that can handle these concepts.
With our approach, the OWL-S description of a service can easily be extended
with e.g. a cost-property matching services for a given goal. This property can
be used in an invoke- command, and thus the matching-algorithm is able to
process cost-information for services.
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4 Syntax and semantics

In this section we present the abstract syntax and corresponding semantics for
the language.

In general, scripts consist of a number of control constructs that allow for
sequential and parallel execution, as well as the usual loops and conditionals.
Furthermore, Jadl++ is a typed language, so variable declarations are necessary
too.

Jadl++ is an interpreted language, and is executed within an environ-
ment consisting of an agents local memory L, its knowledge base A and the
(to the agent) external environment E. We can therefore describe a program
P = 〈P,L,A,E, error〉 with a set of (complex) program statements P , the agents
local memory L, its knowledge base A, the environment E and a set containing
possible errors errora . In the following we describe the semantics of the different
language constructs as shown in Figure 2.

<Script> = <Decl>|

<Skip> |

<Seq> | <Par> | <Protect> |

<Invoke> |

<Assign> |

<Remove> | <Write> | <Read> |

<IfThenElse> |

<Loop>

<Decl> = var x: Type

<Seq> = <Script> ; <Script>

<Par> = <Script> || <Script>

<Protect> = protect <Script>

<Invoke> = P in: [x] out: [y]

pre: [A] post: [B]

<Assign> = x := Expr

<Remove> = remove Expr

<Write> = write Expr x

<Read> = read Expr x

<IfThenElse> = if b then <Script>

else <Script>

<Loop> = while b do <Script>

Fig. 2. Abstract syntax

We use a Plotkin-style operational semantics [28] that denotes transitions
between states using the following syntax:

Example Transition
〈[[p]],M〉 ⇒ M ′

〈[[p; q]],M〉 ⇒ 〈[[q]],M ′〉
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Here, the interpretation of the sequence p; q in state M is done by interpreting
p which leads to a changed state M ′. Note that in order to enhance readability,
we use M as a shorthand for 〈E,L,A, error〉. Whenever a particular element of
M is of importance we will denote it using indices, e.g. ME for the environment.

The interpretation of a Jadl++ program is achieved by the relation ⇒P

and leads to a change of the environment M by interpreting the program with
the Rightarrow relation. If it cannot be interpreted, i.e. no transition rule ⇒
can be found, an error is thrown:

Prog1

〈[[P ]],M〉 ⇒ M ′

〈[[P ]],M〉 ⇒P M ′
if ⇒ exists (1)

Prog2

M ′error = Merror ∪ {error}
〈[[P ]],M〉 ⇒P M ′

otherwise (2)

Note that in general we omit transition rules that catch errors and assume that
there is always an additional rule that fires if the Merror has changed which
terminates the current execution path. In the future we might add the ability to
catch errors.

The semantics for <skip> and <sequence> are straightforward and are not
presented here. Transitions for condition and while loop, are omitted as well.
The <parallel> statement is also not too complex. However, parallelism leads
to indeterminism. For example can the program (x:=3; x:=x+1; fire(x);)

|| (x:=4; x:=x+1; fire(x);) lead to fire(x) be called with the values 4,5,
and 6, depending on the order in which the statements are executed. In order to
ensure that programmers can control the execution of parallel statements, the
language provides a protect statement which ensures that the protected block is
executed as if it were a primitive action. This is simply done as follows:

protect
〈[[P1]],M〉 ⇒P M ′

〈[[protect P1]],M〉 ⇒ M ′
(3)

As the language provides the ability to integrate knowledge bases in the lan-
guage, we make a distinction between the agents local memory and its knowledge
base. Local variables have a type and are declared resp. assigned as follows:

Decl1 〈[[var x : T ]],M〉 ⇒ML[x/T ]
ifx /∈MA (4)

Decl2 〈[[var x : T ]],M〉 ⇒Merr〈err, x/T, Sa〉
ifx ∈MA (5)

Ass1 〈[[x := e]],M〉 ⇒MA[x 7→ [[e,ML]]exp]
if x, e comp. (6)

Ass2 〈[[x := e]],M〉 ⇒Merr ∪ 〈err, Sa〉
otherwise (7)

Rule (4) declares the variable x to be of type t, while Rule (5) ensures that an
error is thrown if the variable already exists. Similarly, Rules (6) and (7) store
a value if it is indeed type compatible.

Apart from the local memory Jadl++ allows to access and modify a knowl-
edge base. As the believe base is read and potentially changed by several scripts
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within an agent, we base the semantics on tuple spaces [7], which provides three
operations to access memory from within processes. The operations read and
remove read data from the knowledge base, where the latter also removes the
read element. write on the other hand adds an element to the knowledge base.
The (blocking) function [[]]kbexp ensures consistency of the knowledge base. Adding
an inconsistent element to the database throws an error. As tuple space seman-
tics define blocking reads, we add a test which implements a non-blocking read,
by assigning a special token nn to the variable if the test fails. Formally, the
transitions are as follows:

write
〈[[out x]],M〉 ⇒ MA[x 7→ [[e,MA]]kbexp]

(8)

rem
ML[x 7→ [[e,MA]]kbexp],M ′A = MA\[[e,MA]]kbexp

〈[[in x , e]],M〉 ⇒ M ′
(9)

read
M ′L = ML[x 7→ [[e,MA]]kbexp]

〈[[read x , e]],M〉 ⇒ M ′
(10)

test1
ML[x 7→ [[e,MA]]kbexp]

〈[[test x e]],M〉 ⇒ M ′
if e � MA (11)

test2 〈[[test x e]],M〉 ⇒ ML[x 7→ nn]
if e 6� MA (12)

Last but not least we want to explore the invoke-statement in a bit more
detail. As has been said earlier, the invoke-statement allows to call services using
either service names or service descriptions. This description S = 〈name, In, Out,
Pre, Post, NF 〉 consists of at least five elements, namely the name name of the
service, two lists In and Out containing input and output parameters, two lists
Pre and Post holding pre- and post conditions (written in SWRL), and finally a
list of non-functional requirements NF describing for example quality-of-service
properties or costs of the service.

The invoke-command is interpreted using its own relation ⇒i, so:

Invoke
〈[[invoke p]],M〉 ⇒i M

′

〈[[invoke p]],M〉 ⇒ M ′
(13)

Invoking a service is done in two steps. As service descriptions can be abstract,
or consist of pre- and post conditions only, a matching ⇒M is performed which
returns a list of services that are applicable (Rule (14)). Applicable are services
are however not necessarily consistent with the state of the agent, so the ser-
vices are checked for consistency and executed once by one, until one succeeds.
(Usually the first will succeed but it is by no means certain.) If no service is left,
or none is found, an error is thrown (Rules (15)–(17)). More formally:

Inv1

〈Sa,M〉 ⇒m S, 〈S,M〉 ⇒exec M
′

〈[[invoke(Sa)]],M〉 ⇒i 〈[[]],M ′〉
(14)

exec1
M � S.Pre, 〈S〉 ⇒execute M

′

〈[S|S],M〉 ⇒exec M
′ (15)
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exec2
M 6� S.Pre, 〈S,M〉 ⇒exec M

′

〈[S|S],M〉 ⇒exec M
′ (16)

exec3 〈[],M〉 ⇒exec M ∪ 〈error, Sa〉
(17)

The relation ⇒M is out of scope of this paper, but it generally checks for
consistency of the OWL-based parameters against the knowledge base.

5 Case Study

The language Jadl++, together with its underlying architecture, has already
been applied and tested in a BMBF6-funded project, Multi Access, Modular Ser-
vices (MAMS)7. MAMS focused on the development of a new and open service
delivery platform, based on Next Generation Networks (NGN). It realised the
integration of software development and components, ranging from high level
service-orchestration tools over a service-deployment and -execution framework
to the integration of the IP-Multimedia Subsystem (IMS).

In the course of the project, we used Jadl++ and its underlying execution
framework to create the service delivery platform for the execution of newly
created service orchestrations. The service creation- and deployment-cycle works
as follows:

– A new service orchestration is created by a user with help of a graphical tool
and an associated graphical modelling language. Essential for this modelling
process is a list of available basic services that can be combined by the user.

– The finished service orchestration is translated into Jadl++ and an appro-
priate agent is instantiated on a running platform.

– Whenever a service is called by a user, the agent starts executing the Jadl++-
script and calls the appropriate basic services.

So far, the project has realised prototypical scenarios with a very small list
of available basic services. However, as we were able to proof our concepts, a
follow-up project is in the works, in which a much larger list of services will be
implemented, thus we will have a broader base for evaluations.

6 Related work

There are a large number of agent programming languages, and we cannot men-
tion them all here. However, many languages are in some form implementing the
BDI concept of Bratman [5], for example AgentSpeak [31], JadeX [30], JIAC [15],
MetateM [13], and 3APL [19]. Jadl++ follows the spirit of BDI, but is no ex-
plicit notion of goal. Instead, we chose to design the invocation of services in such

6 BMBF is short for Bundesministerium für Bildung und Forschung (Federal Ministry
for Education and Research)

7 see http://www.mams-platform.net/
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a way that it can be construed as a goal. The relation between the mentalistic
notions like goals and believes are not as direct as for example in AgentSpeak
where speechacts are directly linked to changes in the believe or goal base [3].

Other languages (including some of the ones already mentioned) focus on
their formal basis, e.g. MetateM [12] or ConGolog [17]. While we do provide
a formal semantics (see Section 4), and use OWL which is based on descrip-
tion logic, we do not claim to have a comparably formal background as those
languages.

Yet other agent languages focus on the middleware aspect of agent program-
ming, for example JACK [6], Jade [2] or Madkit [18]. Common to them is that
they usually do not put a great emphasis on (interpreted) languages but instead
implement agent-elements with for example Java.

In the Service Oriented Computing Resarch Roadmap of 2006 [25], automatic
service composition is still listed as one of the great challenges. Among others, the
agent community is currently actively searching for solutions for this challenge.
The Jade- Framework for example, for which a webservice gateway has been
available for some time [11], has recently been extended with components that
allow a distributed execution of BPEL-based service compositions [29]. Other
approaches can be found in [34, 4, 26, 32], but while they provide reasonable in-
tegration of web services into agents, we think that the goal orientation is some-
what lost in these approaches. On the other hand, there are some approaches to
use services with semantical descriptions within an agent environment [8, 20, 21,
33], but these usually do not address the SOA concepts.

7 Conclusion

In this paper, we have presented the agent programming language Jadl++,
that tries to simplify the programming of service oriented multi agent systems.
It does so by providing a powerful notion of service invocation that can deal with
incomplete service descriptions and dynamic service compositions. Furthermore,
OWL-based ontologies are seamlessly integrated in the language.

The language has already been implemented and successfully tested in a
BMBF-funded project. In this project, Jadl++ and the corresponding agent
architecture were the basis for a new Open Service Delivery Platform, which
had the purpose of hosting predefined basic-services and executing userdefined
compositions thereof.

In future work we will focus more on the ontological aspects of the language.
This includes the use of reasoners, as well as the provision of a set of basic
ontologies for the framework. The operational semantics needs to be extended
to encompass OWL.

Furthermore, we intend to create an integrated development environment on
top of Jadl++ and its agentplatform, in order to further improve the develop-
ment process for servicebased agents.
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