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Abstract. We extend the usual notion of Kripke Structures with a
weighted transition relation, and generalize the usual Boolean satisfac-
tion relation of CTL to a map which assigns to states and temporal
formulae a real-valued distance describing the degree of satisfaction. We
describe a general approach to obtaining quantitative interpretations for
a generic extension of the CTL syntax, and show that, for one such in-
terpretation, the logic is both adequate and expressive with respect to
quantitative bisimulation.

1 Introduction

We present a general approach to quantitative analysis and approximate charac-
terizations of weighted Kripke strucures (WKS) using formulae expressed using a
weighted extension of CTL (WCTL). The theory presented here is an extension
of a general framwork for quantitative analysis of reactive systems presented in
[5].

The goal of [5] was to set the scene for a generic approach to simulation-based
analysis, measuring the degree with which one system may simulate another.
Developing this paradigm, the current objective is to extend the analysis to ver-
ification of specifications in temporal logic. Thus we introduce here a quantitative
semantics for WCTL which lifts the usual Boolean satisfaction relation of the
logic to a function mapping formulae and states into R U {oo}, and we show
that with this semantics, WCTL is both adequate and expressive with respect
to one of the quantitative bisimulation relations introduced in [5].

Using logics for analysis of concurrent and reactive systems is a well-esta-
blished approach [1], but the standard qualitative techniques are arguably in-
sufficient when reasoning about quantitative aspects. Indeed, it can be argued
that in a setting where system models and properties include both discrete and
continuous, i.e. quantitative, information, e.g. real-time or probabilistic systems,
a quantitative approach is necessary.

The notion of quantitative analysis is closely related to robustness, i.e. the
tolerance for estimation errors and imprecision in order to provide more realistic
analysis for real-world applications. Existing work on quantitative logics compa-
rable to ours includes [3] which presents an interpretation with relaxed timing
constraints for timed C'TL and a discounted notion of quantitative CTL where
discounting is applied according to the depth of a subformula.
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Another related work is [2], which presents an alternative approach to quanti-
fying versions of LTL and p-calculus, giving a mapping from states and formulae
to the interval [0, 1], where formulae are interpreted over a notion of quantitative
transition systems.

In both [2] and [3]|, quantitative information is only evaluated for atomic
propositions, where as path operators are only used to propagate the values
obtained at subformulae. Moreover, the semantic interpretations measure only a
point-wise property similar to one also discussed in [5], whereas the semantics in
the present work accumulates quantitative information based on the paths used
to evaluate formulae.

2 Weighted Kripke Structures and Bisimulation

We present a notion of weighted Kripke structures (WKS) and bisimulation based
measurements for these. The following definition represents a straight forward
extension of Kripke structures with weight functions labelling each transition,
which may be interpreted as the cost of taking transitions in the structure. This
extension is similar to the one presented in [5] for labelled transition systems,
thus the results presented in this paper are transferable to our setting.

Definition 1. For a finite set AP of atomic propositions, a weighted Kripke
structure is a quadruple M = (S, T, L, w) where

— S is a finite set of states,

— T C S xS is a transition relation

— L : 8 — 247 s the proposition labelling, and
—w :T — Ryo assigns weights to transitions.

We write s — s’ instead of (s,s') € R and s ~» s to indicate w(s,s') = w.

A (weighted) path in a M = (S, T, L,w) is a (possibly infinite) sequence o =
((s0,wo), (s1,w1), (S2,w2) - -+ ) with (s;,w;) € S x Rx¢ and such that s; — s;41
and w; = w(s;, si+1) for all i. We denote by P(s) the set of paths in M starting
at state s. Given path o, we write o(i) = (0(i)s,0(i)w) for its i-th state-weight
pair, and o* for the suffix starting at o ().

Notice that we have restricted ourselves to finite weighted Kripke struc-
tures here, i.e. structures with a finite set of states and finitely many atomic
propositions. Our characterization results in Section 4 only hold for such finite
structures.

2.1 Quantitative Bisimulation

We extend the standard notion of strong bisimulation [4] to distances (formally
pseudometrics, see below) over WKS, thereby filling the gap between unweighted
and weighted strong bisimulation defined for WKS as follows:



Definition 2. Let (S,T,L,w) be a WKS on a set AP of atomic propositions.
A relation BC S x S is

— an unweighted bisimulation provided that for all (s,t) € B, L(s) = L(t) and
if s — s, then also t — t' where (s',t') € B for somet' € 5,
if t = t', also also s — s’ where (s',t') € B for some s’ € S;

— a (weighted) bisimulation provided that for all (s,t) € B, L(s) = L(t) and
if s 5 8, then also t = t' and (s',t') € B for some t' € S,
ift St then also s = s’ and (s',t') € B for some s’ € S.

We write s ~ t if (s,t) € B for some unweighted bisimulation B, and s ~ t if
(s,t) € B for some weighted bisimulation B.

The idea is that, in order to relate structures, we do not always need perfect
matching of transition weights, rather it is relevant to know how close weights
are matched. Similar to the simulation distances of [5], we call a bisimulation
distance any pseudometric on the states of a WKS which mediates between
unweighted and weighted bisimilarity:

Definition 3. A bisimulation distance on a WKS (S, T, L, w) is a function d :
S xS — Rxo U {0} which satisfies the following for all s1,s2,s3 € S:

— d(s1,51) =0,

— d(s1,52) + d(s2,s3) > d(s1,53),
- d(sla 82) = d(82781):

— 81 ~ 8o implies d(s1,s2) =0 and
— d(s1,82) # 00 implies 51 ~ sy

The distance which we shall consider here corresponds to the accumulated
simulation distance from [5], but we expect that results similar to the ones of this
paper also are available for the other distances considered in [5]. Our distance is
based on a distance of (infinite) sequences of real numbers, which is appropriate
as for (s,t) in ~ (or ~ ), any path (s,a,s1,a1s2,...) € P(s) must be matched
by an equal-length path (¢,b,t1,b1,ts,...) € P(t) with (s;, ;) in ~ (respectively

If a = (a;) and b = (b;) are sequences representing the weights of such paths,
then the following distance measures the discounted accumulated sum (in terms
of absolute values) of the entries’ differences:

di(ab) = 3" Nai — b 1)

Discounting, with a factor A €]0, 1], ensures finiteness of such (possibly in-
finite) sums, by reducing the contribution from each step (difference) exponen-
tially over time. For the remainder of this paper we fix a discounting factor
A €]0,1].

By extending bisimulation with the d distance, we collect a family of rela-
tions {R. C S x S} (i.e. amap R>o — 2% since, due to discounting, for each
step the distance between each successor pair may grow:



Definition 4. A family of relations R = {R. C S xS | ¢ > 0} on a WKS
(S, T, L,w) is an accumulating bisimulation family provided that for all (s,t) €
Re € R, L(s) = L(t) and

— forall s 5§, also t Lt with lc —d| <e for some d € R>g and (s',t') €
R. € R with ¢’ < ===,

— forallt S t', also s L s with lc —d| <e for some d € R>g and (s',t') €
R.r € R with ¢’ < =174,

We write s ig tif (s,t) € Re € R for an accumulating bisimulation family R.

An accumulating bisimulation family R gives raise to a bisimulation distance

in the sense of Definition 3 by d(s,t) = inf{e | s <. t}. Observe the following
easy facts:

Lemma 1.

1. Fore <&’ and members R., Re: € R of an accumulating bisimulation family,
R. CR...

2. Given s %, t, then every path o = (so,wg, $1,W182,...) € P(s) has a corre-
sponding path o' = (to, w), t1, w)ts,...) € P(t) such that ¢ = o and s; <o, t;

for all i, where €;,1 = sizwizwg|

Note that as we only consider finite WKS, all R. relations are finite. Also, we
shall use the term correspondence between paths to denote the second property
of the above lemma.

3 Weighted CTL

We now consider a generalization of the well-known CTL formalism to quanti-
ties. Our notion of weighted CTL (WCTL) is as usual defined in terms of state
and path formulae. Notice that our syntactic extensions are restricted to path
formulae, which are annotated with real numbers (weights). Satisfaction of a for-
mula by a system is no longer interpreted as a true or false statement, but rather
in terms of a real-valued distance. A smaller distance is to mean a closer (better)
match of the specified weights in the formula, and 0 denotes the exact match,
whereas oo indicates an incompatibility between the system and the specified
atomic propositions of a formula. Hence in some sense, 0 corresponds to truth
and oo to falsehood. We will use [¢](s) = € to denote the value € € R U {oo}
obtained by evaluating ¢ at state s.

For the remainder of this paper we fix a set AP of atomic propositions and
a WKS (S, T, L, w). All definitions and results below will be given for the states
of one single WKS, but we note that to relate states of different WKS, one can
simply form the disjoint union.



Definition 5. For p € AP, & generates the set of state formulae, and ¥, the
set of path formulae, annotated by weights ¢ € R>o, according to the following
abstract syntax:

@:p|ﬂp|(151/\@2|§251\/5252|E¢\AQ7
U= XD | G® | Fod | [1U D)

The logic WCOTL is the set of state formulae, which we denote L,,(AP) or simply
L.

The annotated modalities in the above syntax specify requirements on weights
in a WKS. Before discussing these exact requirements, let us consider the usual
meaning of the CTL modalities, as well as how these may be generalized to
adhere to the type of quantitative analysis considered in the previous section:

Given CTL propositions on the form M,s | E¥ and M, s = Ay, we may
interpret these as infinite existential, respectively universal, quantifications over
paths in M from s satisfying . Similarly, M,o = Fp and M,o = Gy may be
interpreted as an infinite disjunction, respectively conjunction, over propositions
on the form: M, s; = ¢ for ¢ > 0, where s; is a state on o.

Using this observation, we expect that a generic approach to defining quanti-
tative semantics, i.e. a function £,, x S — R>o U {oo} for WCTL is obtainable.
To this end, the standard sup and inf operators are reasonable generalization
of E,AJF and G (interpreted as disjunction and conjunction over the standard
Boolean domain) to the (complete) lattice R>o U {oo}.

Furthermore, this approach requires only modification to the evaluation (i.e.
semantics) of path formulae. Observe that our semantics below specializes to the
usual one in two ways: by mapping a distance € < oo to true and oo to false, or
by mapping 0 to true and £ > 0 to false.

In the following we present a discounted accumulating semantics, designed
to match the dy distance (1), where weights of transition are accumulated (and
discounted). Formally, the semantics of ¢ € L, defines a map from the set
of states S to the set R>o U {oo}. Given a state formula ¢ and a state s, an
evaluation [¢](s) = € means that s satisfies ¢ with distance €. Also, given a path
formulae ¢ and a path o, an evaluation [1/](c) = € means that ¢ holds along o
with distance e. Conversely, € describes how close s (or o) satisfies the specified
weights in the formula.

Definition 6. Let @, p1, ps be state formulae and ¥ a path formula. The valu-
ation [] : S — Rxo U{oo} is defined inductively. For state formulae:

[[p]](s)={0 dpe ) uﬁpms):{o o € AP\ L)

oo otherwise oo otherwise

[o1 V @2l (s) = inf {Je1](s), [@2l(s)} 1 A wal(s) = sup {[1](s), [w2](s)}
[E¢](s) = inf {[¢](0) | o € P(s)} [AY](s) = sup {[¢](0) | o € P(s)}



For path formulae:
[e](o) = [¢](c(0)s)

[Xel(o) = le = a(0)w| + Alel(eh)
k—1

[Fo1(o) = igf (|0 Vo) - o] + ¥ el )
-

[66le) = sup () Na() — o + A’“[[«pﬂ(o’“))
j=0
k—1

forUpal(o) = int (|2 VEerl(e) - o] + ¥ Teal (o)
7=0

Note again that this interpretation matches the d; equation (1). To measure
other types of quantitative properties of systems, one may define an alternative
semantic valuation for paths.

4 Characterization

In this section we show that WCTL with accumulating semantics is adequate
and expressive with respect to accumulating bisimilarity.

4.1 Adequacy

The link between accumulating bisimilarity and our accumulating semantics for
WCTL is as follows:

Theorem 1. For states s,t € S, s <. t if and only if [Tel(s) — [el(t)| < € for
all p € L,,.

The proof follows from Lemmas 2 and 3 below.

Corollary 1. For states s,t € S, s Lo t if and only if [¢](s) = [¢](t) for all
w € Ly.

Lemma 2. Let s,t € S with s Z, t, and let o5 = (s,u,s1,u1,...) € P(s),
oy = (t,v,t1,v1,...) € P(t) be corresponding paths. Then H[go]](s) - [[<p}](t)’ <e
for all state formulae ¢, and H[go]] (0s) — [¥] (ot)’ < ¢ for all path formulae .

Proof. We prove the lemma by structural induction in ¢. The induction base is
clear, as s <. ¢ implies that p € £(s) if and only if p € L(t), hence [¢](s) =
[¢](¢) for ¢ = p or ¢ = —p. For the inductive step, we examine each syntactic
construction in turn:



Lop=p1 Ve
There are four cases to consider, corresponding to whether [¢1](s) < [¢2](s)

or [p1](s) > [p2l(s), and whether [1](t) < [2]() or [e1](t) > 2] (2).
We show the proof for one of the “mixed” cases; the other three are similar

or easier:

Assume [p1](s) < [2](s) and [@1](t) > [@2](¢). Then [1 V @2](s) — w1 V
e2](t) = [eal(s) — [2l(t), and [e1](s) — [p1](t) < [wal(s) — [w2](t) <
[p2](s) — [w2](t), and by induction hypothesis, —e < [¢1](s) — [¢1](¢) and

[p2](s) =[] (8) < e.
2. ¢ = @1 A pg. This is similar to the previous case.

3. o =Ep
By definition of [E¢;] there is a path o € P(s) for which [¢1](0) = [¢](s).
By Lemma 1 there is a corresponding path ¢’ € P(t), and from the induction
hypothesis we know that |[e1] (o) — 1] (0”)] < e. Thus |[¢](s) —[¢](t)] < e.

4. ¢ = Ayp;. This is similar to the previous case.

5. @ = X1
By definition, [¢](0s) = Ap1](05) +|c—ul and [¢](01) = Alp1](07) +|e—v]
where 0, = 5 o; and oy =t > O'tl. Since s rtg t and o5 and o correspond,
we have o4(1) Lo oi(1) with ¢’ < %, and by induction hypothesis
(o) = [er](o)| < €' Hence [[¢](03) — [@l ()| < [le —ul —|e —ol[ +
NIeal(od) = [pal(od)| < Ju—vl+e—Ju—v|=e.

6. p= Fc§01 hel <
By definition, [¢](cs) = infy, (’Ej:O No(j)w —c|+ A¥[¢] (%)), hence there
is a k for which the infimum is obtained. Now as o, and o, correspond, the
infimum for [¢] (o) is obtained for the same k. Repeated use of the definition

of L. yields o, (k) ~or oy(k) with & < A7F (e = 32570 N |04(5)w — 0¢(i)uw])
and [[¢](0s) — [¢](o¢)| < e follows by the triangle inequality as in the

previous case.
7. ¢ = Gepi. This is similar to the previous case.

8. Y =¢ Uc(p2
Assume [p](0s) = §, then by definition there is a k such that A[p2](c%) = ¢’

and § = &'+ |Z§;é Al¢1](o?) = c|. Since o5 and o, correspond, so do o7 and
ol for any j. Therefore by induction hypothesis, |lp2](c%) — [e2(cf)| < e
and |[e1](0?) — [p1](a7)| < € for all 0 < j < k. Again we can apply the
triangle inequality to arrive at |[¢](0s) — [¢](0:)] < e.
Lemma 3. Let s,t € S and assume that |[¢](s) — [](t)] < € for all state
formulae ¢ € L,,. Then s rts t.

Proof. This follows directly from Theorem 2, but one can also observe that the
family R = {R.} defined by

Re = {(s,t) | s,t € S,V € Ly : H[goﬂ(s) — [[(p]}(t)‘ < E}

is indeed an accumulating bisimulation in terms of Definition 4.



4.2 Expressivity

We show that WCTL with accumulating semantics is expressive with respect to
accumulating bisimulation in the following sense:

Theorem 2. For each s € S and every v € Ry, there exists a state formula
@5, € Ly which characterizes s up to accumulating bisimulation and up to 7y, i.e.

such that for all s' € S, s ~. s' if and only if [e31(s") € [e —v,e +7] for all .

Proof. We define characteristic formulae of unfoldings, as follows: For each s € S
and n € N, denote L(s) = {p1,...,px} and AP\ L(s) = {q1,...,q¢} and let
©(s,n) be the WCTL formula defined inductively as follows:

©(5,0) = (pL A== Apr) A (=g A= A=qy)

p(s,n+1) = /\ EXwip(s’,n) A /\ AXw( \/ <p(s’,n))/\<p(s,0)

w w w
s—>s’ wis—s’ s—>s’

It is easy to see that [¢(s,n)](s) = 0 for all n.

To complete the proof, one observes that for each v > 0, there is n(y) € N
such that ¢(s,n(7)) can play the role of 3 in the theorem. Intuitively this is due
to discounting: The further the unfolding in (s, n), the higher are the weights
discounted, hence from some n(v) on, maximum weight difference is below ~.
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