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ABSTRACT
The semantic gap is often regarded as a major problem in
the �eld of image retrieval research. In this paper, I will
show that there are other important topics that should be
addressed for improving the image retrieval utility. Among
them, the exploitation of limited information and motivat-
ing the use of images are considered to be central to the
development of image retrieval.

1. INTRODUCTION

1.1 Information scarcity
In retrieval, by user studies, it has been revealed that

typical user's need for an image is conceptual rather than
low-level visual [7]. That means the images are queried by
keywords that partially represents the user's search needs.
Then, the information is a matchable representation of the
image documents against the textual queries; there is the in-
formation scarcity unique to the image retrieval, the short-
age of textual annotation associated with the images [3]. To
alleviate the negative e�ect of no or few annotations, we
should think of the following three approaches: 1) let the
users or someone else manually annotate images 2) build a
machine that can automatically label images 3) develop a
system that works without su�cient annotations.
The �rst approach is currently practiced. However, as

labeling is not interesting for humans and is also time con-
suming, there needs to be some devices that motivate people
to do so. An example of how to motivate users is to turn
the image labeling into a game [10]. The second approach
entails an unsolvable problem explained in the next section
and does not work well in general. The third approach is
a compromise that is based on the annotation provided by
the �rst approach and avoids directly addressing the hard
problems of the second approach. The third approach seems
promising and will be explained in detail with examples. Fi-
nally, the paper discusses relatively untouched yet important
problem of image retrieval usage expansion.

1.2 Semantic gap is not the only problem
The problem of mismatches between the semantics of an

image object and its symbolic representation of visual fea-
tures is termed a semantic gap. In other words, a semantic
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gap is the problem that what we see in an image is not
what we think of in our mind. This problem resembles the
problem known as symbol grounding argued in the context
of the advocation for the combination of the connectionists'
approach and the symbolic inferences to derive the seman-
tics from the existing physical entities [2].
The fundamental problem of semantic gap will be re-

capped as a lack of information within images. Enser et al.
named the following example entities that are actually invis-
ible in images, but are of importance to users: time, space,
events and signi�cance, abstract and emotive concepts, and
unwanted features [1]. Carefully crafted visual features will
not help automatically annotating these entities.

1.3 Escaping from information scarcity
When �rst and second approaches do not work well and

annotations are insu�cient, we should either (a) rely on ex-
ternal resources to compensate for this insu�ciency, (b) fo-
cus on some domains where visual representations and se-
mantic concepts are directly linked and annotation can be
automated, or (c) utilize the visual features of images while
trying to avoid the direct linkage between image entities and
human conceptualization.
The information insu�ciency causes keyword mismatches

in which the query words and annotation words cannot be
associated through a token-wise comparison. The approach
(a) utilizes a pre-build thesaurus or semantic relationship
between words extracted from a text corpus that is avail-
able outside of target collection. The approach (b), namely
the divide-and-conquer approach, leads in the domain spe-
ci�c classi�cation task. Thu far, a successful examples are
optical character recognition (OCR) and face recognition, or
biometrics that uses �nger prints or irises. The approach (c)
makes use of the available information as much as possible
by exploiting it in di�erent ways. In the following section, I
will explain some example scenarios of this approach placing
particular emphasis on the utility of visual near-identity or
near-duplicate and not the similarity among images.

2. EXAMPLE USES OF SUPPLEMENTARY
PERSPECTIVE

2.1 Insufficiency of annotation words
Images often have only one or two keywords assigned ei-

ther by their �le names or by the tags that bundles the im-
ages. One solution to this problem of mismatches between
the queries and annotations is the introduction of word as-
sociations. When we want to build association models from
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a target collection, however, the lack of word co-occurrence
due to the lightness in annotations will be a problem in the
model estimation. In [6], a visually de�ned near-identity
information between images is used to compensate for the
scarcity of text when estimating the word association.

2.2 Scarcity of annotation in query language
If the image collection consists of images annotated in

multiple languages and among them, few annotations are in
the query language, situations where we want to conduct
cross-language retrieval might arise. The heterogeneously
annotated images will be a harder target than a monolin-
gual collection, because we often have no clue as into which
language the query should be translated and how the results
should be integrated. That is, the information on the rela-
tionship between the annotation languages and the image
relevance is limited. For such situations, [5] proposed the
use of only the query language and the visual features nec-
essary to access the entire collection of unknown language
distributions. The idea is to make nuggets of images before
the querying and make use of them when the system has
found a relevant image annotated in the query language. In
the �nal ranking, the image that is found will be replaced
with the nuggets that contain it and other images annotated
in di�erent langauges.

3. MOTIVATING USERS

3.1 Rich communication with images
In contrast to the signi�cant changes in text use after the

appearance of printing and digital computers, little change
has been observed in the way we use images. Although
images have been used to record or appreciate events or
personages, and it has become easy to acquire them using
cameras, images on arbitrary subjects are still hard to create
when compared to texts. Thus, the use of images in modern
agile communication should be enhanced by retrieval. As
can be seen from examples of emoticons that modify forms
of messages, if they can be accessed easily and used in right
context, there will be many possibilities that can enhance
our ways of communication. However, motivating people
who do not search for images is an important yet compli-
cated issue to be de�ned as a technical research topic.
One approach is to demonstrate when and in what con-

text images are searchable and their use makes a di�erence.
As well as the psychological experiments, information sci-
enti�c approaches are worth consideration. In the domain
of cross-language information retrieval, the use of collabo-
rative frameworks has been suggested, where the creation
of successful use scenarios will be cast into the performance
comparison amongst systems [4]. Similar approaches might
be possible in the domain of image retrieval.

3.2 Advanced users and future usages
Another approach to motivate potential users is usage

transfer. As we look at the history of technologies, we �nd
that new uses are often developed by professionals who do
not hesitate to pay for the new technologies and spend a
tremendous time to acquire the ideal results. Therefore, I
am going to look at the current professional users of image
retrieval to clarify the future direction this �eld is headed
in. Journalists can be considered a good representative of
an advanced user of image retrieval. They are keen to use

visuals to attract a reader's attention as it is known that
the use of photos will largely in�uence a reader's behavior
[9]. Markkula and Sormunen studied the indexing activities
among newspaper journalists [8]. As publishing information
has become more universal thanks to the emergence of web
publishing, such as blogs, it is likely that ordinary people
are more and more involved in the retrieval of images in or-
der to enhance their messages. Photographers, either jour-
nalistic or artistic, are another example of advanced users.
They take quite a few photos, and then store, select, and
show them. Today's ordinary citizens who are not keen to
take nice photos just take snaps using their mobiles and
send them to a friend with little captions and quickly forget
about them. Bridging the gap between the �ow of creation
and discard of images to the �ow of search and use of them
is an interesting challenge.

4. CONCLUSION
In this paper, I argued that instead of directly tackling

the symbol grounding problem, if we consider the actual and
potential usages of digital images, we can take the following
steps towards making image retrieval practical. First, let
people annotate images by means of social and technologi-
cal tricks. Second, de�ne and focus on the target concepts
that can be automatically annotated. Third, make as much
use of the available semantic information as possible. I ex-
plored the fundamental problem in the third step, namely
information scarcity. Then, another important issue of im-
age retrieval, motivating potential users, was discussed.
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