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Abstract. Boolean grammars extend context-free grammars by allow-
ing conjunction and negation in rule bodies. This new formalism appears
to be quite expressive and still efficient from a parsing point of view.
Therefore, it seems reasonable to hope that boolean grammars can lead
to more expressive tools that can facilitate the compilation process of
modern programming languages. One important aspect concerning the
theory of boolean grammars is their semantics. More specifically, the ex-
istence of negation makes it difficult to define a simple derivation-style
semantics (such as for example in the case of context-free grammars).
There have already been proposed a number of different semantic ap-
proaches in the literature. The purpose of this paper is to present the
basic ideas behind each method and identify certain interesting problems
that can be the object of further study in this area.

1 Introduction

Boolean grammars [Okh04] is a recent extension of context-free grammars which
allows conjunction and negation in the right hand sides of rules. It has been
demonstrated [Okh04] that boolean grammars can be parsed efficiently and that
they can express interesting languages that are not context-free. These facts
render these new grammars a promising alternative to the traditional formalisms
that are currently used for the syntax analysis phase of compiler construction.

Despite their syntactic simplicity, boolean grammars proved to be non-trivial
from a semantic point of view. In particular, the use of negation makes it difficult
to define a simple derivation-style semantics (such as for example in the case of
context-free languages). For example, it is not immediately obvious whether a
grammar of the form S → ¬S has any meaning at all. There have already
been proposed a number of different approaches for coping with the semantics
of boolean grammars. It is the purpose of this paper to present these different
techniques in a unified way and to identify certain interesting problems that can
be the object of further study in this area.
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2 Boolean Grammars

The class of boolean grammars was introduced by A. Okhotin in [Okh04]. Intu-
itively, boolean grammars extend context-free grammars with conjunction and
negation. Formally:

Definition 1 ([Okh04]). A Boolean grammar is a quadruple G = (Σ, N, P, S),
where Σ and N are disjoint finite nonempty sets of terminal and nonterminal
symbols respectively, P is a finite set of rules, each of the form

A → α1& · · ·&αm&¬β1& · · ·&¬βn (m + n ≥ 1, αi, βi ∈ (Σ ∪N)∗),

and S ∈ N is the start symbol of the grammar. We will call the αi’s positive
literals and the ¬βi’s negative.

To illustrate the use of Boolean grammars, consider the following example (which
is a slightly modified version of an example taken from [Okh04]):

Example 1. Let Σ = {a, b}. We define:

S → ¬(AB) & ¬(BA) & ¬A & ¬B
A → a
A → CAC
B → b
B → CBC
C → a
C → b

It can be shown that the above grammar defines the language {ww | w ∈ {a, b}∗}
(see [Okh04] for details). It is well-known that this language is not context-free.

3 Unique Solution and Naturally Feasible Semantics

In this section we describe the two initial approaches that were proposed [Okh04]
for the semantics of boolean grammars. Both approaches are based on the notion
of solution of language equations, which is developed below. Our presentation
is based on the ones given in [Okh04] and in [Wro05]. We start by defining the
notion of language formulas. The definition is slightly more general than the one
that will actually be needed in this section. More specifically, we assume that a
language formula may also contain language symbols taken from a set Φ, which
stand for arbitrary fixed languages. This extension will be needed in the next
section. For the purposes of this section we assume that Φ is empty.

Definition 2. Let Σ be a finite non-empty alphabet, N a finite non-empty set of
non-terminal symbols and Φ a finite set of language symbols each corresponding
to a fixed language. A language formula over Σ, Φ and N is defined inductively
as follows:

– The empty string ε is a formula
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– Any symbol from Σ ∪ Φ ∪N is a formula
– If φ and ψ are formulas, then (φ ·ψ), (φ&ψ), (φ∨ψ) and (¬φ) are formulae.

Definition 3. Let Σ be a finite non-empty alphabet and N a finite non-empty
set of non-terminal symbols. An interpretation I of N is a function I : N → 2Σ∗ .
We denote by ⊥ the interpretation which assigns to every non-terminal symbol
in N the empty set.

An interpretation I can be recursively extended to apply to any language for-
mula, as follows:

Definition 4. Let Σ be a finite non-empty alphabet, N a finite non-empty set
of non-terminal symbols and Φ = {L1, . . . ,Lm} a finite set of language symbols,
such that Li corresponds to a fixed language Fi. Then an interpretation I of N
can be extended to Î which assigns a value to every language formula over Σ, Φ
and N as follows:

– Î(ε) = {ε}.
– Î(a) = {a}, for every a ∈ Σ.
– Î(A) = I(A), for every A ∈ N .
– Î(Li) = Fi, for every Li ∈ Φ.
– Î(ψ · φ) = Î(ψ) ◦ Î(φ).
– Î(ψ ∨ φ) = Î(ψ) ∪ Î(φ).
– Î(ψ&φ) = Î(ψ) ∩ Î(φ).
– Î(¬ψ) = Σ∗ − Î(ψ).

We can now define the notion of system of language equations:

Definition 5. Let Σ be a finite non-empty alphabet, N = {X1, . . . , Xn} a finite
non-empty set of non-terminal symbols and Φ a finite set of language symbols,
that correspond to fixed languages. Let φ = (φ1, . . . , φn) be a vector of formulae
over Σ, Φ and N . Then:

X1 = φ1(X1, . . . , Xn)
· · ·

Xn = φn(X1, . . . , Xn)

is called a system of language equations over Σ, Φ and N . The above system is
usually denoted by X = φ(X), where X = (X1, . . . , Xn). An interpretation I is
said to be a solution of the above system, if for every i (1 ≤ i ≤ n), it holds that
I(Xi) = Î(φi(X1, . . . , Xn)).

Before presenting the initial semantics of boolean grammars, we need one final
definition:

Definition 6. Let X = (X1, . . . , Xn) be a vector of variables and I be an inter-
pretation of {X1, . . . , Xn}. Then, I is a solution of a system of language equa-
tions X = φ(X) modulo some set M if and only if I(Xi)∩M = Î(φi(Xi))∩M ,
for every 1 ≤ i ≤ n.
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We are now in a position to define the semantics of the unique solution in
the strong sense of a given boolean grammar [Okh04].

Let G be a given boolean grammar. Then, it is straightforward to construct
from G a corresponding system of language equations: for each non-terminal of
G we create a single equation whose right hand side is the disjunction of all the
right hand sides of the rules for this particular non-terminal in G. The semantics
of this system can now be defined as follows:

Definition 7. A system of language equations, which corresponds to a Boolean
grammar G, is said to be compliant to the semantics of the unique solution in
the strong sense if for every finite set of strings M closed under substring, the
system has a unique solution modulo M .

There exist boolean grammars that do not posses a unique solution in the strong
sense. In other words, the semantics is not defined for all boolean grammars
(this is also the case for other semantic approaches that will be developed in the
coming sections). Moreover, as discussed in [Okh04], given a boolean grammar
one can not effectively decide whether the grammar complies to this semantics.

A second approach to the semantics of boolean grammars was also defined
in [Okh04]. For convenience, given an interpretation I of N and a finite language
M we denote by I∩M the interpretation with I∩M (A) = I(A) ∩ M for every
A ∈ N .

Definition 8. Let (X1, . . . , Xn) = φ(X1, . . . , Xn) be a system of equations,
which corresponds to a Boolean grammar G = (Σ, N,P, S), with N = {X1, . . . , Xn}.
An interpretation I is called a naturally reachable solution of the system if for
every finite modulus M closed under substring and for every string u 6∈ M (such
that all proper substrings of u are in M) every sequence of interpretations of the
form: I(0), I(1), . . . , I(i), . . . which satisfies the properties

– I(0) = I∩M

– I(i+1) 6= I(i) and
– there exists some j such that I(i+1)(Xj) = Î(i)(φj(X1, . . . , Xn))∩ (M ∪{u})

and I(i+1)(Xk) = I(i)(Xk) for all k 6= j

converges to I∩(M∪{u}) in finitely many steps.

As discussed in [Okh04], this approach also suffers from the same undecidability
problems as the previous one. Certain other shortcomings of these approaches
are also identified and discussed in [KNR06].

4 Stratified Boolean Grammars

In this section we present the stratified semantics which was developed by M.
Wrona [Wro05]. As the techniques of the previous section, the stratified seman-
tics is applicable to a subclass of boolean grammars; however, an advantage of
the technique is that it is effective to decide whether a grammar is stratified
(actually, in linear time). We start by defining the notion of stratification (recall
that ω denotes the first infinite ordinal):
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Definition 9 ([Wro05]). A boolean grammar G = (Σ,N,P, S) is called strat-
ified if there exists a function g : N → ω such that for every rule

C → α1& · · ·&αm&¬β1& · · ·&¬βn

in P the following conditions hold:

– for every i, 1 ≤ i ≤ m and for every A ∈ N that appears in αi, g(C) ≥ g(A)
– for every j, 1 ≤ j ≤ n and for every B ∈ N that appears in βj, g(C) > g(B).

Intuitively, if a grammar is stratified then the set of non-terminal symbols can be
partitioned into a finite set of strata, so that if C depends on D, then D cannot
belong to a stratum higher than the stratum of C; furthermore if C depends on
D through negation, D must belong to a stratum lower than the stratum of C.
For stratified grammars, the following semantics can be defined:

Definition 10 ([Wro05]). Let G = (Σ, N, P, S) be a Boolean grammar strati-
fied by function g, let Nk = {A ∈ N | g(A) = k} denote the set of non-terminal
symbols in the k-th stratum and let X = φ(X) be the system of equations that
correspond to G (where X is a vector obtained by an arbitrary ordering of the
non-terminal symbols in N).

The stratified semantics of G is the interpretation SG such that for every k,
0 ≤ k ≤ m, and for every A ∈ Nk it is SG(A) = Ik(A), where Ik is the least
solution of the system of equations obtained from X = φ(X) as follows:

– equations in which the left-hand side variable is not in Nk are eliminated.
– every occurrence in the right-hand side of the remaining equations of a non-

terminal symbol Y ∈ ⋃
0≤i<k Ni is replaced by a language symbol LY which

corresponds to the language Ig(Y )(Y ).

The stratifiability of a Boolean grammar can be efficiently decided, using well-
known graph algorithms.

Theorem 1 ([Wro05]). We can decide whether a boolean grammar G is strat-
ified or not in time O(|G|), where |G| denotes the size of the representation of
G.

5 Locally Stratified Boolean Grammars

In this section we present the class of locally stratified boolean grammars intro-
duced in [NR07], which extends the class of stratified grammars. To motivate
the new class, consider the following example:

Example 2. Consider the boolean grammar G = ({a}, {E, O}, P, E), where P
contains the following rules:

E → ε
E → aO
O → ¬E

The above boolean grammar G is obviously not stratified. However, it can easily
be seen that it defines the (regular) set of strings of even length over the alphabet
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Σ = {a}. For example, the string aa belongs to the language corresponding to
E because the string a belongs to the language corresponding to O (since it does
not belong to the language corresponding to E).

Grammars such as the above are locally stratified. Informally, if a grammar is
locally stratified then the pairs in (N ×Σ∗) can be partitioned into a (possibly
infinite) set of strata so that if the membership of w in the language defined
by nonterminal C depends on the membership of w′ in the language defined
by nonterminal D, then (D, w′) cannot belong to a stratum higher than the
stratum of (C, w); furthermore if the above dependency is obtained through
negation, (D, w′) must belong to a stratum lower than the stratum of (C, w).
Formally:

Definition 11. A boolean grammar G = (Σ,N, P, S) is locally stratified if there
exists a function f : (N ×Σ∗) → ω such that for every rule

C → α1& · · ·&αm&¬β1& · · ·&¬βn

in P , the following conditions hold for every i, 1 ≤ i ≤ m and for every j,
1 ≤ j ≤ n:

– Suppose that αi = σ1A1σ2A2 . . . σkAkσk+1, for k ≥ 1, σp ∈ Σ∗, Ap ∈ N .
Then for every w1, w2, . . . , wk ∈ Σ∗ and for every p, 1 ≤ p ≤ k, it holds
f(C, σ1w1σ2w2 . . . σkwkσk+1) ≥ f(Ap, wp) .

– Suppose that βj = τ1B1τ2B2 . . . τ`B`τ`+1, for ` ≥ 1, τq ∈ Σ∗, Bq ∈ N .
Then for every w1, w2, . . . , w` ∈ Σ∗ and for every q, 1 ≤ q ≤ `, it holds
f(C, τ1w1τ2w2 . . . τ`w`τ`+1) > f(Bq, wq).

Actually, as Corollary 2 demonstrates, it suffices to use a stratum-function of
a special form. This is convenient in the definition of the semantics of locally
stratified Boolean grammars.

Definition 12. Let G = (Σ,N,P, S) be a boolean grammar locally stratified by
a function f . We say that f is a canonical stratum-function if

– for every w, w′ ∈ Σ∗ and for every A,B ∈ N , if |w| > |w′| then f(A,w) >
f(B,w′).

– for every w, w′ ∈ Σ∗ and for every A ∈ N , if |w| = |w′| then f(A,w) =
f(A,w′).

We can now demonstrate that local stratifiability of boolean grammars is
reduced (in polynomial time) to stratifiability, and therefore it is decidable in
polynomial time. Before we state Theorem 2 that proves this fact, we need the
following definition:

Definition 13. Let G = (Σ,N, P, S) be a boolean grammar. The skeleton of G
is the grammar G′ = (Σ, N, P ′, S), where P ′ is obtained from P by removing
from the right-hand side of each rule every literal that equals ε or ¬ε, or contains
terminal symbols and then removing all rules that end up with an empty right-
hand side.
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The following Theorem is proved in [NR07]:

Theorem 2. A boolean grammar G = (Σ, N, P, S) is locally stratified if and
only if its skeleton G′ = (Σ,N, P ′, S) is stratified.

Corollary 1. We can decide whether a boolean grammar G is locally stratified
or not in time O(|G|), where |G| denotes the size of the representation of G.

Corollary 2. A boolean grammar G is locally stratified if and only if it is locally
stratified by a canonical stratum-function.

Corollary 3. If a boolean grammar G is stratified then it is locally stratified.

Example 3. Consider again the Boolean grammar G of example 2. The skeleton
of G contains a single rule:

O → ¬E

and it is stratified by the function g, with g(E) = 0 and g(O) = 1. Therefore, G
is locally stratified by the canonical stratum function f , with f(E,w) = 2 · |w|
and f(O,w) = 2 · |w|+ 1.

Examples 2 and 3 show that the converse of Corollary 3 does not hold.
We next demonstrate how one can define the semantics of a Boolean grammar

that is locally stratified. The languages defined by the non-terminal symbols in a
locally stratified boolean grammar, can be constructed in stages. During the i-th
stage, for every pair (A,w) that belongs to the i-th stratum we decide whether
w belongs to the language defined by A. The following definition will be needed:

Definition 14. Let Σ be an alphabet. We denote by Σn the set {w ∈ Σ∗ | |w| =
n} and by Σ≤n the set

⋃n
i=0 Σi.

Let G = (Σ, N, P, S) be a boolean grammar, I an interpretation, M ⊆ N
be a set of non-terminal symbols, and n ≥ 0 be an integer. We first define
the conjunctive grammar G/(I, M, n) that is used to decide the membership of
strings of length n, in the languages corresponding to symbols in M (as defined
by the rules in G), provided that some subsets of these languages are known and
determined by I. Formally:

Definition 15. Let G = (Σ, N, P, S) be a Boolean grammar, I be an interpre-
tation, M ⊆ N be a set of non-terminal symbols, and n ≥ 0 be an integer. Let R
be the set of all literals that appear in the right hand sides of the rules in P in
which the left-hand side symbol is in M . We denote by G/(I, M, n) the grammar
(Σ, N ′, P ′, S), such that:

– N ′ = N ∪ {Dl | l ∈ R}, where the Dl’s are new non-terminal symbols not
belonging to N .

– For every rule of the form C → l1&l2& . . . &lm in P , such that C ∈ M , P ′

contains the rule: C → Dl1&Dl2& . . . &Dlm .
– For every literal l ∈ R and for every w ∈ (Î(l) ∩ Σn), P ′ contains the rule

Dl → w.
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– if n > 0 then for every literal l = A1A2 · · ·Ak ∈ R ∩ N+ and for every i,
1 ≤ i ≤ k, if ε ∈ ⋂

1≤j≤k,j 6=i Î(Aj) then P ′ contains the rule Dl → Ai.
– if n = 0 then for every literal l = A1A2 · · ·Ak ∈ R ∩ N∗, P ′ contains the

rule Dl → l′, where l′ = α1α2 · · ·αk, with αi = ε if ε ∈ I(Ai) and αi = Ai

otherwise.

Based on the above definition we can now formally define the locally stratified
semantics of boolean grammars. (The semantics of conjunctive grammars can
be found in [Okh01]):

Definition 16. Let G = (Σ,N, P, S) be a boolean grammar stratified by a canon-
ical stratum-function f . Let ni be the (unique) length of strings in the i-th stra-
tum and Ni be the set of nonterminal symbols of this same stratum. The locally
stratified semantics of G is the interpretation LG such that LG(A) =

⋃∞
i=0 Ii(A)

for every A ∈ N , where I0 =⊥ and Ii+1(A) = Ii(A) ∪∆i(A), for every A ∈ N ,
and ∆i is the interpretation that corresponds to the semantics of the conjunctive
grammar Gi = G/(Ii, Ni, ni).

The semantics assigned to a locally stratified Boolean grammar according to the
above definition, is independent of the choice of the stratum function (and ac-
tually coincides with the well-founded semantics of the grammar which happens
in this case to be two-valued, see next section).

Theorem 3. ([NR07]) Let G = (Σ, N, P, S) be a boolean grammar that is lo-
cally stratified. Then, LG is independent of the choice of the canonical stratum
function.

6 Well-Founded Semantics

In this section we present the well-founded semantics of boolean grammars [KNR06].
The basic idea behind the well-founded semantics is that it is a three-valued ap-
proach: the membership of a string in the denotation of a non-terminal can not
be classified as just either true or false but also as unknown. This helps in the
cases of grammars that use negation in a problematic circular way (such as for
example the grammar S → ¬S). We therefore need to redefine many standard
notions from ordinary formal language theory:

Definition 17. Let Σ be a finite non-empty set of symbols. Then, a (three-
valued) language over Σ is a function from Σ∗ to the set

{
0, 1

2 , 1
}
.

Intuitively, given a three-valued language L and a string w over the alphabet of
L, there are three-cases: either w ∈ L (ie., L(w) = 1), or w 6∈ L (ie., L(w) = 0),
or finally, the membership of w in L is unclear (ie., L(w) = 1

2 ). The following
definition, which generalizes the familiar notion of concatenation of languages,
will be used in the following:

Definition 18. Let Σ be a finite set of symbols and let L1, . . . , Ln be (three-
valued) languages over Σ. We define the three-valued concatenation of the lan-
guages L1, . . . , Ln to be the language L such that:

L(w) = max
(w1,...,wn):
w=w1···wn

(
min

1≤i≤n
Li(wi)

)
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The concatenation of L1, . . . , Ln will be denoted by L1 ◦ · · · ◦ Ln.

We can now define the notion of interpretation of a given boolean grammar:

Definition 19. An interpretation I of a boolean grammar G = (Σ,N,P, S) is
a function I : N → (

Σ∗ → {
0, 1

2 , 1
})

.

An interpretation I can be recursively extended to apply to expressions that
appear as the right-hand sides of boolean grammar rules:

Definition 20. Let G = (Σ, N, P, S) be a boolean grammar and I be an inter-
pretation of G. Then I can be extended to become a truth valuation Î as follows:

– For the empty sequence ε and for all w ∈ Σ∗, it is Î(ε)(w) = 1 if w = ε and
0 otherwise.

– Let A ∈ N and w ∈ Σ∗. Then, Î(A)(w) = I(A)(w).
– Let a ∈ Σ be a terminal symbol. Then, for every w ∈ Σ∗, Î(a)(w) = 1 if

w = a and 0 otherwise.
– Let α = α1 · · ·αn, n ≥ 1, be a sequence in (Σ∪N)∗. Then, for every w ∈ Σ∗,

it is Î(α)(w) = (Î(α1) ◦ · · · ◦ Î(αn))(w).
– Let α ∈ (Σ ∪N)∗. Then, for every w ∈ Σ∗, Î(¬α)(w) = 1− Î(α)(w).
– Let l1, . . . , ln be literals. Then, for every w ∈ Σ∗, it is Î(l1& · · ·&ln)(w) =

min{Î(l1)(w), . . . , Î(ln)(w)}.
We are now in a position to define the notion of a model of a boolean grammar:

Definition 21. Let G = (Σ, N, P, S) be a boolean grammar and I an interpre-
tation of G. Then, I is a model of G if for every rule A → l1& · · ·&ln in P and
for every w ∈ Σ∗, it is Î(A)(w) ≥ Î(l1& · · ·&ln)(w).

In the definition of the well-founded model, two orderings on interpretations play
a crucial role (see for example [Prz89,PP90]). Given two interpretations, the first
ordering (usually called the standard ordering) compares their degree of truth:

Definition 22. Let G = (Σ, N, P, S) be a boolean grammar and I, J be two
interpretations of G. Then, we say that I ¹ J if for all A ∈ N and for all
w ∈ Σ∗, I(A)(w) ≤ J(A)(w).

Among the interpretations of a given boolean grammar, there is one which is
the least with respect to the ¹ ordering, namely the interpretation ⊥ which for
all A and all w, ⊥(A)(w) = 0. The second ordering (usually called the Fitting
ordering) compares the degree of information of two interpretations:

Definition 23. Let G = (Σ, N, P, S) be a boolean grammar and I, J be two
interpretations of G. Then, we say that I ¹F J if for all A ∈ N and for all
w ∈ Σ∗, if I(A)(w) = 0 then J(A)(w) = 0 and if I(A)(w) = 1 then J(A)(w) = 1.

Among the interpretations of a given boolean grammar, there is one which is
the least with respect to the ¹F ordering, namely the interpretation ⊥F which
for all A and all w, ⊥F (A)(w) = 1

2 .
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Given a set U of interpretations, we will write lub¹U (respectively lub¹F
U)

for the least upper bound of the members of U under the standard ordering
(respectively, the Fitting ordering). Formally:

(lub¹U)(A)(w) =





1, if there exists I ∈ U , I(A)(w) = 1
0, if for all I ∈ U , I(A)(w) = 0
1
2 , otherwise

(lub¹F
U)(A)(w) =





1, if there exists I ∈ U , I(A)(w) = 1
0, if there exists I ∈ U , I(A)(w) = 0
1
2 , otherwise

Notice now that lub¹F
U is not always well-defined. However, lub¹F

U is well-
defined if U is a directed set of interpretations, ie., if for every I1, I2 ∈ U there
exists J ∈ U such that I1 ¹F J and I2 ¹F J .

We can now define the well-founded semantics of boolean grammars. The
basic idea is that the intended model of the grammar is constructed in stages,
ie., there is a stratification process that is related to the levels of negation used
by the grammar. At each step of this process and for every nonterminal symbol,
the values of certain strings are computed and fixed (as either true or false); at
each new level, the values of more and more strings become fixed (and this is a
monotonic procedure in the sense that values of strings that have been fixed for a
given nonterminal in a previous stage, cannot be altered by the next stages). At
the end of all the stages, certain strings for certain nonterminals may have not
managed to get the status of either true or false (this will be due to circularities
through negation in the grammar). Such strings are classified as unknown (ie.,
1
2 ).

Consider the boolean grammar G. Then, for any interpretation J of G we
define the operator [ΘG]J : I → I on the set I of all 3-valued interpretations of
G. Notice that this operator is analogous to the ones that have been used in the
logic programming domain, but has some important differences from them. More
specifically, in [Prz89] two operators are used which produce two sets of atoms
corresponding to true and false conclusions of the program respectively. When
applied on arbitrary interpretations, these operators may produce inconsistent
sets of atoms. In [PP90], one operator is defined whose definition however is not
functional. These deficiencies are remedied by the following definition:

Definition 24. Let G = (Σ, N,P, S) be a boolean grammar, let I be the set of
all three-valued interpretations of G and let J ∈ I. The operator [ΘG]J : I → I
is defined as follows. For every I ∈ I, for all A ∈ N and for all w ∈ Σ∗:

1. [ΘG]J (I)(A)(w) = 1 if there exists a rule A → l1& · · ·&lr in P such that for
all positive li it is Î(li)(w) = 1 and for all negative li it is Ĵ(li)(w) = 1;

2. [ΘG]J (I)(A)(w) = 0 if for every rule A → l1& · · ·&lr in P , either there
exists a positive li such that Î(li)(w) = 0, or there exists a negative li such
that Ĵ(li)(w) = 0;

3. [ΘG]J (I)(A)(w) = 1
2 , otherwise.
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An important fact regarding the operator [ΘG]J is that it is monotonic with
respect to the ¹ ordering of interpretations. In addition, [ΘG]J has a unique
least fixed point:

Theorem 4. Let G = (Σ, N, P, S) be a boolean grammar and let J be an inter-
pretation of G. Define:

[ΘG]↑0J = ⊥
[ΘG]↑n+1

J = [ΘG]J ([ΘG]↑nJ )
[ΘG]↑ωJ = lub¹{[ΘG]↑nJ | n < ω}

Then, the sequence {[ΘG]nJ}n<ω is increasing with respect to ¹ and [ΘG]↑ωJ is
the unique least fixed point of the operator [ΘG]J with respect to ¹.

We will denote by ΩG(J) the least fixed point [ΘG]↑ωJ of [ΘG]J . Given a
grammar G, we can use the ΩG operator to construct a sequence of interpre-
tations whose least upper bound MG (with respect to ¹F ) will prove to be a
distinguished model of G.

Definition 25. Let G = (Σ,N,P, S) be a boolean grammar. Define:

MG,0 = ⊥F

MG,n+1 = ΩG(MG,n)
MG = lub¹F {MG,n | n < ω}

From the above definition, it is not immediately obvious that MG is well-defined
since, as we have remarked earlier, lub¹F is not always well-defined. However,
we can prove that the operator ΩG is monotonic with respect to ¹F and this
ensures that the sequence {MG,n}n<ω is increasing (which ensures that lub¹F

is
well-defined).

Theorem 5. Let G = (Σ, N, P, S) be a boolean grammar. Then, the sequence
{MG,n}n<ω is increasing with respect to the ¹F ordering of interpretations.
Moreover, MG is the least fixed point of the operator ΩG.

Using the above theorem, the following follows easily:

Theorem 6. Let G = (Σ, N, P, S) be a boolean grammar. Then, MG is a model
of G (which will be called the well-founded model of G).

Actually, it can be shown (following a similar reasoning as in [RW05]) that
the model MG is the least model of G according to a syntax-independent relation.

7 Conclusions and Future work

We have presented a survey of the existing approaches to the semantics of
boolean grammars. It appears that boolean grammars are closely connected to
logic programs and this relationship has been exploited in order to define new
concepts in the grammars domain. Since boolean grammars are much simpler
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than logic programs, certain notions that are undecidable in the case of logic pro-
grams are decidable (and even efficiently so) in the case of boolean grammars
(for example, local stratifiability).

One very interesting open problem is to establish the relationship between
the classes of languages defined by the various semantics. For example, is the
class of languages defined by the locally stratified semantics a superset of that
defined by the stratified semantics? Questions like this one do not appear to
have straightforward answers: a positive answer would imply a separation of the
boolean grammars from the conjunctive ones [Okh01], which is already an open
problem [Okh04]. Another interesing question is whether one can characterize
(syntactically) the broadest class of boolean grammars whose members have a
two-valued well-founded semantics.

Closing, we can say that boolean grammars is an extension of context-free
grammars whose semantics is much more sophisticated that the usual (derivation-
based) semantics of context-free grammars. In fact, the approaches we have pre-
sented in this survey follow what is usually termed a denotational semantics
while the simple derivation approach of context-free grammars is what is often
termed an operational semantics (see for example [Ten91]). We believe that one
can define much more sophisticated grammars than the existing ones, grammars
that use powerful constructs that resemble those encountered in programming
languages. These new grammars can then be assigned semantics using techniques
that have been developed in the programming languages theory domain. In con-
clusion, we believe that a further investigation of the connections between formal
language theory and the theory of programming languages semantics will prove
to be very rewarding.
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