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Abstract

The aim of this article is to propose an integrated framework for classifying and
describing patterns of disorders from medical images using a combination of im-
age registration, linear discriminant analysis and region-based ontologies. In a first
stage of this endeavour we are going to study and evaluate multivariate statistical
methodologies to identify the most discriminating hyperplane separating two pop-
ulations contained in the input data. This step has, as its major goal, the analysis
of all the data simultaneously rather than feature by feature. The second stage of
this work includes the development of an ontology whose aim is the assimilation
and exploration of the knowledge contained in the results of the previous statistical
methods. Automated knowledge discovery from images is the key motivation for
the methods to be investigated in this research. We argue that such investigation
provides a suitable framework for characterising the high complexity of MR images
in schizophrenia.
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1 Introduction

Schizophrenia is a mental disorder characterised by symptoms of psychosis
(e.g., delusions and hallucinations), apathy and social withdrawal, as well as
cognitive impairment [30]. Although the causes of schizophrenia are unknown,
both genetic [25] and environmental factors (including biological - e.g., pre-
natal infection and obstetric complications - and psychosocial factors) appear
to play a role in its etiology. However, these factors are obviously not suffi-
cient to the emergence of schizophrenia, probably exerting their effect in a
stress-vulnerability model of disease [31].

The established illness has been shown to be associated with structural and
functional brain abnormalities, mainly in prefrontal and temporal lobes, find-
ings largely due to recent advances in vivo Magnetic Resonance Imaging (MRI)
techniques [41]. However, none of the brain abnormalities found in schizophre-
nia are characteristic of the disease, and no neuroanatomical finding alone has
a diagnostic value for schizophrenia. It is conceivable that the abnormality
in brain development is not restricted to a determined brain structure, be-
ing rather diffuse, affecting the different brain structures simultaneously. In
an attempt to overcome these difficulties, in a previous study [21] we stud-
ied 12 Computed Tomography (CT) parameters in 30 schizophrenic patients
and 30 sex- and age-matched controls, and evaluated the data simultane-
ously through multidimensional scaling (MDS). MDS offers a graphic repre-
sentation in which subtle deviations in the different CT parameters can be
detected, independently of predetermined criteria for the definition of abnor-
malities. MDS distinguished 13 patients from the controls as having deviant
values in one or more CT parameters. Five of these patients were first-onset
schizophrenics. Our results suggest that the use of multidimensional tech-
niques may improve the sensitivity of neuroanatomical data to identify more
precisely schizophrenic patients and to provide information of the possible in-
fluence of the structural brain abnormalities upon the course and prognosis of
the disease.

The purpose of this paper is to investigate multidimensional techniques on neu-
roanatomical data through the application of multivariate statistical methods
to extract the most discriminant features from neuroimages of schizophrenic
patients. Further we discuss how these features could be assimilated into a
bio-ontology constructed over spatial regions, size constraints and a semantics
based on multiple standpoints.
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2 Related work

The increasing resolution of 3D anatomical and functional images nowadays
has allowed the visualisation of neuroanatomical structures of the human brain
with impressive detail. For example, the widely used method of MRI gives good
soft-tissue contrast with high resolution, that is, commonly less than 1mm [2].
However, depending on the neurodegenerative disorder and its progression,
neuroanatomical changes may be subtle, diffuse, or topologically complex to be
detected by simple visual inspection [2]. Thus, in the last years, a considerable
amount of effort has been devoted to the design of computational methods
for morphological analysis of the human brain. Traditionally, such analysis
of brain images has been based either on the definition of regions of interest
given some a priori hypothesis or on voxel-wise measurements with little prior
knowledge ([44,3]). In practice, these methodologies have shown yet limitations
in their ability to identify previously unexplored relationships between control
and patient populations.

In recent years, statistical pattern recognition methods have been proposed to
classify and analyse morphological and anatomical structures of MR images
between a reference group of images and the population under investigation
[23]. Most of these techniques work in high-dimensional spaces of particular
features such as shapes or statistical parametric maps and have overcome the
difficulty of dealing with the inherent high dimensionality of medical data by
analysing segmented structures individually or performing hypothesis tests on
each feature separately. As a consequence, changes that are relatively more
distributed and involve simultaneously several structures of the pattern of
interest might be difficult to detect, despite the possibility of some statistical
learning methods [23] of extracting multivariate differences between image
samples of patients and controls.

The principal motivation of this multivariate methodology is to analyse all
the data simultaneously rather than segmented versions separately or feature-
by-feature. This approach has been specially designed for extracting discrimi-
native information from high dimension, low sample size problems. Although
the multivariate statistical methods are capable of separating different classes
(or models) according to their discriminant components, they are not suitable
for addressing the qualitative aspects of these models. To cope with this issue
there is a need of an ontology rich enough to describe the evidences shown in
MRI images and general enough to allow consistent cross-fertilisation among
magnetic resonance images and other methods for assessing the state of a
brain with mental disorders (e.g. FMRI, EEG etc). In general, evidences of
brain diseases are noted in neuroimages as spatial regions that differ in their
spatial extent from the equivalent regions in the control group. This calls for
an ontology having spatial regions as the basic entities and that could ac-
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commodate a qualitative description of some attributes of the regions. The
formalisation of elementary spatial entities and their qualities is the goal of
qualitative spatial reasoning (QSR) [46,13].

One of the best known QSR theories, for instance, is the Region Connection
Calculus (RCC) [32,12,34], which is a first-order axiomatisation of space based
on regions and on the connectivity relation between spatial regions. The most
cited subclass of RCC relations (known as RCC-8) contains the following eight
jointly-exhausted pairwise-disjoint (JEPD) relations 2 : DC(x, y), which stands
for “region x is disconnected from region y”; EQ(x, y), for “x is equal to y”;
PO(x, y), for “x partially overlaps y”; EC(x, y), for “x is externally connected
with y”; TPP (x, y), for “x is a tangential proper part of y”; NTPP (x, y), for
“x is a non-tangential proper part of y”; TPPi/2 and NTPPi/2 are the
inverse relations of TPP/2 and NTPP/2 respectively. Other representations
of spatial knowledge include theories about shape [38,29,11], distance [26,5],
position [10] amongst others [13].

Further in this work we describe the Basic Inclusion Theory (BIT) [15], a
region-based spatial theory for formalising biomedical ontologies, and discuss
how it could be extended to cope with providing a formal description of the
neuroanatomical data within neuroimages. It is worth pointing out that one of
the purposes of BIT is to clear the spatial structure underlying the elements
of two ontologies for human anatomy, the FMA [35] and the GALEN [1].

The next section discusses a general multivariate statistical approach to iden-
tify and analyse the most discriminating hyperplane separating two popula-
tions.

3 Knowledge extraction: multivariate statistics

In the generic discrimination problem, where the training sample consists of
the class membership and observations for N patterns, the outcome of interest
fall into g classes and we wish to build a rule for predicting the class member-
ship of an observation based on n variables or features. However, statistical
discrimination methods are suitable not only for classification but also for
characterisation of differences between a reference group of patterns and the
population under investigation. For example, in clinical diagnosis we might
want to understand underlying causes of medical data by exploring the dis-

2 I.e., there is no relation between the domain objects that can not be described
by a combination of the JEPD set (meaning the set if jointly exhaustive) and no
relation in the JEPD set can be defined in terms of the remainder relations (meaning
the set is pairwise disjoint).
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criminating hyperplane found by a statistical classifier using image samples of
patients and controls.

Before we can analyse the MR images, we need to map all images into a
common atlas coordinate system. This pre-processing step, called spatial nor-
malisation or image registration, is essential because the construction of the
multivariate statistical model relies on anatomical correspondences when com-
paring patterns across subjects. There are a variety of registration techniques
that can be used to warp each image to a common reference or template
[9,36,40,47]. We have used a standard Statistical Parametric Mapping [19]
T1-MRI template [28], based on 152 health subjects from the Montreal Neu-
rological Institute, to spatially normalise the images. This procedure has essen-
tially two goals: (a) to reduce variability due to size, position and orientation
of the brain shape [36,49] and (b) to reduce variability due to differences in
the brain shape. Each registered image then forms a pattern of interest con-
sisting of n attributes or voxels which is then converted to an n-dimensional
feature vector. For this feature representation to make sense in classification
problems, we are making implicitly the assumption that two images that look
like one another correspond to two close points in the high dimensional image
space. I.e., the effectiveness of the extracting information techniques would be
determined by how well patterns from different classes can be separated.

The n-dimensional resulting images are then projected from the original vector
space to a lower dimensional space using the well-known Principal Component
Analysis (PCA) [20]. There are a number of reasons for using PCA to reduce
the dimensionality of the original images. PCA is a linear transformation that
is not only simple to compute and analytically tractable but also extracts a
set of features that is optimal with respect to representing the data back into
the original domain. Moreover, using PCA as an intermediate step will reduce
dramatically the computational and storage requirements for the subsequent
linear discriminant covariance-based method. Since in our application of in-
terest the number of training patterns N (or images) is much smaller than the
number of features n (for instance: voxels), it is possible to transform data
in a way that patterns occupy as compact regions in a lower dimensional fea-
ture space as possible with far fewer degrees of freedom to estimate. Although
much of the sample variability can be accounted for by a smaller number of
principal components, there is no guarantee that such additional dimensional-
ity reduction will not add artifacts on the images when mapped back into the
original image space. Since one of our main concerns here is to map the sub-
sequent classification results back to the image domain for further knowledge
assimilation, we must be certain that any modification on the images, such
as blurring or subtle differences, is not related to an incomplete or perhaps
misleading feature extraction intermediate procedure [49]. Therefore, in order
to reproduce the total variability of the samples, we have composed the PCA
transformation matrix by selecting all principal components with non-zero
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eigenvalues.

A Maximum uncertainty Linear Discriminant Analysis (MLDA) approach [53]
has been applied next to find the best linear discriminant features on that
PCA subspace. The primary purpose of LDA is to separate samples of distinct
groups by maximising their between-class separability while minimising their
within-class variability. It is well known, however, that the performance of the
standard LDA can be seriously degraded if there are only a limited number
of total training observations N compared to the dimension of the feature
space. Since the within-class scatter matrix Sw is a function of (N − g) or
less linearly independent vectors, where g is the number of groups, its rank
is (N − g) or less. Therefore in the current situation where the number of
training patterns is small with respect to the number of features, Sw might
be singular or unstable and the standard LDA cannot be used to perform the
task of the classification stage.

The main idea of the MLDA approach is to stabilise the within-class scatter
matrix Sw with a multiple of the identity matrix. It is based on the max-
imum entropy covariance selection method that Thomaz and Gillies [48,53]
have developed to improve classification performance on limited sample size
problems [48]. Since the estimation errors of the non-dominant or small eigen-
values are much greater than those of the dominant or large eigenvalues, the
MLDA’s algorithm expands the smaller (less informative) eigenvalues of Sw

and keeps most of its larger eigenvalues unchanged. It is a straightforward
method that overcomes both the singularity and instability of the within-class
scatter matrix when LDA is applied in limited sample and high dimensional
problems.

We can divide the design of the PCA+MLDA multivariate approach into two
main tasks: classification (training and test stages) and visual analysis. In the
classification task the principal components and the maximum uncertainty lin-
ear discriminant vector are generated. As illustrated in Figure 1, first a training
set is selected and the average image vector of all the training images is calcu-
lated and subtracted from each pre-processed image vector. Then the training
matrix composed of zero mean image vectors is used as input to compute
the PCA transformation matrix. The columns of this N ×m transformation
matrix are eigenvectors, not necessarily in eigenvalues descending order. Note
that we have retained all the PCA eigenvectors with non-zero eigenvalues.
The zero mean image vectors are projected on the principal components and
reduced to m-dimensional vectors representing the most expressive features
of each one of the pre-processed n-dimensional image vector. Afterwards, the
N × m data matrix is used as input to calculate the MLDA discriminant
eigenvector. Since we are assuming only two classes to separate, there is only
one MLDA discriminant eigenvector. The most discriminant feature of each
one of the m-dimensional vectors is obtained by multiplying the N ×m most
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expressive feature matrix by the m×1 MLDA linear discriminant eigenvector.
Thus, the initial pre-processed training set consisting of N measurements on
n variables, is reduced to a data set consisting of N measurements on only 1
most discriminant feature.

The other main task performed by this two-stage multivariate statistical ap-
proach, and used as input to the ontology described in Section 4, is to visually
analyse the most discriminant feature found by the maximum uncertainty
method. According to Figure 1, more specifically from right to left in its Vi-
sual Analysis frame, any point on the most discriminant feature space can
be converted to its corresponding n-dimensional image vector by simply: (1)
multiplying that particular point by the transpose of the linear discriminant
vector previously computed; (2) multiplying its m most expressive features by
the transpose of the principal components matrix; and (3) adding the aver-
age image calculated in the training stage to the n-dimensional image vector.
Therefore, assuming that the clouds of the classes follow a multidimensional
Gaussian distribution and applying limits to the variance of each cloud, such
as ±3 standard deviations of each group, we can move along this most dis-
criminant feature and map the result back into the image domain (as shown in
Figure 3). This mapping provides a sequence of images based on a statistical
interpretation of the classification experiments and might describe results that
are often not detectable [50].

3.1 Some results on Schizophrenia

To illustrate the performance of the knowledge extraction approach, we present
in this subsection some results on a MRI dataset that contains 44 patients with
schizophrenia and 26 healthy controls. All these images were acquired using
a 1.5T Philips Gyroscan S15-ACS MRI scanner (Philips Medical Systems,
Eindhoven, The Netherlands), including a series of contiguous 1.2mm thick
coronal images across the entire brain, using a T1-weighted fast field echo
sequence (TE = 9ms, TR = 30ms, flip angle 30o, field of view = 240mm, 256
x 256 matrix). All images were reviewed by a MR neuro-radiologist. Ethical
permission for this study was granted by the Ethics Committee of the Clinical
Hospital, University of Sao Paulo Medical School, Sao Paulo, Brazil.

As mentioned earlier, the one-dimensional vector found by the multivariate
statistical approach corresponds to a hyperplane on the original image space
which direction describes statistically the most discriminant differences be-
tween the control and patient images used for training. Figure 2 shows the
PCA+MLDA most discriminant hyperplane found by the multivariate sta-
tistical approach to describe the differences between the schizophrenia and
control samples. As can be seen, the schizophrenia and control sample groups
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Fig. 1. Design of the multivariate linear approach [49].

could be fairly approximated by Gaussian distributions and, applying limits
of ±3 standard deviations (sd) to the variance of each sample group, we can
move along this PCA+MLDA most discriminant feature and map the result
back into the image domain. The PCA+MLDA classification boundary (as-
suming equal prior probabilities and misclassification costs for both groups)
is illustrated by a continuous vertical line, and the mean of the schizophrenia
and control clouds as well as their limits of variation (±3sd whenever sensi-
ble) are displayed as asterisks on the most discriminant vector. In the scatter
plot, schizophrenia samples are coded with a cross whereas control samples
are coded with a circle. The vertical axis of the scatter plot is illustrative only
and represents the corresponding index of each sample in the data set.

The statistical differences between the control and schizophrenia MRI sam-
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Fig. 2. PCA+MLDA most discriminant hyperplane found by the multivariate sta-
tistical approach to describe the differences between the schizophrenia and control
samples. In the scatter plot, schizophrenia samples are coded with a cross whereas
control samples are coded with a circle. The vertical axis of the scatter plot is il-
lustrative only and represents the corresponding index of each sample in the data
set.

ples captured by the PCA+MLDA hyperplane are illustrated in Figure 3. It
shows the differences between the patient (on the top left) and control (on the
right bottom) images captured by the multivariate statistical classifier using
MR intensity features as inputs and all the spatially normalised samples for
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Fig. 3. Statistical differences between the schizophrenia (on top left) and control
patient (on bottom right) images captured by the multivariate knowledge extraction
approach.

training. These 14 images (from top left to bottom right) correspond to the
14 asterisks (from left to right) shown on Figure 2 projected back into the
image domain. We can interpret this mapping procedure as a way of defining
intensity changes that come from ”definitely schizophrenia” and ”definitely
control” samples captured by the knowledge extraction approach [49].

However, the output of the PCA + MLDA process are images to be interpreted
by a specialist. In the next section, we discuss some issues concerning the
development of an ontology for interpreting some qualitative aspects of such
images.

4 Knowledge assimilation

The multivariate statistical methods described in the previous section are
very powerful tools for discovering the most important discriminating features
between two sets of input images, however they are incapable of providing
a qualitative description of what these features represent within a certain
context. For instance, in [52,49], MLDA discovered a set of contraction and
expansion regions that best classified neuroimages of preterm from control
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groups of babies. However, a paediatrician was needed to point out which of
these findings were actual differentiating features between these two groups
and which were possibly originated from other sources (image artifacts for
instance). In this section we discuss ongoing research on how the specialist
knowledge could be formalised in an ontology whose purpose is to assimilate
facts from neuroimages.

In this work, the pre-existing domain of the ontology is the medical expert
knowledge connected to neuroimages of schizophrenia and its formalisation
should support the interpretation of brain images. In fact, this is the goal of
research on decision-support systems.

There are a number of decision support systems for schizophrenia reported
in the literature [45,6,18] all of them were based on formalising the symp-
tomatology of the disease [33]. The challenge here is to develop a knowledge
representation and reasoning system that incorporates (as elementary entities)
spatial regions in neuroimages that are known to be affected by mental disor-
ders. There are several reasons for pursuing a knowledge representation and
reasoning avenue in this research. First, we want to formalise the basic con-
cepts for an automated process of image interpretation that would facilitate
the medical assessment of the information contained in neuroimages. Second,
it is largely believed in the medical communities that the pathogenesis of
schizophrenia may rely on a myriad of factors, ranging from neuroanatomi-
cal and neurochemical abnormalities to genetic predisposition [27]. Defining a
common ontology underlying the research on the possible causes of this dis-
ease is essential in order to develop computer systems that process findings
from distinct fields.

The next section discusses some key ideas in the construction of as ontology
based on the spatial information contained in neuroimages.

4.1 A biomedical ontology for neuroimage

The images resulting from the multivariate statistical method (Figure 3) show
some of the most commonly found anatomical abnormalities in schizophrenic
patients, which include the following: an enlarged lateral and third ventricles,
a reduction in the volume of the cortex of the medial temporal lobe and in
the anterior portion of the hippocampus [27] (see [24] for a critical review of
the schizophrenia’s neuropathology).

In this section we describe the Basic Inclusion Theory (BIT) [15], a spatial
theory for formalising biomedical ontologies, and discuss how it could be ex-
tended to cope with providing a formal description of the neuroanatomical
abnormalities commonly found in MRI from schizophrenic individuals.
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The main reason for assuming BIT is the distinction that it makes from mere-
ological and location relations. Mereological relations are properties defined
in terms of parts and their respective wholes [8]. For instance, in a mereology
we could express formally that the fourth ventricle is part of the ventricular
system, but it would be a mistake to say that it is also part of the hind-
brain, although it is located within it. This is the reason why we need both,
mereological and location relations, as briefly described below.

Mereology

In the mereological part of BIT variables range on individuals of the domain
(in the present case, on distinct neuroanatomical structures).

Let P be a parthood relation, Axioms (1), (2) and (3) (representing, respec-
tively, the reflexivity, antisymmetry and transitivity of P ) constrain the mean-
ing of P .

P (x, x) (1)

P (x, y) ∧ P (y, x)→ x = y (2)

P (x, y) ∧ P (y, z)→ P (x, z) (3)

Formula (1) states that every individual x is proper part of itself; Formula
(2) states that if x is part of y, and vice-versa, then x and y are the same
individual. Finally, Formula (3) represents the fact that if x is part of y and
y is part of z, then x is part of z.

With the parthood relation two important relations can be defined: the proper
part relation PP (Formula (4)) and the overlap relation O (Formula (5)).

PP (x, y) ≡ P (x, y) ∧ x 6= y (4)

O(x, y) ≡ ∃z(P (z, x) ∧ P (z, y)) (5)

In other words, x is proper part of y if and only if x is part of y and x and y
are distinct individuals (cf. Formula (5)); similarly, x overlaps with y if there
is at least one z that is part of both x and y.
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PCoin(x,y)^ ~ O(x,y)
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y

x

x

y
x y

y

x y
PP(x,y)

~PCoin(x,y)

O(x,y)

LocIn(x,y)^ ~O(x,y)

Fig. 4. Basic Inclusion Theory relations.

Location

The distinction between mereological and location relations is accomplished by
defining location relations whose arguments are spatial regions that are unique
mappings from neuroanatomical structures to the distinct spatial regions they
occupy. Therefore, location relations can be defined from the mereological
relations using a region function r that maps each individual to its occupancy
region.

There are two basic location relations in BIT: the LocIn, standing for “object
x is located in object y” which holds if and only if the occupancy region of
x is part of the occupancy region of y” (cf. Formula (6)) and PCoin which
states that “objects x and y partially coincide”, which holds if and only if
their occupancy regions overlap (cf. Formula (7)).

LocIn(x, y) ≡ P (r(x), r(y)) (6)

PCoin(x, y) ≡ O(r(x), r(y)) (7)

The qualitative distinctions that the basic part of BIT makes (Axioms (1) –
(7)) are shown in Figure 4.

For the purposes of an example, we can express formally the facts below.

Let V S be the ventricular system, and V be the set: {lateral ventricles, third
ventricle, fourth ventricle, intraventricular foramina, cerebral acqueduct}, then
we can state that

∀pv ∈ V, PP (pv, V S),

13



and the following facts:

• the lateral ventricles LV are located within the cereberum C: LocIn(LV, C);
• the third ventricle TV is located within the diencefalon D: LocIn(TV, D);
• the fourth ventricle FV is located within the hindbrain HB: LocIn(FV, HB)

The BIT axioms imply a number of theorems that can be used to infer a large
amount of facts about biomedical ontologies [15]. Assertions about classes
of individuals, rather than about particular instances, are also feasible in an
extension of BIT that includes an instantiation relation linking a class to its
individual instances. Therefore, in this extended version of BIT, it is possible
to express (for instance) the spatial relation between the classes Ventricular
System and Cerebrospinal Fluid, as well as the spatial relation between the
individuals’s right and left lateral ventricles.

Therefore, BIT is a language expressive enough to describe neuroanatomical
facts, allowing automated reasoning about the part-whole relations between
structures in the brain. However, the full development of an ontology about
neuroanatomy warrants a paper in itself.

Although BIT is rich enough to express part-whole relations between anatom-
ical structures, the relative locations between distinct structures and the rel-
ative relations with respect to classes of individuals, it is not sufficiently ex-
pressive to represent the kinds of information needed to characterise MRI
data from schizophrenic patients. Take for instance the most evident findings
described at the beginning of this section:

• an enlarged lateral and third ventricles;
• a reduction in the volume of the cortex of the medial temporal lobe;
• a reduction in the volume of the anterior portion of the hippocampus.

These findings are related to changes in size of neuroanatomical structures,
which is an issue outside the expressibility capability of BIT. Therefore, the
underlying ontology has to be extended with a set of axioms representing the
size of spatial regions. The next section overviews some novel approaches to
combine part-whole relations with size constraints.

Combining size and mereo(topo)logy

Combining size with part-whole, as well as topological, relations has been the
interest of recent research [5,39,22], due to the potential applications of spatial
calculi capable of dealing with multiple modalities of spatial information. In
particular [39] combines the Region Connection Calculus (RCC) [32] with a
qualitative size relation to define the notions of spatial granularity (i.e. the
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definition of elementary spatial entities according to a context) and local spa-
tial context (meaning the portion of space under consideration in a reasoning
process). Similarly, [5] formalises qualitative distance relations (such as close-
to, near-to, away-from etc) from a mereological basis extended with a linear
order relation holding on the exact size of regions.

The work reported in [22] is an extensive study on the complexity of reason-
ing with combinations of mereotopological and size information. Taking into
account the integration of four classes of qualitative and metric size constrains
with the region connection calculus, [22] presents tractable subclasses of RCC
combined with size constraints. Although assuming both qualitative and met-
ric size information, for the purposes of the present article, we present below
a brief description of the metric size information investigated in that paper.

Let x and y be two spatial regions. Let also size(x) denote the exact size of
region x, ω be a positive real number and I an interval of real numbers (which
can be open, closed or semi-open). The following three size constraints are
considered in [22]:

• Metric size constraints (MS): size(x) R ω × size(y), where R ∈ {<,≤, =
, 6=,≥, >}
• Size difference constraint (SD): size(y)− size(x) ∈ I
• Domain size constraints (DS): size(x) ∈ I

The consistency of scenarios described using a combination of these constraints
with RCC is tractable for a subclass of RCC-8 that do not include the relation
partially overlap (PO). A proof for whether or not this result can be extended
to the combination of BIT with size constraints is is a task for future research.
The main interest here is on the expressibility of BIT+size constraints to
describe the spatial extent of neuroimage data from schizophrenic patients.
The next section discusses how the results from the multivariate statistical
methods presented in Section 3 can be described with the formalism described
above.

Some results on schizophrenia: lateral ventricles

Using the lateral ventricle as a case study, we now illustrate how the ontology
could be used to describe qualitatively the differences between the control and
schizophrenic patients, given the output of the multivariate statistical methods
discussed in Section 3.

From the neuroimages output by the multivariate statistical classifier (whose
axial cut is shown in Figure 3) we used a Canny edge detector algorithm
[7] allied with a background-foreground filter to extract the boundaries of
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(a) FIGURE 5A (b) FIGURE 5B

(c) FIGURE 5C

Fig. 5. Results of the image segmentation of the lateral ventricle from the axial cut.

the regions relative to the lateral ventricles (as shown in Figure 5(a)). This
segmentation provided the mask with which it was possible to retrieve the
ventricle area (using an inverse pixel selection method, Figure 5(b)), that was
measured by counting the number of inversed pixels in the selected area. Figure
5(c) shows a graph representing the results of such measurements, where the
horizontal axis represents the image ordering as output by the multivariate
statistical methods 3 , and the vertical axis represents the ratio of change in
area, taking the greatest area (that of the “definitely patient”) as a reference.
Figures 6(c) and 7(c) depict, respectively, the ventricle areas of the coronal
and sagittal cuts relative to the same data items.

The graphs in Figures 5(c), 6(c) and 7(c) show a linear decreasing in the size
of the lateral ventricles when they are ordered as output by the multivariate
knowledge extraction approach (cf. Figure 3). We can now use these results
to make a statement in the ontology characterising, thus, the control and
schizophrenia cases according to the ratios in the vertical axes of the graphs,
the hyperplane separating both groups (shown in Figure 2) and the idea of
metric size constraints (presented above).

3 I.e. index 1 corresponds to the top-left most image shown in Figure 3 (“definitely
patient”) following, in order, to the index 14, that corresponds to the bottom-right
most image (“definitely control”).
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(a) FIGURE 6A (b) FIGURE 6B

(c) FIGURE 6C

Fig. 6. Results of the image segmentation of the lateral ventricle from the coronal
cut.

Let S be a region representing a lateral ventricle and R a constant represent-
ing the size of the largest ventricle in the dataset. In the results presented in
Section 3 R is the area of the ventricle in the top-left most brain picture in
Figure 3 (or the leftmost asterisk in Figure 2). Let’s also use the image corre-
sponding to the hyperplane separating schizophrenic patients from individuals
in the control group (in Figure 2) as a reference that provides a threshold on
the ventricle areas between these groups. This reference image is shown inside
a black box in Figure 3 and has ventricle areas indexed by the number 8 in
the horizontal axes in Figures 5(c), 6(c) and 7(c), and whose size ratios are,
respectively, w1 = 0.92, w2 = 0.89 and w3 = 0.88.

We can now use the metric size constraint to assimilate these results in the
ontology by characterising the lateral ventricles S of a schizophrenic patient
as having

(1) size axial cut(S)/R ≥ w1;
(2) size coronal cut(S)/R ≥ w2;
(3) size sagittal cut(S)/R ≥ w3;

where size axial cut(S), size coronal cut(S) and size sagittal cut(S) are func-
tions that map a particular ventricle S to the area occupied by its axial, coronal
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(a) FIGURE 7A (b) FIGURE 7B

(c) FIGURE 7C

Fig. 7. Results of the image segmentation of the lateral ventricle from the sagittal
cut.

and sagittal cuts, respectively.

The lateral ventricle S belonging to the control group could then be charac-
terised by

(1) size axial cut(S)/R < w1:
(2) size coronal cut(S)/R < w2:
(3) size sagittal cut(S)/R < w3:

The constants w1, w2 and w3 are context-dependent thresholds as they are
defined for the particular data set assumed in this work and the hypotheses
of equal prior probabilities and misclassification costs for the schizophrenia
and control groups (as mentioned in Section 3). Moreover, in the exercise of
medicine the practitioner may want to tweak the hyperplane (generating a
new set of thresholds) depending on his diagnosis standpoint.

In fact, distinct sets of values for the thresholds may result in distinct (some-
times incompatible) definitions of these groups. It is desirable to view such
variations as standpoints on the vagueness inherent in classifying patients and
non-patients. The supervaluation semantics [17] may be used to provide a
formal treatment for standpoints on the ontology.
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Supervaluation semantics views a vague language as a set of distinct pre-
cise versions of itself. Each of these versions is called a precisification of the
language. Formally, each precisification p is identified with a particular in-
terpretation Ip of the language. A supervaluation model is defined as a set
of precisifications. Therefore, given a supervaluation model Υ we can talk
about propositions that are unequivocally true (i.e. are true in every inter-
pretation Ip ∈ Υ) and propositions that are in some sense true (i.e. are true
in some interpretation Ip ∈ Υ). For instance, it is unequivocally true that the
lateral ventricles are part of the ventricular system but it is in some sense
true that the thresholds w1, w2 and w3 characterise the distinction between
patient and control groups. Therefore, various distinct classifications discrimi-
nating control and patients may coexist as distinct precisifications of the same
concept. In fact, the apparatus of supervaluation semantics allows for logical
relationships between vague concepts to be represented by quantifying over
the (possibly infinite) space of precisifications [4,37], as well as providing the
machinery to make reliable inferences involving vague concepts. This ability
to derive the reliable consequences of vague knowledge is the main advantage
of supervaluation semantics over fuzzy logic [16].

In this section we have presented and illustrated the main elements of an
ontology to assimilate knowledge from neuroimages. The full accomplishment
of this project, however, is our long-term goal.

5 Discussion

This work proposes an integrated framework for classifying and interpreting
patterns of the schizophrenia disorder from 3D MR images using a combi-
nation of knowledge extraction and assimilation methods. In the following
paragraphs, we discuss some points that have emerged from this study which
might be relevant in other similar investigations.

It is important to remark that the construction of the multivariate statistical
model (PCA+MLDA) for knowledge extraction relies on the quality of the
inter-subject correspondences calculated by either affine or non-rigid registra-
tion algorithms. In other words, when we use PCA as a feature extraction
technique we must have in mind that PCA outputs projection directions that
maximise the total scatter composed of all images of all classes. As a conse-
quence, when we retain all the PCA eigenvectors and choose such projection
without any previous alignment of the images, PCA might describe unwanted
variations inherent to any image acquisition process, such as differences in
rotation, translation, scaling, and shape [49]. Therefore, in order to minimise
those variations that are not necessarily related to anatomical differences be-
tween the images, and transform data in a way that the images belonging to
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distinct classes occupy as compact and disjoint regions in a lower dimensional
feature space as possible, the spatial normalisation of the images provided by
the image registration algorithms is a fundamental pre-processing stage for
the success of the multivariate statistical model [49].

We seek the assimilation results from the multivariate statistical methods in
order to serve two purposes: on one hand to provide a precise conceptual de-
scription of the domain; and on the other hand, to serve as a lingua franca for
automatically combining different sources of data from the same individual. In
a broader sense, these are the goals of the modern investigation on ontology,
particularly on biomedical ontologies [43,42]. Assuming an ontology based on
spatial regions and size constraints, Section 4 shows how to formally express,
not only neuroanatomical facts, but also the changes in sizes of particular
neuroanatomical structures that were picked out by the knowledge extraction
process discussed in Section 3. Changes in size were obtained applying image
segmentation methods that allowed the individualisation of the region to be
described. However, the results obtained are not absolute as they depend, for
instance, on the image segmentation methods used and on the initial hypothe-
ses about the probability distribution of the data items (which changes the
position of the hyperplane, cf. Section 3). We see this context dependency of
the results as distinct standpoints about the same dataset. Distinct stand-
points are modelled in this work as distinct precisifications of the ontology.
Therefore, the formalism proposed is capable of handling multiple versions
of the object domain. This characteristics allows for the combination of vari-
ous sources of data about schizophrenia, providing a complete picture of the
disease, which may be crucial for the complete understanding of its causes.

Future research directions

The first part of this article (Section 3) extended a general multivariate linear
framework [49] to extract statistical differences of 3D MR brain images of adult
subjects suffering from schizophrenia compared to a healthy control group.
Although the multivariate linear approach has been demonstrated in two-class
problems, it is extensible to several classes. Since the brain changes found in
schizophrenia are not exclusively characteristic of this disease, a multi-class
analysis involving a number of brain disorders and controls could provide a
comprehensive understanding of abnormalities in brain development.

The second part of this article (Section 4) delineated some aspects in the
development of a bio-ontology about neuroimages. Subject of our current in-
vestigations are the complete description of neuroanatomy using BIT and the
further assimilation of other findings about schizophrenia from neuroimages,
such as the change in size of the hippocampus, amongst others [24]. Likewise,
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the change in standpoint (ruled by the supervaluation semantics) shall lead
also to fruitful results when reasoning about multiple (distinct) datasets and
classification premises.

Subject of future work is also the investigation of theories capable of repre-
senting the shapes of brain regions and what changes they may suffer under
psychiatric diseases such as schizophrenia. A rigorous treatment of shapes,
however, is one of the most elusive issues in Qualitative Spatial Reasoning
[13] and Computer Vision [14], and has not yet started in a bio-ontology con-
text. The concept of continuity between distinct brain structures is also a
notion still to be introduced in the ontological framework presented in this
article.

6 Concluding remarks

This article discussed our current research on methods for knowledge extrac-
tion and assimilation applied to the problem of finding discriminative features
and rules that characterise schizophrenia from neuroimages.

In the present work, we discussed the main issues involving the construction
of a novel integrated framework for classifying and analysing patterns of dis-
orders from medical images using a combination of image registration, multi-
variate statistics, and knowledge-based formalisms. Our first goal is to analyse
all the data simultaneously rather than assuming a priory regions of interest.
In a first stage, multivariate statistical methodologies (here materialised as a
joint PCA+MLDA approach) are proposed to identify the most discriminat-
ing hyperplane separating two populations contained in the input data. We
discussed some previous results indicating the capability of this methodology
for the classification of neuroimages ([51,52,49]). In a second stage, this work
is inspired by novel results on the development of bio-ontologies ([15]) and
proposes, as a challenge to this field, the automatic extraction of qualitative
descriptions of the outputs from the multivariate statistical approach in order
to provide a clear, high-level, description of the classes discriminated by this
approach.
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