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Abstract. Knowledge Update (respectively Erasure) and Forgetting are two very
different concepts, with very different underlying motivation. Bothk &ols for
knowledge management; however while the former is meant for accaolating

new knowledge into a knowledge corpus, the latter is meant for modifyiimg —
fact reducing the expressivity — of the underlying language. In thispap show

that there is an intimate connection between these two concepts: a particoiar f
of knowledge update and literal forgetting are inter-definable. Thisecion is
exploited to enhance both our understanding of update as well as foggiettin
this paper.

Keywords. Knowledge Update, Erasure, Forgetting, Dalal Distance, Winslett

Distance.
Knowledge management involves removal of dated informat®owell as incorporation
of new information. Relevant literature provides manyefiént approaches to accom-
plishing this tasks, including belief change (revision andtraction) 2,3], knowledge
update (update and erasurd), pelief merging p,6] and forgetting (forgetting and re-
membering) 7,8,9]. While these are related but different concepts, there iruaial
difference between the first three on one hand and forgettinipe other. The former
three manipulate knowledge — they deal with the stuff deekmedvn; the beliefs. For-
getting on the other hand manipulates the language in whiokvledge is expressed.
Consider erasure and forgetting, for instance. We may diaethe difference between
them as follows: while belief erasure purports to answergtiestion “What should |
believe if | can no longer support the belief that the coolekiilCock Robin?”, forget-
ting purports to answer the question “What should | belie¥éliing was a concept not
afforded in my language?”.

On the face of it, it would appear that forgetting on the onechand belief change

(or update) on the other are completely different concegptd,the relation, if any, be-
tween the language manipulating function forgetting amda@lief manipulating func-
tions such as belief change and belief update, would be atsnone. The difference

9 This work is an extention of results published i |
“It's a case of Relational forgetting, of which, literal forgetting that we wiltykety deal with in
this paper is a special case — propositionslaagy relations.

Dagstuhl Seminar Proceedings 07351
Formal Models of Belief Change in Rational Agents
http://drops.dagstuhl.de/opus/volltexte/2007/1213


https://core.ac.uk/display/62912882?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

2 A. C. Nayak, Y. Chen, F. Lin

becomes very explicit from the way these functions are cootd. In a certain sense,
the result of forgetting a primitive relation (includir@gary relations or atomic sen-
tences) is computed by projecting the original knowledgpuse into a less expressive
language, one in which the relation in question has beerirediied. On the other hand,
the result of discarding a belief is computed by removingaékef in question as well
as a judicious selection of its supporting beliefs — a preéeswhich, an extra-logical
choice mechanism (such as a distance function between sisébpoworlds or entrench-
ment relation among beliefs) is utilised. Perhaps sumglyj it turns out that belief up-
date (respectively erasure) and forgetting, in a qualifiag, \are inter-translatable. This
paper focuses on this inter-translatability as its certtraine, and explores the ways
known results about belief manipulators and language roéatiqrs can compliment
each other.

We initially restrict out attention to belief update andib&érasure, based on Ham-
ming Distance (or Dalal measure}(] between worlds on the one hand, and literal
forgetting as applied to a finite representation of the kedlge base on the othed]|
Afterwards, we show that the results hold for more generstbdice measures includ-
ing Winslett measurel[l]. We believe this connection will have bearing upon many
interesting related issues, including:

1. In the forgetting literature, the knowledge corpus isnatiily represented as a first
order theory. Forgetting in the context of propositionadty is largely of deriva-
tive interest. On the other hand, the literature on beliefiimaating functions pri-
marily assumes a propositional language. Given the iatestatibility between for-
getting and updating (erasure) at propositional level,warextrapolate an inter-
esting account of first-order knowledge corpus update?

2. Assume that we have an account of first order knowledge Ugad&ting. Now, in
the caes of forgetting, we have literal forgetting as welkelational forgetting.
One would naturally try to accordingly extend the accounajpdate to relational
update. Is it meaningful to talk of relational update (ere¥u If, then what sort of
relational update do we get?

3. In case of update, the new information that one wants toraowdate, or the old
information that needs to be discarded, can be any sent®nctie other hand, in
case of forgetting, the stuff to be forgotten is an atomidesece or a relation. Can
we meaningfully talk of forgetting any arbitrary formulaf?sb, how should it be
done.

In the next section, we provide the background materialebtisn 2, we establish
the promised inter-translatability, modulo Dalal distantn section 3 we show that
such results hold for more general distance measureslyFimalconclude with a short
discussion and summary.

1 Background

Belief manipulation such as updating and erasing, as wekhmguage manipulation
such as forgetting involve representation of an agentseatistock of beliefs in a spec-
ified language as well as a manipulator operator. In this@egte detail crucial parts
of the notation used, as well as how the notions of updatsuezaand forgetting are
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formally captured. We adopt a few other conventions thahat@xplicated here due to
lack of space, but we hope they will be obvious from the cantex

1.1 Notation

We shall consider a framework based on a finitary propostitanguageC, over a set
of atoms, or propositional letters| = {a, b, ¢, ...}, and truth-functional connectives
-, A\, V, —, and«. L also includes the truth-functional constarntand L. To clarify
the presentation we shall use the following notational eations. Upper-case Roman
characters 4, B,...) denote sets of sentences n Lower-case Roman characters
(a, b,...) denote arbitrary sentencesof

An interpretationof £ is a function from4 to {T', F'}; {2 is the set of interpretations
of £. A modelof a sentence: is an interpretation that makestrue, according to the
usual definition of truth. A model can be equated with its de{jrset of literals, or
alternatively, with the correspondiriguth-vector . [z].. denotes the set of models of
sentence: over any languagg€’, while by [x] we will denote|x] . For interpretatiom
we writew =« for z is true inw. Forz € £, we will defineL(x), the sub-language of
L in which x is expressed, as comprising the minimum set of atoms redjtorexpress
, as follows, where:! is the result of substituting atomeverywhere fop in z:

Lx)={pe Alah £l }U{T, L}

This set of atoms is unique. Thu¥p A (¢ V —q)) = L(p) = {p, T, L}. This can be
extended to sets of sentences in the obvious way. It followisily that if = = < y
thenL(z) = L(y). Also note that if= x thenL(z) = {T, L}.

By a theory or belief set we will mean a subsetthat is closed undet'n. We
denote the set of all theories 1. Since £ is finitary, any theoryl' can be repre-
sented by a finite séf’ C £ such thatCn(7") = T, and consequently by a single
sentence/\, ., =;. Traditionally, in the case of knowledge update, erasuckfan
getting, a belief corpus is represented by a single sentevivere as in accounts of
belief change, knowledge corpus is represented as a tHaotly.update and erasures
are defined as functions, © : £ x £ — £ where as forgetting is defined as a function
®: LxA— L. Thus, for instance; & e andk & e are respectively the sentences
representing the update and erasure of sentefroen the knowledge base represented
by sentencé. On the other hand; ® a is the theory that results from forgetting atom
a from knowledgek.

1.2 Update and Erasure

Let <, for any worldw be a preorder (reflexive and transitive relation) oethat is
faithful with respect tav, ie., for everyw’ € 2, we have botlw <, v’ and ifw’ <, w
thenw = ’. If, in addition, either,’ <, w” orw” <, &', for every paiw’,w”, then
it is atotal preorder. Byw; <., wo wWe intuitively mean thab, is at least as similar to
asw; is. As usual, the strict part &f , is denoted by, This relation compares worlds
with respect to their similarity or proximity te. By v’ ~,, w" we will denote that’
andw’” are not comparable undet,; and byw’ =, w” we will understand that both
W <, w”andw” <, w’'. Given a setd of worlds, bymin< ,(A) we denote the set
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{w' e A|w" £, ' foranyw” € A} of worlds in A that are closest or most similar
tow.

Definition 1 (Update). [k ® €] = U, ¢ min< o([e])

Intuitively, when we learn that has been effected, with respect to each world allowed
by our current knowledge, we compute what the scenario woellifle was effected in
that world; and collating all those worlds results in the misdf our updated knowl-
edge. Obtaining a knowledge baserom these models is not difficult.

Definition 2 (from Update to Erasure). The erasure operation is defined by reduction
to update using the Harper Identity.c e = k V (k ® —e)

Alternatively, Erasure can be directly defined, and updatele defined from erasure
using the Levi Identity.

Definition 3 (Erasure). Erasure can be directly defined as:
ke el =k U Uyep mins w((-e))

Definition 4 (from Erasure to Update). k ¢ e = (k© —e) A e

The definitions we have provided of Update and Erasure argticative. Alternatively
these operations can be defined as those (with appropriatatsie) that satisfy the
respective rationality postulates of update and erasure.pbstulates can be found in
(4.

It is easily noticed thatk @ e] C [e], equivalentlyk @ e F e, i.e., a successful
update by a sentenedeads toe being believed. Furthermore, since we assume that a
world closer it itself than any other world, and the worldgdhthat are<,,-minimal
with respect tanyworld w in [k] constitutelk @ €], itis clear thatfk] N [e] C [k & €.
Since[k] = ([k]N[e])U([k]N[—e]), we get the following as an immediate consequence:

Observation 1 [k] C ([k @ e] U [k & —e]) whereforek F (k @ e) V (k @ —e).

Now, it follows from Definition2 that(k ©¢) vV (k© —e) = kV (kD e) V (k B —e).
However, as we just noticed,;- (k @ e) V (k @ —e). This leads to:

Observation2 (k@ e)V (ke —e) = (kse) V (ko —e).

We will call (k@ e) v (k @ —e) the symmetric updateand (k © e) V (k © —e) the
symmetric erasuteof k by e. ® Thus Observatior2 shows the equivalence between
symmetric update and symmetric erasure.

5 Our terminology is somewhat at variance with that used by Katsuno amdéfteon 4] who
refer to(k @ e) V (k & —e) as the symmetric erasure ©from k, and mention that Winslett,
in an unpublished manuscript, calls it the forgetting: éfom .
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1.3 Literal Forgetting

Forgetting, as we mentioned earlier, is more about langusagpulation than about
belief manipulation. While belief erasure (say #yinvolves traversing to a judicious
belief state where is not believed (while allowing the possibility efe still believed),
forgetting of e involves moving to a state where no information regardinig still
retained. Forgetting has a clear meaning whanthe above case is an atomic sentence
— forgetting of an atona means moving to a state where neitharor —a is believed.
Hence it is often calletiteral forgetting

Let us look at forgetting from an information theoretic goirfi view. We are con-
sidering the forgetting of atom from knowledge basg. For an interpretatiow of £,
we will call w’ the a-dual ofw if it differs from w exactly on the truth assignmentdo
For instance, if the first bitin = 1011 is the assignment te, then thez-dual ofw is
0011. A belief basek has information regarding atomjust in casgk] contains some
interpretationv but not itsa-dual.

Definition 5 (a-dual closure).Given a set of interpretationd and atomic sentence
A is closed undeu-dual iff thea-dual of every interpretation € A is also inA.

Clearly, if A is closed under-dual, then it contains no information regarding atom
a. Furthermore, ifA is closed under-dual for every atomu € A, then A has no
information at all. Since forgetting by from & is meant to removing all information
pertaining toa from k, it suggests the operation of closing the set of interpietatk]
undera-dualship. Accordingly we define the dual closure operagipn2? x A — 2

as follows:

Definition 6 (dual-closure operation). Given a set of interpretationgl C (2 and
atomic sentence € A, the dual-closuré(A, a) of A undera is the smallest subset
of 2 that includesA and is closed undet-dual. In other wordsiy(A, a) = A’ C 2
such that (1)A C 4/, (2) 4’ is closed undew-dual, and (3) if anyA” such that
A C A" C Ais closed undec-dual, thend’ = A”,

This definition ofl4 is non-constructive. It also presumes thHtA, ) is unique. Theo-
rem1 below guides its construction, and justifies the presumptiaquestion. We need
one more definition before producing this result.

Definition 7 (Model Counterparts). For languageL C L, by[S].;, we denote the set
of “model counterparts” ofS in (2. It can be represented as the set of interpretations
we In 27, that are sub-model of some interpretation or other, € [S] as: {ws €

2 | Jure[s)w2 € wi. Alternatively, it is the set of interpretations f@ that are super
models of any such mode} in 21, {w € 2] 3, (5], wyen w2 € w1 andw; C w}.

Example 1.Consider for examplel = {a,b,c}, L = L({b,c}) andS = {a < b}.
Now, [S] = {11x,00x}, and its submodels ife;, are{—xx} = 21.° Alternatively, the
desired set igx x x} = (2.

% From here onwards we useto indicate atoms with “wild” truth-values, and to indicate
location of “non-applicable atoms” by a given interpretation.
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Theorem 1. 7 Given a set of interpretationd C 2, an atomic sentence € A and
a sentencel such that/d] = A (a canonical construction of in DNF® can be easily
carried out taking the composition af as a guide)lH(4, a) = [d]o, (a\{a})-

We introduced the concept of dual-closure being motivateaib intuitive notion of
literal forgetting. Now we are in a position to offer a semaulefinition of literal for-
getting.

Definition 8 (Semantics of literal forgetting). The forgetting operation : £ x A — L
should be such thdt(k, a)] = (K], a).

The following example illustrates that this definition aagts the semantic intuition
behind forgetting. It also substantiates our generic clairthe introductory note that
forgetting is more about language manipulation than abeli¢fomanipulation.

Example 2.Let A = {a,b,c} andk = (aA-b)Ve. Thus[k] = {001,101,100,111,011}.
We tabulate two distinct but equivalent constructions@fk, a)] in accordance with
the two definitions ofS];, . In some truth vectors—’ is used to indicate the absence
of relevant atoms.

(K] [©1(k; @)]  [©2(k; a)]
001 —01 001
101 101
100 —00 100
000
111 -11 111
011 011

Thus®,(k, a) can be expressed agb A —c) where as®»(k, a) can be expressed
as—(a AbA-c) A=(-a AbA —c). While the latter is expressed iy the former is
couched in a language devoid of the atanNonetheless, both are equivalent, and are
equivalent tab — ¢) as expected.

Now that the semantics of forgetting is in place, we consit$esyntactic characterisa-
tion. For this purpose, we borrow the definition of forgegtinom [9].

Definition 9 (Syntactic representation of literal forgetting). For any formulaz and
atoma, denote byr|;., the result of replacing every occurrencein « by T, and
by z|o., the result of replacing every occurrencewin = by L. Forgetting an atonu
from a knowledge base represented as sentkiigdefined ask ©a = k|1 o VE|o—a-

Continuing with the Examplg, we find thato((a A =b) V¢, a) = ((T A-b)Ve) V
((LA=b)Ve) = =bVe = (b— ¢) matching the result from semantic analysis. The
following result shows that this match is not due to a luckgickh of example.

" Proofs of results provided in this paper can be obtained from the firsedaauthor upon
request.

8 A formula in DisjunctiveNormal Form is a disjunction of conjunctive clauses, whereoa-
junctive clauseés a conjunction of literals.
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Theorem 2. For any sentencé € £, atoma € A and worldw € (2, it holds that
w € [®(k, a)] (as defined in Definitiod) if and only ifw € Y([k], a).

The Definition9 also makes it clear thab is very syntax-sensitive. Consider for in-
stance four knowledge bases that are equivalent when adivjely interpretedB; =
{a, b}, By = {a ANb}, B3 = {a — b, aV b}, andB, = {a, —a V b}, and we
are to forget. If we were to understand forgetting from a set as piece-faggetting
from the member-formulas in the set, then we get as re®lt= {T, b}, B, = {b},
B; = {T} and B; = {T}. This explains why we represent the knowledge base as
a single sentence. If, however, piece-meal processingsisatide, it can be done by
representing the knowledge base as a set of conjunctioteddls, disjunctively inter-
preted (corresponding to DNF), and process the set-menmmévidually. This would
closely correspond the semantic account given in Exar2ple contrast, if a base is
represented as a set of clauses, it will give the wrong ressiin the case aB4 above.

2 Update, Erasure and Forgetting — Dalal connection

We have noticed that update and erasure are belief manimulaperations whereas
forgetting is a language manipulating operation. Nonetfsl it is clear that both in
case of erasure and forgetting, beliefs are lost. We nowoespthether, and if so, how
they can be inter-defined.

The first obstacle to this is the fact that where as in caseaxfuee, a particular
relational measure is assumed to exist of&rno such measure is assumed in case
of forgetting. Inter-translatability between these twacepts therefore will therefore
push us to either impose such a external measurE and accordingly generalize the
definition of forgetting, or restrict us to measuresioithat are implicitly given by the
knowledge basé itself and look at more restricted forms of erasure. LangMadqis
[7] choose the former option. In this paper we choose the |dttes brings us to specific
approaches to erasure (and updating) — in particular oresllmsHamming Distance —
between interpretations.

2.1 A Concrete Update Operator via Hamming-Distance

Belief update operators presume a preorder over intetpesa as do belief revision
operators. Two such classes preorders have drawn muchi@tténom the researchers
in the area, one based on the Hamming Distance between #ha&f fisdrals representing
two interpretations, and the other based on the symmeffereince between them. The
former was introduced for belief update by Forbag][ and by Dalal LO] for belief
revision. On the other hand, Winsleft]] introduced the latter for belief update, and
Satoh [L3] for belief revision. Here we restrict our attention to upakaonly, and that
too based on Hamming Distance. As popularly called in the,aiefer to Hamming
distance as “Dalal Distance”.

Definition 10 (Dalal Distance).Givenw, v’ € {2, for some language, the Dalal
Distancedistp(w, w') betweenv andw’ is the number of atoms that they assign dif-
ferent valuesdistp(w, w') = |[{a € Atoms(L) |w E aiff o' —a}].
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Thus,distp(101, 001) = 1, distp (101, 011) = 2, anddistp(101, 110) = 2.

Definition 11 (Dalal Preorder <”). Given three interpretations, «’ andw” € (2,
for some language, ' <P " iff distp(w, w') < distp(w, w").

Thus, we geb01 <B); 011, 001 <%, 110,and011 =%, 110. Itis easily verified
that Given a language and a worldw € 21, the Dalal Preordex? is a faithful,
total preorder over?;,. The definitions of update and erasure we provided earksr (s
Definitions1 — 4) directly or indirectly employ a preorder. We can thus abtgpecific
update and erasure operators simply by plugging in DalaVdingdlett preorders.

Definition 12 (Dalal Update and Dalal Erasure).By @” ando” we will denote the
Dalal Update and Erase operations obtained by plugging i Eralal Preorder in the
definitions of Update and Erasure provided in Definitidnand 2 (or alternatively in
Definitions3 and4).

Example 3.Let A = {a,b,c} andk = (a A —b) V ¢ as in Example. Thus[k] =
{001,101,100,111,011} and[a] = {100,101,110,111}. We consider updates and
erasures of by a. We need to compute),, ) min<.([a]) for update and
Usepr min<.([-a]) for erasure with respect tg”. Since <" is faithful, for any
sentence,

U min<o(lel) = (Knfehu |J  minco(fe).
welk] we(k]\[e])

In the table below, the first two columns give thg-ordering offa] for w € ([k] \ [a]),
and the last three columns give tkg,-ordering of[—a] for w € ([k] \ [-a]). The
comma’s are to be interpretedas . The minimal elements of interest are in bold face.

[a]SODOl [a]SODll [ﬂa]f?oo [—|a]§]1301 [ﬁa]SPn
110 100 011 010 000
100,111 101,110 001,010 000,011 001,010
101 111 000 001 011

Accordingly we get:

[k ®P a] = {100,101,111} and[k ©P a] = {001,011,100,101,111,000},
whereby,(k ®” a) = a A (b — ¢) and(k ©P a) = b — c. Furthermore, using
Definitions2 and4 (or going through semantics again) we can also show(that”
—a) = -aA(b—c)and(kcP —a) = (aA-b)Vc=k.

2.2 Updating, Erasing and Forgetting — Literally

We discussed updating and erasing with Dalal and Winsletirders so that these ac-
counts of belief manipulation and the account of languageipudation via forgetting
are on the same footing, with the hope that we can easily expl® connection be-
tween them. Since the account of forgetting involves fdnggtof literals, we will also
assume in this section that the update and erase in questidinose by literals. Hence
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itis prudent to start with exploring the connection betwterm, and later on to convert
that connection with respect to updates.

Now, both forgetting and erase are operationsrraiveanformation. In fact, while
erase removes some information involving the sentenéergetting removesll infor-
mation regarding the atom— it semantically removes itself. Hence it would appear
that perhaps forgetting af would involve erasure of bott and—a. The following re-
sult shows that it indeed is the case — forgetting of atomdeed results in that part of
the knowledge that is left untouched by both erasurearid erasure ofiac under Dalal
Preorder!

Theorem 3 (Dalal Erasure to Forget).Givenk a knowledge basé; © a = (k&P
a) V (k &P —a) for every atomu.

Appealing to Observatio and Theorem8, we right away obtain:

Corollary 1 (Dalal Update to Forget). k ®a = (k @ a) v (k @ —a) for any
knowledge basg and any atom.

Putting the results Theoremsand Corollaryl we obtain:

Theorem 4 (Dalal Update/Erasure to Forget).For any knowledge bask and any
atoma, the formulak © « is equivalent to each of the following two formulas:

1. (koPa)V (k@ —a)

2. (kePa)Vv (kP —a)
Theorem4 shows that forgetting of a knowledge badséy atoma can be identified,
individually, with both the symmetric update and the syminedrasure of: by a where

the update and erasure operations in question are basedalpi@arder. The following
example illustrates this result.

Example 4.Let's revisit Example3. We know that

1. (kaPa) =anb—c

2. (kePa) =b—ec

3. (kaP —a) = —an(b—c).
4. (koP -a) = (an-b) Ve

Plugging in these values, we get

—(kaPa)Vv (kP -a) =
(aAN(b—=¢))V(man(b—¢) = b—c.

—(kePa)v (keP —a) =
b—=c)V(lan-b)Ve) =b—c

Thus in either case the value obtained fo® a, reduced top” or &P, isb — ¢,
matching the value of ® a independently obtained in Examie

Now that we know how Literal Forgetting can be reduced to tgdar erase) of a
special nature, we consider the question whether the reducan be done in the re-
verse direction. Theorerd below shows that Dalal literal updates can be defined via
forgetting. The similarity between this result, and themigéin of updating via erasure
(Definition 4) is rather striking.
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Theorem 5 (Forget to Update).Given any knowledge bageand any atonu, the
following equivalences hold:

1. (k@Pa) = (koa)Aa
2. (k®P —a) —a) = (k®a) A —a

This result shows how the update of a knowledge base by alliteodulo Dalal pre-
order, can be computed purely by syntactic manipulatiomieficient manner. Syntac-
tic characterisation of most belief update and belief ievi®perators have been done
by del Val [14,15]. del Val's approach assumes conversion of the relevanigmoof the
knowledge basg, and the evidenceinto DNF. However, as pointed out by Delgrande
and Schaublfg], this may require exponential time step and exponentiatspClearly
update and erasure operations via forgetting are a lot moget

Applying Definition 2, thatk © e = k V (k @ —e), to the definition of updates in
Theoren®b, and noting thafk] C [k © a], we reduce Dalal erasure to forgetting as well:

Theorem 6 (Forget to Erase) Given any knowledge bageand any atonu, the fol-
lowing equivalences hold:

1. (kePa) = (koa)A(a—k)
2. (koP —a) = (k®a) A (ma — k)

In Example5 below we complete the circle in the sense that the resultpdétes and
erasures computed in accordance with Theorgmasd6 are shown to match to those
independently computed in Exame

Example 5.We know from Example that (k ® a) = (b — c¢). Applying Theo-
rems5 and6 we get

1. (koPa) = (b—c)Aa
2. (k@P —a) = (b—c)A—a
3. (kePa)
= (b—c)ANa— ((an-b)Vec)
= b—ocAN(a—=(b—c) =0b—c¢)
4. (keP —a)
= (b—c)AN-a— ((aN-b)Ve)
= b—-c)A((an-b)V(aVe))
= 0b—cA(aVe) = (aN-b)Ve).

matching the values of updates and erasures independentjyuted in the Exampi&.

3 Other Connections

Now that we have seen the connection between Dalal erasdrioggetting, let's see
whether there is any connection between forgetting and Mfinsrasure 11]. As we
will see, the connection is no less interesting.
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Definition 13 (Winslett Distance).® Given two interpretationss, o’ € 2, for

some languagé., the Winslett Distancéisty (w, w’) betweernw and w’ is the set
of atoms that they assign different valudsstyy (w, w’') = {a € Atoms(L) |w =

aiff ' F —a}. It may be taken to be the symmetric difference betvigén-als(w) and
Literals(w’) as well.

Definition 14 (Winslett Preorder). Given three interpretations, w’ andw” € (2,
for some language, ' < W iff disty (w, w') C disty (w, ).

As a prelude, we prove the following lemma concerning Withslistance which claims
that if a worldw has am-dual inw’ in [a], thenw’ must be<!”-minimal in [a].

Lemmal (a-dual and <" -minimality for literals). Given three interpretations, «’ andw”
such thatv’, w” € [a] for some atom, if w’ is thea-dual ofw, thenw’ <V w".

Proof Sketch: The proof is guided by the following intuition. Sincg € [a] and
and is ane-dual ofw, clearlyw assignd) to a, and every world ifa] assignsl to a.
Thus,{a, —a} C Disty (w,w") for everyw” € [a]. On the other hand, sincé is the
a-dual ofw, clearly Disty (w,w’) = {a, ~a}. Thus,w’ <V w".m

This lemma effectively implies that, given a wordand an atonja], the set of<,,-
minimal worlds in[a] under the preorders? and <" are same. In other words, as
long as the input formula is an atom, update and erasure essitise to the difference
between Dalal distance and Winslett distance. Hence we get:

Theorem 7 (Winslett Measure and Forget) The inter-translation between forget and
update, and between forget and erasure discussed so faof@mes3 — 4) holds if we
use Winslett Measure instead of Dalal Measure in order tcegate the preorders over
the worlds.

Proof Sketch: We know how update, erasure and literal forgetting are-dédinable
given that the underlying measure is the Dalal measure. Bymha&1, in case of atomic
input formula, the difference between dalal measure andsMfiinmeasure vanishes as
far as update and erasure behaviour is concerned. Heno#ov$ that forget, update
and erasure can be analogously interdefined in the cont&¥iredflett measuram

Theorem 8 (A more general result) Literal forgetting operatior» and literal updat-
ing operationd (resp. erasure mutatis mutandis) are interdefinable as

1. (k®a) = (k®a)V (k® —a),and
2. (k®a)= (k®a) Na

if and only if the operationd is generated by preorder famibkg that is faithful, and
W' <, W"” given any atomu’ and interpretationsy’,w” € [a] such thatw’ is the
a’-dual ofw butw” is not.

9 Strictly speaking Winslett Distance not a distance, not even a pseudoadisidie use the
term “distance” here in a very loose sense.
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Proof Sketch:

RIGHT TO LEFT («=) Assume that the preorder familtg has the required property
Since the preorders are faithful, clearlyife [k] N [a] thenw € min(<,). Onthe
other hand, itv € [£] \ [a] thenmin(<,) = {w'} wherew’ is thea-dual ofw.
Thus[k & <a] equates

((Kinfa) u  |J {« €la]|w'isthea-dual ofw}.

welk]N[—al
Similarly, [k & <—a] is

(Kn[~al) U |J {«' €[~a]|w is thea-dual ofw}.
welk]Nla]

Thus together we getjk @ <a] U [k @ <—a]) =

(KU | {o' |« isthea-dual ofw} = |4(k,a)

welk]

leading to the desired result.
LEFT TORIGHT (=) Assume that the preorder family is either
1. not faithful, i.e. there exist # «’ such that either
@) v <,w,or
(b) W~ W
or
2. there exist € 2, atoma’ andw’,w” € [a/] such that

(@) w’ is thea’-dual ofw,
(b) w” is not thea’-dual ofw, and
(€) o £, "

Case 1 Arbitrarily pick w # w’ such that eithex’ <, w, orw ~, w'. Let sentence
k be the sentential representation.ofAlso, wlg, pick atomu such thatv, w’ €
[a]. Note that)(k, a) should consist of two interpretations, namelynd the
a-dual ofw. Clearly, eithe{w} C {w” € [a] | w"is <, -minimalin[a]} or
w&{w"” € la]|w"is <, -minimalin{a]}. In other words[k &< a] # {w}.
Now consider[k &< —a] = {w’ |w”is <, -minimalin[-qa]}. Clearly
w¢ [k®<—a] # 0.Furthermorelk &< a] N[k &< —a] = 0.
Hence the sd ©< a] U[k ®< —a] either does not have as a member, or has
at least three members. In either case, this set would tereliff fromi4 (%, a).

Case 2Pick w,w’,w” and atoma’ of the appropriate nature. Set= a’. Clealy
w ¢ [a]. Itis easily verified that eithes’ is not<,, -minimal in [a] or there are
at least two elements that arg, -minimal in [a]. Now, arguing analogously as
in (Case 1) we can show that the $etb< a] U [k &< —a] either does not
havew’, theadual ofa, as a member, or has at least three members, and hence
is not identical with(k, a).

This completes the proal



Forgetting and Update 13

How general is the General Result?

One might wonder whether this result buys us anything afathse at hand to consider
is the preorder generated by the polular distance meastassoddistance:

. N JOifw=
Distpr(w,w’) = {1 other wise
Though faithful, this measure does not satisfy the othendtint condition. So update
based on drastic distance cannot be defined in the manneibdescThis is demon-
strated by the following ecample.

Example 6.Assume, as in Exampand3, thatA = {a,b,c} andk = (a A —b) V c.
Thus[k] = {001,101,100,111,011} and[a] = {100,101,110,111}. We consider
drastic update and drastic erasuré: afy a. We need to computg, ) min<o-([a])
for update andJ, . ) min<o-,([~a]) for erasure. Itis easily verified that for any=
0 x x, min<or,(la]) = [a] and for anyw = 1 xx, min<or,([-a]) = [—al.
Accordingly we get

1. (k®P"a) = aand

2. (kePma) = kV-a=(a— c), where as
3. (kda) = (k©a)Aa = aA(b—c)and
4. (koa) = (kGa)ha—k = (b— o).

4 Conclusion

In this paper, we started with intention of showing thatd&fethanipulation mechanisms
such as updating and language manipulation mechanismolifetting are intercon-
nected. In Section 1, after introducing the notation, wesjoled the background infor-
mation on both knowledge update and erasure, restrictedlkal Beasure. In the next
section we showed how update and erasure, given Dalal neeasdra literal input on
the one hand, and forgetting on the other, are inter-definabl

In section 3 we extended these results to more more genemures such as
Winslett measure. we also showed that there are popularumesasuch as Drastic dis-
tance do not yeild to such easy definition of forgetting.

It is debatable if interesting accounts of forgetting, veh#re input is an arbitrary
sentence, can be given based on the interconnections ptbhiere. On the face of
it, forgetting of an arbitrary formula does not make sens®esit would correspond
to removal of a set of atoms from the language. We howeveeptefleave it as an
unresolved issue at this point. Furthermore, first ordeiebepdate, a topic of much
interest, is also left to be addressed in future.
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