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Abstract

In this paper we introduce the notion of smoothed competitive analysis of online algorithms.
Smoothed analysis has been proposed by Spielman and Teng to explain the behaviour of algorithms
that work well in practice while performing very poorly from a worst case analysis point of view. We
apply this notion to analyze the Multi-Level Feedback (MLF) algorithm to minimize the total flow time
on a sequence of jobs released over time when the processing time of a job is only known at time of
completion.

The initial processing times are integers in the range[1, 2K ]. We use a partial bit randomization
model, i.e., the initial processing times are smoothed by changing thek least significant bits under a
quite general class of probability distributions. We show that MLF admits a smoothed competitive ratio
of O((2k/σ)3 +(2k/σ)22K−k), whereσ denotes the standard deviation of the distribution. In particular,
we obtain a competitive ratio ofO(2K−k) if σ = Θ(2k). We also prove anΩ(2K−k) lower bound
for any deterministic algorithm that is run on processing times smoothed according to the partial bit
randomization model. For various other smoothing models, including the additive symmetric smoothing
one, which is a variant of the model used by Spielman and Teng, we give a higher lower bound ofΩ(2K).

A direct consequence of our result is also the first average case analysis of MLF. We show a constant
expected ratio of the total flow time of MLF to the optimum under several distributions including the
uniform one.

∗Partially supported by the EU project AMORE grant HPRN-CT-1999-00104, IST Programme of the EU under contract number
IST-1999-14186 (ALCOM-FT), IST-2000-14084 (APPOL), IST-2001-33555 (COSIN), MIUR Project “Resource Allocation in
Real Networks”, DFG research center “Mathematics for key technologies” (FZT 86) in Berlin and by the DFG graduated studies
program “Quality Guarantees for Computer Systems”. This work was done while the fourth and the fifth author were visitors
at Universit̀a di Roma “La Sapienza”, Italy. An extended abstract of this paper appeared in the Conference Proceedings of the
Forty-Fourth Annual IEEE Symposium on Foundations of Computer Science (FOCS 2003).

1
Dagstuhl Seminar Proceedings 05031
Algorithms for Optimization with Incomplete Information
http://drops.dagstuhl.de/opus/volltexte/2005/75

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Dagstuhl Research Online Publication Server

https://core.ac.uk/display/62910866?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

