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Underwater wireless sensor networks (UWSNs) are a promising technology to provide oceanographers with environmental data
in real time. Suitable network topologies to monitor estuaries are formed by strings coming together to a sink node. This network
may be understood as an oriented graph. A number of MAC techniques can be used in UWSNs, but Spatial-TDMA is preferred
for fixed networks. In this paper, a scheduling procedure to obtain the optimal fair frame is presented, under ideal conditions
of synchronization and transmission errors. The main objective is to find the theoretical maximum throughput by overlapping
the transmissions of the nodes while keeping a balanced received data rate from each sensor, regardless of its location in the
network. The procedure searches for all cliques of the compatibility matrix of the network graph and solves a Multiple-Vector
Bin Packing (MVBP) problem. This work addresses the optimization problem and provides analytical and numerical results for
both the minimum frame length and the maximum achievable throughput.

1. Introduction

River-fed sediment plumes in estuaries and deltas are impor-
tant to be monitored, because of their influence on water
quality and the environment. The techniques employed to
monitor nearshore environments can be classified into two
main categories: remotely and in situ methods. For remote
sensing, satellite devices (AVHR Radiometer [1], images
from MODIS-Aqua [2]) or unmanned aerial vehicles [3]
have been used. In situ measurements can be taken by
means of underwater sensors (i.e., river drifters [4] or video
remote sensing [5]). Underwater Wireless Sensor Networks
(UWSNs) are a very promising and convenient instrument
in oceanography, in particular for pollution monitoring
and offshore exploration [6]. Sediment plumes may show
different patterns due to currents and wind. Figure 1 presents
a possible deployment of UWSN, intended to cover the area
of interest. There are two types of nodes in the network:
sensor and sink nodes. Sink nodes collect data from sensor
nodes and serve as network gateways. The shallow water
acoustic channel is highly hostile. Therefore, the choice of an

efficient MAC protocol is essential to the design of UWSN
[7]. Two multihop transmission mechanisms from sensors
to sink nodes are possible: broadcast or point-to-point. The
latter is the chosen option for the present work. Concerning
the choice between channel-partitioning or random access
protocols [8, 9], time-division multiplexing (TDM) is the
preferred technique, because of its simplicity and power
efficiency. To overcome the limited throughput, Spatial Time-
Division Multiple Access (STDMA), which is a collision-free
multihop channel access protocol [10], is used in the present
work.

Since all node locations are equally important in terms
of data acquisition, transmission fairness [11] is a scheduling
objective. In this analysis, fairness means that all nodes
transmit the same amount of their own data in the long-term,
regardless of their distance from the sink node.

In this paper, a networkwith a single sinkwill be analyzed.
Two different gateway locations are considered and it will
be shown how its location has a strong influence on the
network throughput. Previous works by other authors deal
with fairness scheduling in STDMA networks. Wang et al.
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Figure 1: (a) Area of interest in an estuary: withWest drift (A) or East drift current (B). (b) Proposed topology of a network with one gateway
and 12 sensor nodes covering the area of interest (labeled B, in case (a)).
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Figure 2: Example of network with twelve sensors: topology and throughput. Gateway node is node 1, in the gray circle, in both cases. Other
nodes are clockwise numbered. (a) Gateway on the corner. (b) Gateway in the center.

proposed a scheduling algorithm, but they emphasized adap-
tive scheduling instead of shortest frame [12]. Concerning
UWSNs,Diamant andLutz proposed STDMAprotocol for ad
hocUWSNswhere fairness was considered but not uniformly
achieved [13]. Chitre et al. demonstrated that the optimal
schedule for random networks is periodic and presented a
computationally efficient algorithm that finds good schedules
[14] while our work presents a new procedure that finds
the optimal scheduling when the location of the nodes is
known. Xiao et al. also presented an algorithm to find optimal
scheduling in TDMA networks, but only for linear (one-
row) topology in UWSNs [15]. Our procedure determines
the optimal fair scheduling for the case of saturated load
condition (i.e., the sensor nodes have always data to transmit)
in a network where the topology follows the estuary shape.
Analytical expressions for the frame length and numerical
results for the throughput are presented as well.

2. Network Description and Scheduling

Before analyzing in depth the STDMA network scheduling,
some aspects should be considered. In the network topology
shown in Figure 1(b) the nodes are located at the vertex of

an equilateral triangular mesh, and they are stationary. Two
possible gateway locations are shown in Figure 2: gateway on
the corner and in the center. The main reason to consider
these two locations is that they are the two limiting cases
for performance and cost of the network deployment. If a
network with a central gateway is chosen, the maximum
throughput is obtained at the expense of a higher cost, due
to the larger distance from the gateway to the shore.

As the word indicates, a plume has the shape of a large
feather; that is, it covers an area longer than wide, as shown
in Figure 1(a). To fit this area of interest, the chosen network
topology consists of three or six (depending on the gateway
position) strings coming together to the gateway. Figure 2 also
shows the throughput of every node in a 13-node network
(12 sensor nodes and a gateway). Neighbor nodes are in the
transmission range from each other, and nonadjacent nodes
are not, because of transmission power control [15]. Transmit
mode is simplex; that is, a node that is transmitting does
not receive simultaneously, and vice versa. After an initial
synchronization phase, the forwarding table (shown by the
arrows in Figure 2) will be set and will remain static.

The amount of data acquired by sensors makes that
every node always has a packet ready for transmission
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(saturated load condition). Time is divided into equally long
slots. Long propagation delays of acoustic waves and the
associated spatiotemporal uncertainty are taken into account
when considering a time slot that includes not only the
transmission time but also the propagation time and a guard
time. When a node transmits, it does so at a constant binary
rate: the channel data rate,𝑅𝑏, equal for all nodes. A fair frame
is defined as the set of slots needed for all nodes to successfully
send one and only one packet of its own data to the gateway.
Thus, network operation is periodic, the period being the
frame duration. Simultaneous transmissions are allowed, in
order to minimize the frame length. This is the benefit of
Spatial TDMA [10].

TDMA scheduling is the assignment of slots to nodes in
order to find a suitable periodic frame. In TDMA scheduling,
two types of assignments are possible: node-oriented [16]
and link-oriented [17]. In acoustic networks, when trans-
ducers (projectors and hydrophones) are not directional, the
node-oriented assignment is recommended. The first step in
STDMA scheduling is to determine the compatible nodes,
which are those nodes that can transmit simultaneously
without causing any intranet interference. There are two
possible types of transmission incompatibilities [17]: type 1
occurs when a node transmits while its neighbors in the same
string are transmitting too; type 2 occurs when a node simul-
taneously receives from two, or more, different transmitting
nodes. Scheduling will cope with the incompatibilities in the
network. The next step for the STDMA scheduling is to find
the shortest fair frame. This requires solving an optimization
problem under two constraints: (i) only compatible nodes
can be planned in the same slot and (ii) the number of
transmissions of every node must fulfill a fairness operation
in the network.

3. Fair Frame Optimization

This section details the proposed algorithm to find the opti-
mal fair frame. Let𝑁 be the number of sensor nodes (labeled
2, . . . , 𝑁+1; node 1 is the gateway), let 𝜆0 be the throughput of
a single node, and let 𝜆𝑖 be the aggregated throughput of node
𝑖, that is, the throughput due to the data collected by node 𝑖
plus the data received fromupstreamnodes and forwarded by
node 𝑖. A frame is a particular set of 𝑧 time slots, where every
slot may contain simultaneous transmissions of compatible
nodes. In order to set a fair behavior in the network, the
gateway should have received exactly 𝜆0 from each node of
the network by the end of the frame. This constraint forces
a number of transmissions 𝑡𝑖 for every node 𝑖 in the frame,
given by set𝑇 = {𝑡2, 𝑡3, . . . , 𝑡𝑁+1}. For instance, in Figure 2(a),
𝑇 = {4, 4, 4, 3, 3, 3, 2, 2, 2, 1, 1, 1}. The procedure used to find
the shortest fair frame consists of two steps: (A) look for all
sets of compatible nodes and (B) formulate and solve the
combinatorial optimization problem to find the shortest fair
frame. A third step, to remove the excess transmissions, is a
prudent practice to avoid overloading the nodes which are
closer to the gateway.

3.1. Compatible Nodes. Let 𝐺 = (𝑉, 𝐸) be the network graph,
where 𝑉 is the set of nodes. The cardinal of 𝑉 is𝑁+ 1 (|𝑉| =
𝑁 + 1), and 𝐸 is the set of edges. As shown in Figure 2(a), in
our network |𝐸| = 𝑁 and there is a single edge leaving node 𝑛,
the so-called edge 𝑒𝑛−1 (because sensor nodes are numbered
from 2 to 𝑁 + 1). When a particular node is transmitting,
elements 𝑀𝑖𝑗 of the compatibility matrix 𝑀 [10] will be 1 if
edges (𝑒𝑖, 𝑒𝑗) can be active simultaneously and 0 otherwise.
To enlighten the concept of compatibility matrix an example
is provided in Figure 3, where we can note that node 6 has no
compatible nodes (𝑀𝑖,5 = 𝑀5,𝑗 = 0), since when node 6 is
transmitting,

(i) node 3 cannot transmit because it is receiving from
node 6,

(ii) neighbor node 9 cannot transmit because node 6 is
not in the receiving mode,

(iii) neighbor nodes 5 and 7 would interfere at node 3,

(iv) neighbor nodes 8 and 10 cannot transmit because
node 6 transmissions would interfere at nodes 5 and
7,

(v) nodes 11, 12, and 13 (label “pn” in Figure 3(a)) cannot
transmit because node 6 would interfere at nodes 8, 9,
and 10,

(vi) Nodes 2 and 4 (label “cn” in Figure 3(a)) cannot
transmit because they would interfere at node 3.

The network relay scheme can be represented by an
oriented graph. The cover of cliques, C = {𝐶1, 𝐶2, . . . , 𝐶ℓ},
is the set of maximal cliques in a graph. The natural number
ℓ is unknown a priori. Many algorithms are available in the
technical literature [18] to find C. Our preferred algorithm is
that in [19], due to its efficiency and simple implementation.
Every clique 𝐶𝑖 contains an edge or a group of edges that
can be active without conflict; obviously, any subset of 𝐶𝑖
also satisfies that requirement. Every edge in the graph is
contained in at least one clique of the cover, and every
time slot in the frame will contain one clique (or a subset
of the clique) of the cover, which ensures the transmission
compatibility in that slot.

3.2.Multiple-Vector Bin Packing Problem. Weneed to find the
shortest frame, where each slot contains a set, or a subset,
of edges in C, subject to an exact number of instances of
every active edge in the frame (to fulfill the requirement of
fair operation), which is set 𝑇. This is a Multiple-Vector Bin
Packing (MVBP) problem [20], where the bins are the time
slots and the items to pack are vectors, which are elements
of C or their subsets. This is a combinatorial optimization,
which is widely accepted to beNP-complete problem [21].We
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Figure 3: Network with 13 nodes and a corner gateway when node 6 is transmitting. (a) Dark gray: neighbor nodes, light gray: parent (pn)
and child (cn) of neighbor nodes. (b) Compatibility matrix.

have particularized the general formulation for the present
MVBP problem and obtained

minimize
𝑛

∑

𝑗=1

𝑦𝑗 (1)

subject to
𝑛

∑

𝑗=1

𝑥𝑖𝑗 ≥ 𝑏𝑖, 𝑖 = 1, . . . , 𝑚 (2)

𝑚

∑

𝑖=1

𝑤
𝑘

𝑖
𝑥𝑖𝑗 ≤ 𝑦𝑗𝑊

𝑘
,

𝑗 = 1, . . . , 𝑛, 𝑘 = 1, . . . , 𝑝

(3)

𝑦𝑗 ∈ {0, 1} , 𝑗 = 1, . . . , 𝑛 (4)

𝑥𝑖𝑗 ∈ {0, 1} , 𝑖 = 1, . . . , 𝑚, 𝑗 = 1, . . . , 𝑛, (5)

where the output variables are

𝑦𝑗: 1 if time slot 𝑗 is used or 0 otherwise;

𝑥𝑖𝑗: number of times that node 𝑖 is assigned to time slot
𝑗 (binary because one node can transmit only once in
one slot);

𝑛: length of the shortest frame.

The constraint for our frame searching problem is

𝑏𝑖: demand for 𝑖 node, 𝑏𝑖 = 𝑡𝑖 for a fair frame;

𝑚: number of sensor nodes (𝑁) (𝑚 = 1 is node 2 and
so on);

𝑝: total number of 𝐶𝑖 (compatible transmissions: C
and subsets);

𝑤
𝑘

𝑖
: weight of node 𝑖 on the 𝑘th dimension. Each 𝑘-

vector 𝑤𝑘 = (𝑤
𝑘

𝑖
)|𝑖=1,...,𝑚 represents clique 𝐶𝑘 ∈ C;

𝑤
𝑘

𝑖
= 1 if 𝑖 node is an element of 𝐶𝑘, or 0 otherwise;

𝑊
𝑘: capacity of the 𝑘th dimension. In our case, 𝑊𝑘

will be the number of elements of the largest clique in
𝐶𝐺,𝑊

𝑘
= max({|𝐶1|, |𝐶2|, . . . , |𝐶ℓ|}) ∀𝑘.

It is important to note that every subset 𝑖 of the clique
𝐶𝑘 is assigned to a different vector 𝑤(𝑘𝑖). For example, in
Figure 3, every 𝑤

𝑘 will have 𝑁 = 12 components. A
maximal clique is 𝐶𝑘 = {3, 12}, and three 𝑤(𝑘𝑖) vectors are
created: 𝑤(𝑘1) = (0, 1, 0, . . . , 0); 𝑤

(𝑘2) = (0, . . . , 0, 1, 0); 𝑤
(𝑘3) =

(0, 1, 0, . . . , 0, 1, 0), meaning that both node 3 (𝑤(𝑘1)) and
node 12 (𝑤(𝑘2)) are allowed to transmit on their own or
simultaneously (𝑤(𝑘3)).

To find the optimum scheduling of transmissions 𝑥𝑖𝑗 in
(1)–(5), an algorithm that solves MVBP problems, based on
arc-flow graph formulation [22], is used.

3.3. Excess Transmissions. The constraints in (2) mean that
the demand for transmissions (𝑏𝑖) may exceed the initial
set 𝑇. The workin [22] states that, otherwise, the MVBP
solver algorithmmay exclude other optimal solutions. In our
case, the demand 𝑏𝑖 should fulfill exactly 𝑡𝑖 because of the
expected fair behavior of the network. If it is exceeded, two
inconveniences arise: (i) a possible traffic bottleneck, because
the extra data cannot be delivered to the gateway in a frame
and (ii) a waste of energy due to unnecessary transmissions,
as the energy consumed by nodes is a critical parameter
in UWSNs. The easiest solution is removing the excess of
transmissions that exists in the frame.

4. Results

For the sake of simplicity, the STDMA protocol has been
assumed to be ideal (error-free channel) and the performance
of the network has been calculated under these circum-
stances. In a realistic channel, the packet error rate must be
taken into account. Long propagation delays suggest that the
preferred error detection and correction technique is FEC
(Forward Error Correction). In this case, the throughput
is decreased by a factor equal to the redundancy factor of
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Table 1: Length of the optimal fair frame.

Network type Symmetric network
(𝑁mod 6) = 0

Asymmetric
network

(𝑁mod 6) ̸= 0
Center 𝐿 = 𝑁

Corner
𝐿 = 7 for𝑁 = 6

𝐿 = (
11

6
𝑁 − 5) for𝑁 > 6

𝐿 = (
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𝑁 −

9
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Figure 4: Length of the fair frame in optimal STDMA scheduling.

the FEC overhead, but the optimal fair scheduling remains
unchanged.

The procedure described in the previous section has been
used for networks of different sizes to obtain the shortest
fair frame. Frame length 𝐿, shown in Figure 4, cannot be
known a priori because the problem is NP-complete.We have
analyzed networkswith up to 42 nodes andused a polynomial
fitting algorithm to find analytical expressions for 𝐿, which
are shown in Table 1. These results can help to design a
network since they allow calculating a lower bound for the
time needed to get a complete data packet from every node.
It is remarkable that when the gateway is in the center, the
frame length always equals the number of sensors (𝑁). This
means that its scheduling has the shortest length.

The number of transmissions in a frame, ∑𝑁+1
𝑖=2

𝑡𝑖, is an
important figure concerning energy consumption. It depends
only on set𝑇.When the network has three or six branches and
𝑁 is a multiple of three, the number of transmissions in the
optimal fair frame follows a quadratic law in𝑁, given by

𝑁+1

∑

𝑖=2

𝑡𝑖

Corner
=
𝑁
2

6
+
𝑁

2
,

𝑁+1

∑

𝑖=2

𝑡𝑖

Center
=

{{{

{{{

{

𝑁
2

12
+
𝑁

2
, if (𝑁 mod 6) = 0,

𝑁
2

12
+
𝑁

2
+
3

4
, if (𝑁 mod 6) = 3,

(6)

where “mod” stands for the modulo operation. These results
are shown in Figure 5. It is noteworthy that the average
number of transmissions per node, ∑𝑁+1

𝑖=2
𝑡𝑖/𝑁, follows a

linear law with𝑁.
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Figure 5: Total number of transmissions in a fair frame.
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The normalized throughput is defined as the ratio
between the binary data rate through the gateway and the
channel data rate, 𝑅𝑏. In the present case, this figure can be
calculated as the ratio between the number of sensor nodes
and the number of slots in a frame, N/L. Using the length
of the optimal fair frame shown in Table 1, the normalized
throughput is given in Figure 6. It can be seen that for
networks with the gateway in the center the normalized
throughput is 1 and that it is possible to get more than 70% of
that ideal throughput in networks with up to 12 sensor nodes
with the gateway on the corner. We consider that this is a
manageable performance loss if we take into account that a
gateway close to the shore is more convenient.

5. Conclusion

In this paper, a procedure that determines an optimal frame
for STDMA UWSN with a fairness requirement has been
presented.The network consists of three or six strings coming
together to a gateway. The scheduling procedure uses two
algorithms, one to find cliques in an oriented graph and
MVBP problem solver to find the shortest frame. Analytical
expressions for the optimal frame lengths have also been
presented. Two gateway locations were considered: at the
center/edge of the network. Under ideal conditions, the
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former has a maximum performance, whereas the latter
reaches 70% of the maximum normalized throughput in
networks with up to 12 sensor nodes.
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