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INTRODUCTION 

An important tool which has been used extensively by farm management ex­
tension workers in Europe and the U.S.A. for many years is farm business analy­
sis. Farm business analysis is used here to include standardized income and re­
ceipt statements and the various earnings measures such as farm and family in­
come, operators return, management return and return to capital which are de­
rived from these statements, and any physical or financial ratios or farm standards 
which may be reported and used with the other data. 

Farm business analysis has been used to diagnose weaknesses in an existing 
farm business. The standards may be used to set goals which could be achieved 
by farmers in the local environment, and towards which a business operating at 
lower levels of performance may be directed. Alternatively, the data may provide 
part of the raw material for budgets to show how the changes could be imple­
mented or what the final result is expected to be. 1 However, the information from 
a farm business analysis generally is of greater value in showing in which area of 
the business there is a weakness2 than it is in determining the cause of the weak­
ness.3 This statement will be modified by the extent to which physical as well 
as financial information is available. 

*Senior Lecturer in Farm Management, University of New England, Armidale, New South Wales, Australia. 

'Two different ideas are suggested, first that one might budget to see if a reorganization will enable the business 
to better attain its goal. Secondly, if so, and if this implies a drastic change from the existing organization, tran· 
sition budgets will be required to show how the changes should be implemented over time. 
'The analysis will also indicate the strengths of the organization. This information may be of value in suggest· 
ing ·what changes in organization or enterprisees will best make use of the farmer's interests and ability. How­
ever, we must consider whether these results are due to superior management and nor spurious indicators result· 
ing from say weather or price effects. 
'For instance, one farm studied by the author indicated the farmer had far too frw milk cows and although his 
yields from livestock and crops were above average he was not making wages. A visit to the farm showed he 
was limited by barn space and felt he could not afford to build more. The problem of too few cows was ac­
curately diagnosed but not the underlying cause. 
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Farm business analysis may be a by-product of a farm record program or it 
may be the reason for the project. In any case, once records are kept in an organ­
ized program it is unusual if at least a simple business analysis is not provided for 
participants based on an analysis of the farms in it. The grouping of farms for rec­
ord analysis is subject to wide variation, mainly due to the numbers of farms in 
the program. Generally, the farms are divided into type-of-farm groups and these 
may ~e further subdivided by size or locality or both if there are enough farms 
for such detailed subdivision to be meaningful. In addition to presenting group 
averages there may be an analysis of the top 10 percent, 33 percent, or 50 percent 
of farms based upon some profitability criteria to show differences in ratios and 
standards between the "above average" and the average farms. It is as­
sumed that the above average farmers are better farmers and that by exam­
ining the manner (on average) in which they have combined their re­
sources one can better understand how to improve the result of a below 
average farm. Note that there is no uniformity of opinion on the proportion of 
farms which constitutes an above average group. Equal confusion exists about what 
ratios and standards should be calculated; they vary as extensively within a coun­
try as they do between nations. Obviously, they will differ due to farm type; the 
point is, there is no agreement as to what should be calculated for a given type 
of farming e.g . dairy farms. The author has personal experience of record pro­
jects which have calculated as few as 20 standards and as many as 200, over and 
above the receipts and expenditure or profit and loss account. In the first in­
stance it was the belief of the university farm management personnel that an ex­
tension worker could not use more than 20 factors practically for farm business 
diagnosis. They selected those which they believed had greatest economic con­
tent or meaning for management decisions. 

It is the usual practice to forward to cooperating farmers the detailed group 
analysis of all farms in the association or at least of those in the same type-of­
farm group. The stated purposes for doing this are: (1) to enable the farmer to 
see how he compares with the average and above-average of his own and of othey 
groups, (2) tO give him an idea of attainable levels of production, and (3) to enable 
him to learn more of his business and make adjustments which will help him to 
better satisfy his goals in life. The author believes that to present more than per­
haps a dozen factors to a person untrained in their use and unskilled in their ap­
plication will have one or other of two effects: Either the farmer will attempt 
self diagnosis, with the probability of making serious errors, or, and more likely, 
he will be so bewildered by the mass of figures that he will discard the analysis 
and conclude that record data are of little use to him in planning and decision­
making. 4 

'Discussion with the leaders of many of the EDP record projects in the USA shows that they are seriously con· 
cerned by the lack of use of record material by farmers for other than cax purposes. 
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If either of these hypotheses is true, or even true for a number of farmers 
enrolled in record associations, what should be done? Here it is argued that a practi­
cal first step, which would not require nearly the money needed to educate the farm­
er in record analysis, would be to select and provide a limited number of standards. 
The selected standards should be: (1) ones farmers can control or influence ; (2) 
unambiguous, so that costly errors are not a likely result of their application by 
the unskilled; (3) related to profitability. This would not preclude calculating ad­
ditional factors which would assist trained extension workers in farm business 
analysis. These additional factors could be published separately and not made 
available to farmers except by special request. 

This last paragraph raises the question: Are there a limited number of stan­
dards, say between five and twenty in number, which for a given farm type are 
of critical importance in indicating farm business efficiency and which satisfy the 
conditions specified above? If there are, what are they? The subject matter of this 
report is the methodology and results of a study designed to answer these ques­
tions. 

REVIEW OF LITERATURE 

The problems which arise from the use of farm records have several sources. 
Many of the ratios do not have a basis of economic principle. For example it may 
happen that above average farmers have a lower feed cost per hundredweight of 
milk produced. It does not necessarily follow that by reducing feed input another 
farmer will decrease costs and increase profits. We might find that above average 
grain farmers have a higher fertilizer cost per acre of crop than operators of aver­
age farms but this does not necessarily mean that the more we spend on fertilizer 
the greater will be our grain profits. These comments suggest that economic con­
cepts such as diminishing returns and complementarity must be kept in mind 
when applying efficiency factor analysis to a farm business. 

Another source of difficulty is that the farms which compose a type-of-farm 
group may be scattered over a wide area, and be on different soils subject to a 
different rainfall pattern and they may be of different sizes. It is probable that in 
such circumstances the "above average" farms may be on a quite different produc­
tion function to the individual farm under analysis and to suggest moving to 
their organization or levels of performance might be disastrous. 

A further source of difficulty is that of pricing the inputs when calculating 
residual efficiency factors such as management return, return to capital and manage­
ment and operators return to labor and management. Incorrect pricing can lead to 
contrary results and, in fact, one can almost derive any conclusion one wants by 
manipulating the interest rate or the return allowed to the farmer for his personal 
exertion. 

For a detailed exposition on these problems see Candler and Sargant, 1962; 
Heady, 1952; Hopkins and Heady, 1955; McAlexander, 1956; Swanson, 1953. 
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Some of these authors suggest that these deficiencies are so vital that effi­
ciency ratios should be calculated and used. What alternative do we have with 
which to replace them in business analysis? To date the alternatives such as pro­
duaion functions do not seem to be much superior and are not generally avail­
able. Candler and Sargant suggest the adviser will soon pick up appropriate bench 
marks as he works in an area. However, it would seem that records over time 
would give a less subjective picture. 

The author's belief is that before using standards and efficiency factors the 
extension worker should be well grounded in the dangers of careless application. 
Further, if they are used as signals or "warning flags" to detect differences, and 
the extension worker then establishes the causes of the differences, it is unlikely 
that unthinking, arbitrary, rule-of-thumb plans or decisions will be applied in 
solving the problem. 

An additional source of difficulty in using records is that, usually, only the 
results for one year are presented. Rasmussen and Sandiland, in an analysis of 1648 
farm accounts over a four year period, show that differences in residual income 
measures is due to both "random" and "managerial" elements and that each makes 
about an equal contribution. For a given level of input on Livestock farms they 
suggest that 68 percent of actual values will be between 89 percent and 113 per­
cent of the predicted value. Therefore in selecting an "above average" group it 
is probable that many farms are there due to "random" causes rather than to 
superior management. They show that if the results are averaged over a four year 
period the "random" element is "substantially reduced, and it is the author's finn 
opinion that far too many farm management analyses are being carried out using ac­
counts from a single year only where it would be possible, and much more reliable, to use 
accounts averaged over, say, a four-year period.''5 Rasmussen (1962) has extended this 
analysis in a study of Danish farm accounts but once again it seemed that dif­
ferences in residual return measures for a given level of output were due in about 
equal measure to "random" and "managerial" influences. 

Following upon Rasmussen's comments, Black specifically investigated the 
problem of selecting the farms which should constitute the above average group. 
He suggests that a farm which has a return greater than three standard errors of 
estimate above average over an average of five years' results should be considered 
above average. Record analysis should be forward-looking and the five-year period 
would cause the data to be out of date. So Rasmussen averaged the results for 
five years and calculated the average profitability and its standard error. Using the 
standard error estimate, he calculated the profitability required to be two and 
three standard errors above average profitability. This included 60 percent and 33 
percent of the farms, respectively. A study of the top 33 percent of farms showed 

'Knud Rasmussen with M. M. Sandilands, "Production Function Analyses of British and Irish Farm Accounts", 

Department of Agricultural Economics, University of Norringham, Surron Baringron, Loughborough , England. 

June 1962, p. 23. 
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that they were considerably different from the average farm and that they did not 
necessarily represent a farming system which a below average farmer would be able 
to attain. Therefore, they did not offer a good goal; thus, he rejected using the top 
33 percent as defining the above average group for extension purposes. For con­
venience he decided to use the top 50 percent of farms for calculating the above 
average results. He states "this conclusion differs somewhat from the general prac­
tice of forming permium averages from the 25 percent most profitable farms in a 
given year . . .. Generalizing from the evidence, over a period of five years only 20 
percent of farms exceed the level indicated by rwo standard errors above the ordi­
nary average; only 10 percent exceed the level of plus three standard errors and 
even fewer pass the target set by averaging the top 25 percent. Further this con­
stitutes a selection of the more intensive and less typical farms in a group and so 
average and premium average represent different types of farming." 6 Later in his 
analysis Black shows that size of farm does not affect the applicability of his 
method. He also suggests that one could define efficiency by the extent to which 
farm profit exceeds average .. profits for a given level of input. If the premium 
farms are calculated in this way the effect of intensity of operation is eliminated, 
and it is possible to obtain a more consistent group of premium farms , and use 
the top 33 percent rather than the top 50 percent. 

This review of literature indicates that there are problems associated with 
farm business analysis but that by a thoughtful consideration of the problem it 
should be possible to make worthwhile use of the data. It also suggests that there 
may be considerable danger in placing the analysis in the hands of those unskilled 
in its use and unaware of the possible pitfalls in application of the results. 

OBJECTIVES 

Farm business analysis factors have been in use for many years but there has 
been little attempt to discriminate between them in terms of their likely effective­
ness in application to the advisory situation. The objectives for this study were: 
(1) to analyze the main efficiency factors generated by the Missouri University 

mail-in record program and determine whether there were common groups 
into which these ratios could be placed. 

(2) to determine whether a relatively few standards could be used to predict farm 
income and, if so, whether these were factors over which the farmer could 
exercise some control. 

(3) to use some of Black's techniques to analyze the Missouri dairy farm record 
type. 

'Black, CJ., "Premium Averages for Farm Management Purpose." Farm Economirt, Vol. 10, No. 3, 268-281 , 1%3. 
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PROCEDURE 

The analysis methods were dictated in part by the availability of appropriate 
data. The material available consisted of: (1) the analysis of mail-in records for 
dairy type farms, 1961 to 1964, inclusive; (2) the analysis for all farmers who had 
participated in the program for three of those four years; and (3) the analysis for 
237 of the 240 farms processed in 1964. 

The 1964 data was used to determine whether it is necessary to use different 
analyses for different types of farms, and to see whether there was any common 
grouping of relationships for all the farm types. The four years of dairy data were 
used to establish the consistency of the patterns. Records of farms which had been 
in the mail-in record project for three or more years were the basis for an analysis 
similar to that carried out by Black. 

The statistical tools used were multiple correlation analysis, stepwise regres­
sion analysis, analysis of variance, and factor analysis. The latter technique is not 
commonly used by agricultural economists so enough explanation to understand 
the subsequent analysis is set out below. The reader who seeks a fuller under­
standing of factor analysis is referred to Harman. 7 The outline below owes a debt 
to Harman, MacEachern et al., Hotelling, and Burt.8 

Factor Analysis 

Factor analysis is a means by which we can reduce a large correlation matrix 
to a workable number of variables. Suppose we have n variables attached to each 
farm in our population, so that X1 , X2, X 3 . .. Xn are variables measuring part of 
the farm business. These variables will be correlated, some with a high correlation, 
others with a low correlation. The question is, can we find another set of inde­
pendant variables (or factors), fewer in number that the X's, which largely deter­
mine the values the X's will take? 

It is argued that for a correlation matrix there is a set of factors which will 
do this. Several types of factors are distinguished: 

(1) Common Factors which involve more than one variable. 
(a) General factor-present in all factors. 
(b) Group factor-present in more than one but not all variables. 

(2) Unique factors-which involve a single variable. 
The common factors account for the inter-correlation of the variables, while 

the unique factors represent the portion of a variable not ascribable to its correla-

'Harman, Harry H., Modern Factor Analysis, Chicago Univ. Press, 1960. 
8MacEachern, Gordon A., D. Woods Thomas and Ludwig M. Eisgruber, "Analysis of Human Attributes and 
Their Relationship to Performance Level of Farm Tenants", R.esearch Bulletin No. 751 , Purdue University, Agri­
culrural Experiment Station, Lafayette, Indiana, (November 1962); Hotelling, H. " Analysis of a Complex of 
Statistical Variables into Principal Components",]. Educational Psychology, Vol. 24, 1933; Burt, C., The Factors of 
the Mind, New York, Macmillan Company, 1941. 
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tions with other variables in the set. 9 

In factor analysis it is usual to standardize the variables, because it consider­
ably reduces the complexity of formulation. The standardized value of a variable; 
Xi, for individual i is: 

z . . = X . • /a. 
J l J l J (1) 

The mean of Zi is zero, and its variance is unity. 

We may now express the variable, Zj, in factor form, using Fi, F2 , ..• Fm 
form common factors and U1 , U 2 , ... Un for then unique factors, 

Z. = a. 1F1 + a. 2F2 + ... +a. F + a.U. J ] J ]ID ID ] ] 
(2) 

where there are j = 1, 2, ... n variables, and 1, 2, ... m common factors. The basic 
problem of factor analysis is to determine the coefficients ai i, ai 2 , .•. aim of the 
common factors. They are derived from the observed correlations between then 
variables. There are a number of ways of estimating the "a's" but they need not 
concern us here. 

The variance of Zi may be allocated between the factors (if they are uncor­
related) according to: 

2 2 
1 = aj = ajl (3) 

We see that a~P is the proportion of the variance explained by factor P, P=l , 2, 
. .. M for any one variable j. The proportion of the total variance explained by a 
factor is: 

v 
p 

n 2 
= ~ a. 

j=l JP 
(p = 1, 2 ... m) 

from (3) we may estimate the "communality", h 2 , of a variable Zi, 

h2 2 2 2 = ajl + aj2 + a.m 
J 

h2 1 
2 2 2 2 = - a. = ajl + aj2 + ... a. 
J ]ID 

( 4) 

(5) 

(6) 

and the uniqueness which is the contribution of the unique factor. This variance may 
be farther divided to the specificity of a variable, which is due to the particular vari-

9A basis offuctor analysis is, (1) two variables measuring the same thing give similar results; (2) two variables 
measuring something in common will agree to the extent of the common grounds; (3) variables A and B may 
have some agreement, as might A and C. We may think A, B, and Care measuring the same thing, so a com­
mon factor is at work, and hence we expect agreement between B and C. If nor, B. and C must agree with dif­
ferent parts of A. Factor analysis should show us such linkages. 
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ables selected for study, and error variance or unreliability due to imperfections in 
measurement. This permits us to rewrite (2) as: 

Z. = a. 1r1 + a. 2r 2 ... +a. F + b.S. + c.E. (7) J J J Jffi m J J J J 

where Si and Ei are the specific and error factors of variable j. 
These factors are uncorrelated so we may rewrite (3). 

2 2 2 2 2 2 l = a. = h. +a. = h. + b. + c. J J J J J J 
(8) 

which suggests that the variance of a variable may be due to that attributable to 
the factors, to specificity, and to error. 

The end point of our factor analysis is a series of factor loadings; aiP> which 
explain as much of the variance of all variable as is possible in each successive 
factor. These factors are artificial and may not be capable of explanation. However 
by subjecting these "artificial factors," of which we now know the number, f, to 
"rotation" we can redistribute their explantory functions among a corresponding 
number of new factors that are identifiable as interpretable entities. "The identifi­
cation is carried out by inspecting the items which end up with large loadings on 
a given factor and discovering what they have in common which is not shared by 
items not getting large loadings on that factor. Consequently, the last stage in 
faaor analysis may be largely subjective."10 

FACTOR ANALYSIS RESULTS 

Each year the Cooperative Extension Service, University of Missouri publishes 
a Farm Business Summary based upon records derived from the mail-in Record 
program. It contains tables of data for comparative analysis by type of farm or by 
region and size of farm. The tables are split into "financial" summaries and "man­
agement and production factor" summaries. The size of the computer available 
limited the amount of material which could be handled to 72 variables. The vari­
ables were chosen from those in the "management and production factor" table 
with the addition of some from the financial table which measured earnings. 
These variables are listed in Table 1. 

There were 240 records for 1964 of which 23 7 were suitable for analysis. They 
were divided into 10 type-of-farm groups, on the basis of the proportion of total 
productive man work units (PMWU) allocated to the crop and livestock enter­
prises. There were 35 grain, 13 grain-beef, 12 grain-hog, 1 grain-dairy, 8 hog, 7 
beef, 33 pairy, 1 poultry, 2 mixed livestock and 128 general farms. For analysis 
these were placed into five groups: 33 dairy, 35 grain, 41 grain and livestock or 

10MacEachern et al. op. cit.; p. 7. 
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TABLE 1--THE VARIABLES USED IN THE FACTOR AND 
REGRESSION ANALYSES 

Variable Variable 
Number 

l. Farm and family earnings 
2. Operator's labor and management. 
3. Management return 
4. Management and capital return 
5. Per cent return to capital and management 
6. Acres of cropland and open pasture 
7. Acres of cropland 
8. Total capital managed 
9. Capital invested in - land and improvements 

10. Capital invested in - livestock 
11. Capital invested in - machinery and equipment 
12. Capital invested in - feed, seed and supplies. 
13. Total value of farm production 
14. Productive man work units (PMWU) 
15. Man years of labor used. 
16 . Capital managed per acre 
17. Value of production per acre 
18. Total value of harvested crops 
19. Value of harvested crops per crop acre 
20. Total value of all crops on cropland 
21. Value of all crops on cropland per crop acre 
22. Machine costs per cropland acre 
23. Fertilizer costs per cropland acre 
24. Seed and crop supplies per cropland acre 
25. Crop cost (excluding labor and land) per cropland acre 
26. Returns for land and labor per cropland acre 
27. Returns for land and labor per crop PMWU 
28. Crop PMWU 
29. Total acres of crop harvested 
30. Percentage of open land in harvested crop. 
31. Corn - acres 
32. Corn - yield 
33. Wheat - acres 
34. Wheat - yield 
35. Soybean - acres 
36. Soybean - yield 
37. All hay - acres 
38. All hay, tons per acre 
39. All silage - acres 
40. All silage - yield 
41. Rotation pasture - acres 
42 . Rotation pasture - tons hay equivalent per acre. 
43. Permanent pasture - acres 
44. Permanent pasture - tons hay equivalent per acre 
45 . Government retired acres $ 
46. Returns per $100 of feed fed: all livestock 
47 . Value of all livestock production 
48. Value of feed fed 
49. Returns above cost of feed (47-48) 
50. Returns per livestock PMWU 

11 
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51. 
52. 
53. 
54. 
55. 
56. 
57. 
58. 
59. 
60. 
61. 
62. 
63. 
64. 
65. 
66. 
67. 

68. 
69. 
70. 
71. 
72. 

MISSOURI AGRICULTURAL EXPERIMENT STATION 

Number of: Beef Cows 
Dairy cows 
Litters of pigs 
Stocker-feeder cattle 
Purchased feeder pigs 

Per cent beef calf crop 
Milk per cow 
Pigs born alive per litter 
Pounds of milk - sold and used 
Labor charge per $100 of production 
Value of production per man 
PMWU per man 
Capital invested per man 
Labor charge per farm 
Labor charge per man 
Labor charge per PMWU 
Machinery and equipment charges, fixed and variable, per $100 
of production 
Machinery and equipment charges fixed and variable, per farm 
Machinery and equipment investment: per $100 of production 
Machinery and equipment investment: per farm 
Machinery and equipment investment: per man 
Combined labor and machine cost per $100 of production 

livestock;11 128 general (which included the poultry and mixed livestock) and all 
237 farms. The farm types were aggregated because at least 30 farms had to be in 
a group if the results were to be meaningful statistically. 

The five groups were then subjected to factor analysis using the Centroid 
method12 and the resulting solution was rotated. In each instance 10 factors were 
extracted.13 

The output of the computer showed the loading of each variable upon each 
factor. In terms of our previous discussion we noted that a general factor had a 
weighting on each variable while a group factor had a weighting upon more than 
one but not all variables. The factors all had some loading upon each variable but 
frequently this loading was very small; e.g., the maximum possible loading would 
be 1.0 (and in some cases loadings over .95 were found) and the small loadings 
were as low as .001. However, the loadings sometimes grew smaller at a fairly 
steady rate and at other times exhibited abrupt changes. Therefore it was neces­
sary to select a means of assigning variables to a factor. 

''The author hoped that by combining the grain-livestock and livestock groups a "feeder" type might be formed. 
He was advised that it might be best to place the groups in the "general" type. As the analysis developed it 
seems this would have been a better route co follow. 
12 A method of evaluating the factor loadings. It was the only method available for the computer at the time 
this work was done. 
13Harman (op. cit.) suggests that rule of thumb indicates using from one-quarter co one-sixth the number of 
variables. However; examination of the residuals showed that 10 were adequate. It should be noted that each 
factor is reducing the variance left after extracting the variance accounted for by the previous factor or factors. 
Therefore, extracting six factors rather than five will not affect the factor loadings of the first five before rotation; 
it would only mean that some variance had nor been accounted for, and this might or might nor be a significant 
parr of the rotal variance. Further, Harman shows an exrra factor may be statistically significant but not of prac· 
tical significance. 
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A study of the factors showed a considerable variation in the total variance14 

which they explained, ranging from 31 percent to one percent. Therefore, it 
seemed that the best approach would be to look at the variables which accounted 
for a large proportion of the variance due to a factor. It was decided that a factor 
would be defined by those variables which accounted for at least 75 percent of its 
variation. The percentage of the variation variable j contributed to factor p15 was 
calculated for all groups. Then the percentages of the variables were summed, 
starting with the highest and continuing until 75 percent of the factor variance 
was reached. At this point, if a number of variables contributed a percentage close 
to that of the last variable included they were also included ; e.g., in the grain 
farms, factor one (Table 2) accounts for 25 percent of the variation and it is ex­
pressed as 18 variables which account for 80 percent of the 25 percent of varia­
tion attributed to it. The last five factors included accounted for 2.7, 2.5, 2.14, 
2.19, 2.0716 percent of the variance. Thus, to get 75 percent one had to drop from 
2.53 percent to 2.19 percent and it then seemed desirable to include 2.14 percent 
and 2.07 percent as the next biggest figure was 1.64 percent. The next eight var­
iables were over 1 percent and would have added 12.6 percent to the variance ac­

.counted for but at the expense of having 50 percent more variables attributed to 
the group factor. It seemed to the author more desirable to use 18 variables and 
account for 80 percent than to have 27 and account for 93 percent of the variabil­
ity. 17 

From the above discussion we may also note that the first factor would have 
fairly high loadings on a large number of variables and seemed as if it might be 
a general factor. However, when we find that 27 or 37.5 percent of the variables 
account for 93 percent of the variation we can forget this suggestion. In fact in 
no case was it found that more than 20 variables were required to account for the 
stipulated 75 percent. 18 In fact, not only was the first factor not a general factor 
but in no case was a general factor observed. 

At the foot of each table (showing the combination of variables which were 
allocated to a factor) is shown the percentage of the variation within the factor 

"V0 of equation (4) above. 
"(ai/V,)X 100.0 
16It may be of interest to note that usually one did nor need a variable contributing much less than 2.5 percent 
of the variation and sometimes around 3.5-4.0 percent were the smallest. If variance was equal for each variable 
the percentage would be 1.4 percent. 
11The decision was purely arbiuary but based in part on the unwieldliness of Tables if large numbers of variables 
were included. 
18In some tables less than 75 percent is accounted for by the variables shown. In these cases the factor only ac· 
counted for three or four percent of the rota! variation and it seemed futile to keep adding variables which had 
little effect over all, e.g. factor 9 of the grain group accounted for 49 percent of its variance. To reach 75 per· 
cent one had to include 18 variables, four of which accounted for Jess than 2 percent of factor variation. Note 
that 2 percent of factor one is .5 percent of the total variation but 2 percent of factor nine is only .07 percent. 
In terms of total variance if we included a variable at 2.07 per cent in factor one, a variable at 14 per cent in fac­
tor nine would enter. There is little discussion in the literature the author has reviewed on just what basis one 
should take for selecting variables within a group. 



TABLE 2--RESULTS OF FACTOR ANALYSIS FOR TYPE 01 - GRAIN FARMS 

Factor Item Factor Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. I tern 
)-' 

..!>.. (See Table 1) 1 2 3 4 5 6 7 8 9 10 % % 

29 .93+ 99 87% 28 .91+ 94 88' 
8 .91+ 98 84 
7 .89+ 94 83 
9 .88+ 97 80 

14 .85+ 94 76 
~ 20 .81 99 66 

13 .81 .44 100 84 (/) 
(/) 

6 .80+ -.44 97 86 0 
18 .80 -.47 97 88 c 
68 .78 -.42 -.36 94 96 ~ 
31 .76+ -.32 76 90 > 33 .66 .43 76 Bl Cl 
54 .60 -.37 -.30 67 86 ::.; 
63 .58 -.34 -.38 -.32 81 85 () 

c 35 .54 .32 53 74 r< 15 .53 -.55 .33 .23 84 88 >-l 
64 . 52 -.53 .32 . 18 . 36 89 91 c 

::.; 
> 2 21 -.90+ 99 88 r< 

19 -.89+ 98 81 tT1 
25 -.87+ 95 80 :><: 

'O 17 -.80 .42 98 66 t"r1 
!>J 22 -.78 -.28 89 77 i: 23 -.76+ -.36 79 91 
t"r1 26 -.64 .60 95 82 z 32 -.62 .57 77 92 >-l 

16 - .61 . 41 - . 26 -.33 94 77 r:./l 15 .53 - . 55 .33 .23 84 88 "-i 
> 64 . 52 -.53 .32 .18 .36 89 91 >-l 18 .BO -.47 97 88 0 68 .78 -.42 - . 36 94 96 z 

3 3 .93* 93 94 
2 .93* 92 94 
4 .85+ 96 76 
1 .84+ 96 74 

27 .80+ -.24 85 83 
5 .76 .31 .37 92 75 61 .67 -.40 91 67 

26 -.64 .60 95 82 
32 -.62 .57 77 92 

'· .. ·'' ,; .., 



TABLE 2 (Cont'd) --RESULTS OF FACTOR ANALYSIS FOR TYPE 01 - GRAIN FARMS 

Factor Item Factor Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. Item 
(See Tabl e l) l 2 3 4 5 6 7 8 9 10 % % 

3 {Cont'd) 13 .81 .44 100 84 
69 -.44 .28 - .56 -.28 73 81 
60 -.55 .52 .36 88 80 
67 -.58 .35 -.27 - .46 76 70 
72 - .67 . 51 84 84 

4 30 .48 . 47 70 66 
17 -.80 .42 98 66 
16 - . 61 .41 94 77 
66 . 40 . 65 83 71 
38 -.41 .31 . 19 36 84 
6 .80 -.44 100 84 

10 -.57 . 28 -.62 91 85 ?:! 43 - .69+ 57 83 tT1 
37 - .70 .24 . 20 70 84 r:n 

tT1 
56 -. 73+ - .28 68 89 > 
51 -.85+ 85 86 ~ 

() 

. 65 83 71 
::r: 

5 66 .40 to 34 . 53 .26 60 60 c 
60 -.55 .52 .36 88 80 r-' 

72 - .67 .51 84 84 r-' 
tT1 

67 - .58 .35 -. 27 -.46 76 70 ..., 
15 . 53 - . 55 .33 .23 . 36 84 88 z 
64 . 52 - . 53 . 32 .18 .36 89 91 

'D 
69 - . 44 .28 - . 56 - . 28 73 81 ...... 
56 - . 73 -.28 68 89 ...... 

31 .76 -.32 76 90 
63 .58 - . 34 - .38 - . 32 81 85 
61 .67 - . 40 91 67 
42 - .59+ 43 81 
62 - .61 . 24 90 47 

6 49 .80+ 80 80 
50 .71+ 60 84 
46 .64 64 65 
30 .48 .47 70 66 
47 . 45 - .73 80 91 

5 .76 .31 . 37 92 75 
38 -.41 . 31 . 19 36 84 
10 -.57 .28 -.62 91 85 ...... 
34 .53 . 26 60 60 VI 

37 - .70 . 24 .20 70 84 



TABLE 2 (Cont'd)--RESULTS OF FACTOR ANALYSIS FOR TYPE 01 - GRAIN FARMS 

Factor Item Factor Factor Factor Factor Fact or Factor Factor Factor Factor Factor Com. Item 
,_. 

°' (See Table 1) 1 2 3 4 5 6 7 8 9 10 % % 

6 (Cont'd) 27 -. 80 - .24 85 83 
40 -.30 -. 61 95 88 

55 .40 34 46 
60 -. 55 .52 .36 88 80 
67 -. 58 .35 -. 27 -.46 76 70 

~ 22 - .78 -. 28 89 77 
68 +. 78 - . 42 -.36 94 96 './) 

41 -. 38 - .30 36 64 (/) 

0 69 - .44 . 28 -. 56 - .28 73 81 c:: 
11 - .69 . 25 88 62 ~ 70 - .70 . 25 88 62 > 71 - .82* 72 92 

c;i 

44 80 
::,; 8 36 .60+ 0 35 .54 . 32 53 74 c:: 24 . 29 -. 26 45 33 r< 

23 -.76 - . 36 79 91 
.., 
c:: 54 - .37 -.30 67 33 ~ 

39 - . 60 51 71 > 
40 -. 30 -.61 95 88 r< 

10 - . 57 .28 - .62 91 85 tTJ 
:>< 47 . 45 - . 73 80 91 "" 48 -.79+ 74 85 tyj 
::,; 

9 58 .51 42 62 i: 
53 .51 43 60 tI1 z 54 .60 - .37 - .30 67 86 .., 
44 - . 30 35 26 [/) 41 -. 38 - . 30 36 64 .., 
63 .58 -. 34 - . 38 - . 31 81 85 > .., 

10 65 . 51 3~ 67 0 
33 .66 .43 76 81 z 
5 .76 .31 .37 92 75 

64 . 52 - .53 . 32 . 18 .36 89 91 
63 .58 -.34 - .38 - . 31 81 85 
16 - .61 .41 .26 -. 33 94 77 
67 -. 58 .35 - .27 - .46 76 70 

Per Cent Tot al 
Va r iation Exp. 
Column 80 75 81 80 81 75 81 80 49 54 
Fac tor 25 14 17 9 7 7 6 7 4 4 
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explained by the variables allocated to the factor. 
The next problem is that of relating the individual variables to the factors. 

We can sec that in some cases a variable has a very high weight on one factor. 
For example; variable 28 in factor one (Table 2) of the grain type has a loading 
of .91. Its communality is .94 so most of its variance is explained by the group 
factors, and factor one accounts for 88 percent of it; i.e., 88 percent of .94. In 
contrast, variable 64 has a communality of .89, and has a weight on factors 1, 2, 
?, 9, and 10 which accounts for 89 percent of its variance. In terms of communa­
lity and amount of variance explained by the factors including them, there is lit­
tle to choose between variables 28 and 64, but in one instance the variable is re­
lated to only one factor, in the other, to five factors. What does this suggest from 
the veiwpoint of record analysis? 

We are interested in the variables which have been selected to define the 
factor: Do they form one or meaningful groups from a management point of 
view? If they do we are especially interested to see which of them have a strong 
relationship with the factor. A variable which is associated with a number of fac­
tors will be of less interest because it does not differentiate between them. In the 
example above, variable 64 has roughly equal loadings on factors 1 and 2, load­
ings which are relatively high, but not for these two factors, and low loadings 
on the other factors . In every case if we were to drop out the three lowest vari­
ables we would lose 64. To assist in distinguishing variables which have a high 
loading on a given factor, any variable which has one factor accounting for 74-89 
percent of its communality is marked by a plus ( +); e.g., variable 28, factor one, 

'Table 2, grain type. If 90 percent or more is due to one factor, it is marked by an 
asterisk (*); e.g., variables two and three, factor three, Table 2. 

We may also note that nearly all of the 72 variables are allocated to at least 
one factor. In the grain group we find only five variables not allocated, 19 12 (cap­
ital investment in feed, seed and supplies), 45 (government retired acres), 52, 57, 
and 59 which are zero because there are no dairy cows on the grain farms. Vari­
able 12 has a fairly high communality, about .63, of which half is acounted for by 
factor one. It would be the next variable to be allocated to factor one. Variable 45 
has a communality of .32 and its highest loading is 63 percent on factor one, and 
it would be allocated after variable 12. 

It should be noted that most of the 72 variables have a high communality; 
e.g., a glance at Table 2 shows that for the grain type farms 25 variables have a 
communality of .90 or more, 38 variables have a communality of more than .80 
while only 16 have a communality of less than .53. It can also be seen that the 
variables which have a high proportion of their variance accounted for by the 
group factors usually have a high proportion acounted for by the factor(s) to 

1•Ic should be noted chat the theory of factor analysis is based upon the expectation that the variables will be 
normally distributed. It is quite possible that some of these variables are not, e.g. S<''"~ fo .... ,, ""1'° "' r have" 
particular crop or livestock ~::: '.:c:·r ' '·~ · which may be the c2us~ of SOIT' ·" • 



18 MISSOURI AGRICULTURAL EXPERIMENT STATION 

which they are allocated. Where this is not the case it often means that factor 
one accounts for a large percentage of that variable's variance, but not sufficient 
for it to be allocated to factor one; e.g., variable 45 in the last paragraph. 

The result of the factor analysis for each type of farm is presented and briefly 
discussed. The reader should read the comments for Type 01, grain farms, because 
the general discussion of table layout and some terminology is presented. The 
following types need only be read if the reader has a special interest in them. 
They are presented here, rather than in an appendix because the general discus­
sion of factor analysis is dependent upon all the results. Also, an attempt is made 
to name or describe most of the factors generated and these names are used in 
the general discussion. 

Grain Farms-Type 01. 

The main results of the analysis are presented in Table 2. Each of the tables 
reporting results of the factor analysis has the same layout. The variables used to 
describe each factor are listed in order of magnitude of their loading upon the 
factor. If a variable has a loading upon more than one factor this is also shown. 
Reading across the page for any variable shows the loading it has upon cash fac­
tor. Should only one loading appear, that variable did not have a sufficiently high 
loading upon the remaining factors for it to be used in defining them. The next 
ro last column shows the communality of the variable as calculated by the cen­
troid method. The final column indicates the percentage of the communality ex­
plained by the loadings used to define the factors; e.g., in Table 2, factor 1, item 
(or variable) 29 is shown as having a loading on factor 1 of .93; it has a com­
munality of .99 and 87 percent of that communality is explained by the loading 
on factor one. In the case of varible 64 we see that is has a communality of .89 
and that it has loadings upon factors 1, 2, 5, 9, and 10 which explain 91 percent 
of its communality. At the end of the table is shown how much of the commu­
nality is explained by each factor and how much of a factor or column's commu­
nality is explained by the variables as presented. 

The maximum possible variance which could be explained by the factors is 
72 or 100 percent if each variable had no specific or error variance. In this in­
stance the variance explained by the 10 factors was 75.l percent of the total var­
iance, with all the variables loading upon each factor. As explained above, each 
factor was allotted variables until at least 75 percent of the variance explained by 
that factor was accounted for. This amount is defined for each factor by the figure 
beside "Percent total Variation explained: column," e.g.; for factor one it is 80 
percent, falling to 49 percent for factor nine. Because of the exclusion of variables 
there was a drop in the variance explained to about 76 percent of that explained 
originally. That is to say the loadings and variables shown in Table 2 explain 57 
percent (75% x 76%) of the total possible variance. We know that about 25 per­
cent of the variance is due to specific factor and error variance. Therefore by de­
fining the variables which constitute the factor by the method described we lose 
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18 percent of our explanation of variance in this instance. In return we have a 
much less unwieldy group of variables associated with each factor; this is espe­
cially true of those factors which explain little of the variance. The proportion of 
the variance explained by each factor is the figure beside "Percent total variation 
explained: Factor." 

Turning to a consideration of each factor we see that factor 1 accounts for 
most of the variance of variables 6, 7, 8, 9, 14, 28, 29, and 31-note the+. Ex­
cept for 31, acres of com, each variable has a communality of .94 or more so that 
virtually all the variance for these variables is loaded upon the first factor. In gen­
eral, the variables composing factor one are associated with size and crop measures. 
Specifically, variables 6, 7, 29, 31, 33, and 35 are all measures related to crop acres; 
14, 15, 28, and 64 are measures of labor input; 13, 18, and 20 are measures of re­
turns; 8, 9, and 63 are measures of capital investment and in this type of farm we 
see are closely related to 7, acres of cropland. The remaining variables are machinery 
costs and the single livestock variable 54, number of stocker-feeder cattle. The factor 
explains almost twice as much variance as does any other factor, and almost as 
much as the last five faccors combined; i.e., 25 percent compared with 28 percent. Ir 
seems quite reasonable that so much of the variance associated with the variables on 
a grain type group should be loaded with acres of crop and cropland, total capital in­
vested, labor required for cropping and area of crop harvested. 

Factor 2 has four variables which account for most of its associated variance, 
19, 21, 23, and 25. The first two measure returns per acre and the other two, crop 
costs per acre. At first sight it seems a highly significant observation to find that 
fertilizer and crop costs are closely related and factor out together with the value 
of harvested crop and value of all crop per crop acre. However, if we look further at 
the variables in this factor we find they are near! y all on a per acre or per crop acre 
basis and it may be that the factor is measuring the fact that each of these vari­
ables has been obtained by dividing by similar figures. Nevertheless, when we 
note the high communality of 19, 21, and 25 and see that most of their variance 
is explained by the factor it does seem a most suggestive grouping, especially as 
half of the variance of corn yield , variable 32, is associated with the factor. The 
variables 15, 16, 22, 23, 25, 64, and 68 all measure costs of input while variables 
17, 18, 19, 21, and 26 are value measures of output with 32 a physical value of 
output. In view of the grouping of variables the factor may be called "an input­
output factor associated with per acre divisors." Note chat the last four variables 
are also associated with the first factor. 

Factor 3 accounts for most of the variance of the five variables, 1, 2, 3, 4, 
and 27, and will be called the income faaor. Each of these five variables is a "re­
sidual" measure of farm returns in the sense that some cost have been deducted 
from gross returns. Each variable has a high communality and it is of interest to 
note that returns for land and labor per crop PM WU is closely associated with such 
resources as operators labor and management return and management and capital re-
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turn. Again this seems a reasonable association of variables for grain type farms. 
The remaining variables which have a positive association are also associated with 
returns; i.e., variables 5 and 26 measure residual returns. Note that 26 is the re­
turn to land and labor from cropping divided by crop acres and that it does not 
associate quite as closely with the return measures as does the same figure when 
divided by crop PMWU. Thirteen measures gross returns; 32 measures corn yield 
as the physical return from the major crop but not 31, corn acres which was 
mainly associated with the size factor and 61, value of production per man, i.e., 13 
divided by the number of men. The latter again is importantly loaded on this 
factor and probably has a close association with item 27 which has a divisor of 
crop PMWU which ought to be closely related to number of men. 

Inspection of the remaining variables reveals that their factor loadings are 
opposite in sign to those of the previous variables. A factor which has variables 
with both positive and negative loadings is called "bi-polar." The explanation of 
such factors is that the variables constituting them may be regarded as being at 
opposite ends of some scale. In this instance each of the remaining variables has a 
common divisor so that we can reasonably expect an inverse relationship. Each 
of rhe four variables is an input expressed as a percentage of the value of produc­
tion. Their loading on this factor may be explained by their possessing a com­
mon divisor which is positively related to the factor and as division gives an in­
verse relationship this shows as a negative loading. 

We may also note that the three factors described, among them, account for 
56 percent of the variance explained by all 10 factors. The next five factors are 
of roughly equal importance in chat each explains about 7 percent of the total 
communality. 

Factor 4 explains 70 percent or more of the variance of variables 37, 41, 51, and 
56. This is an interesting group because we find beef cows, calving percentage, 
and hay and pasture acres associated in a bi-polar factor. 20 Along with them are 
variables 6, total acres including pasture; 10, capital invested in livestock; and 38, yield 
of hay. The contrasting variables, 16, 17, 30, and 66, are capital and value of pro­
duct;on per acre, percentage of open land in harvested crop and labor charge per PM WU. 
This suggests that as the proportion of crop decreases on grain farms the impor­
tance of livestock increases and the amount of land under hay and pasture in­
creases. This appears a meaningful factor, especially when we see that value of 
production is inversely related to the amount of livestock on grain farms. This 
might be called a "livestock versus crop" factor. 

Factor 5 is again bi-polar, having only one variable highly explained by it, 
yield of rotation pasture. Associated are variables 31 , 56, 61, 62 and 63. The latter 

'"Ir has been suggesced rhac the association of these variables is due co an absence of livesrock. However a grain 
farm could have 49 percent of irs PMWU occupied in livestock operacions so long as less rhan 33 percent of 
:".i.1 -:.~-.. : \XfU is :-.<ir ~ss0__.;_!;:::.~.: wirh 2ny on~ rype of livesrot:k. Th".'.'~cfr;;~· t:~> criticism does nor appear to be neces-
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three are on a per man basis; from the previous factor we saw calving percentage 
related to acres and now to yield of rotation pasture and acres of corn. The con­
trasting variables are 15, 34, 60, 64, 66, 67; and 69. In the labor instances they are 
presumably the inverse of the per man variables, e.g. 15; however, there may be 
some significance in an association of wheat yields and machinery costs per $100 of 
production. It is not easy to see that this factor has a meaning which can be in­
terpreted in a farm management context so it has not been named. 

Factor 6 is just bi-polar. It explains most of the variance of 49 and 50 and 65 
percent of that of 46. These factors are returns above cost of feed, returns per livestock 
PM WU and returns per $100 of feed fed. Also associated are 30 percent of land under 
crop; 47, value of livestock production; 5, return on capital; 38, hay yield; and 10, cap­
ital invested in livestock. This is a "livestock feed-returns" factor. The opposite 
variables are returns for land and labor for crop PMWU which seems logical but 
not the other which is yield of silage. Its position would suggest that silage pro­
duction on grain farms for livestock feeding is unprofitable, or possibly that lit­
tle is produced. However, the loading is weak and not too much importance 
should be attached to it. 

Factor 7 is again slightly bi-polar. It explains most of the variance of 71, 
machinery and equipment investment per man. The positively associated variables 
are machinery investment (11 and 70); 69, machinery investment per $100 of produc­
tion; 67 and 68, machinery and equipment charges, fixed and variable; 22, machine 
cost per acre; and 41, acres of rotation pasture. The opposite variable, 60, labor charges 
per $100 production, suggests an inverse relation between labor and machinery 
cost but not perhaps as great as one might expect. Is the low relationship due to 
over-investment in machinery or due to most farms having a fairly uniform rela­
tion between man and machine, only a few farms being so highly machanized 
that there is a distinct drop in labor requirements? This factor would appear to 
be appropriately called a "machinery" factor. 

Factor 8 is bi-polar with each group having a variable highly explained by 
the factor, which includes variables 36 and 48, soybean yield and value of feed fed. 
Weakly associated with soybean yield is soybean acreage, 35, and seed and crop sup­
ply cost per acre, 24. Negatively associated with it is fertilizer cost per acre. The 
remaining variables are associated with 48 so this negative association raises the 
query: Is too much fertilizer being applied to soybeans? It appears that seed and 
chemicals are positively associated so why a negative association with fertilizer? 

In conjunction with feed fed we find stocker-feeder cattle, silage acres and tons, 
capital invested in livestock, and value of livestock production. It is of interest 
to contrast this with factor six. That factor laid emphasis on livestock re­
turns; this one explains feed cost. Both have a number of variables in common 
but factor six explains only 5 percent of the variance of 48 and 25 percent of the 
variance of 47 while this factor explains 85 percent and 66 percent. However, 
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eight explains only 5 percent and three percent of 49 and 50 where factor six 
accounts for 80 and 84 percent, respectively. Variables 47, 48, and 49 are value of 
all livestock production, value of feed fed, and livestock return above feed· cost. Does the 
low association of 48 and 49 mean that feed costs and livestock returns on grain 
farms are not related? This possibility is of special interest in view of the silage 
question raised earlier, because we find factor eight explains 70 percent of the 
silage yield variance. 

The last two factors account for 7.7 percent of the communality variance. 
They are both bi-polar. In Factor 9 number of litters of pigs and pigs born alive per 
litter associate in opposition to stocker-feeder cattle and capital investment per man 
(and rotation pasture acres and permanent pasture yields). Does this imply that 
if we have high labor relative to capital we add a pig unit? This seems a reason­
able inference but the factor is not one which is of great importance as measured 
by its explanation of variance. 

Factor 10 places 5, 33, 64, and 65 in opposition to 16, 63, and 67. In associa­
tion are return to capital and management, acres of wheat, and labor charge per man 
and per farm while in opposition are capital managed per acre, capital invested per 
man and machinery and equipment charges for $100 of production. Again wheat has a 
surprise appearance with acres, not yield; associated with percent return to capital 
and management and labor costs. A most interesting contrast is that return to cap­
ital and management and labor costs are negatively associated with capital per acre 
and per man and equipment charges per $100 of production. Unfortunately, all these 
variables, except 65, have loadings, and usually higher loadings, upon other fac­
tors. Even so, this grouping is suggestive when return to capital and management 
is negatively associated with capital investment per man and equipment charges per 
$100 of production. 

The factor analysis would seem to group the variables in reasonably mean­
ingful classes, but in some cases variables which might expect to be strongly asso­
ciated are not, for example, variables 14 and 15, PMWU and man years of labor 
used. Another interesting group is 22, 23, 24, and 25, (which is the sum of 22, 
23, and 24). Variables 22, 23, and 25 load 68, 74, and 85 percent of their respec­
tive variances on factor two, but 24 has 16, 23, 21, 19, 6, and 15 percent of its 
variance loaded upon factors 1, 2, 3, 8, 9, and 10; respectively. The smallest max­
imum loading of any variable in the whole analysis was the 23 percent on factor 
two mentioned above. 

Finally we note that the communality column of Table 2 suggests there may 
be some variables which either have a high specific loading or considerable error 
variance. This point will be considered in greater detail after presenting the factor 
analysis for .remaining groups 

Grain and Livestock Farms-Types 02, 03, 04, 05, 06. 

There were 10 factors extracted for grain and livestock farms but only nine 
are shown in Table 3. The tenth factor was dropped because only two variables, 
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TABLE 3--RESULTS OF FACTOR ANALYSIS FOR TYPE 02 - GRAIN-LIVESTOCK FARMS 

Factor Item Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. Item 
(See Table l) l 2 3 4 5 6 7 8 9 % % 

14 .90+ 98 83 
7 .89+ 94 84 

68 .89+ 91 87 
20 .88+ 95 81 
6 .88+ -.32 95 92 
8 .87+ . 27 97 92 

13 .86+ 99 75 
64 .84+ -.38 94 92 
15 .84+ -.38 92 92 
18 .84 99 70 
28 .84 - . 38 98 85 
29 .82 .34 .26 99 86 
12 . 81+ .33 84 91 
70 .81 - .46 93 93 ~ 
9 .81 . 31 89 84 trJ 

f/) 

11 .80 91 70 trJ 
> 31 .78 87 70 ~ 

10 .75 .37 -.42 96 92 0 
::r: 48 .75 .37 .31 89 74 
t;:l 47 .66 -.34 .24 95 65 c:: 
t"' 

2 5 - .91+ 93 89 t"' 
trJ 

2 -.90+ 96 84 ,.., 
3 - . 90+ 98 82 z 
4 - .80 96 68 \0 
l -.80 97 66 I-' 

49 - . 71 -.43 86 81 I-' 

50 - . 71 - . 34 82 87 
46 -.66 -.40 80 75 
61 - .64 .56 99 74 
17 -.50 .45 61 73 
60 .62 -.51 82 79 
69 . 64 .38 75 73 
67 .79 .32 89 81 
72 .82 94 78 

3 26 .88* 85 93 
27 .84+ 86 83 
19 .75 .47 86 91 
21 .72 . 56 86 97 N 

32 .54 -.32 -.29 70 69 ""' 40 .48 39 59 



UBLE 3 (Cont'd)--RESULTS OF FACTOR ANALYSIS FOR TYPE 02 - GRAIN-LIVESTOCK FARMS 

Factor Item Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. Item 
N 

(See Table l) 1 2 3 4 5 6 7 8 9 % % ~ 

3 (Cont'd) 39 .33 -.46 .47 . 26 84 74 
12 .81 .33 84 91 
63 -.20 .69 75 80 
50 - . 71 -.34 82 87 
47 .66 -.34 .24 95 65 
46 -. 66 -.40 80 75 
49 - . 71 -.43 86 Bl :s:: 
58 -.44 52 51 Vi 
53 -.60 68 64 (/) 

0 c 
4 52 - . 92* 90 95 ~ 

59 - . 92* 90 95 >-
57 -.89* 84 96 Cl 
71 - .62 .47 79 77 ~ 

70 .81 -.46 93 93 () 

39 .33 -.46 .47 .26 84 74 c 
33 - .45 - . 31 .39 71 63 !""' 

>-1 

62 - .39 .48 70 54 c 
28 .84 -.38 98 85 ~ 

> 
29 .82 . 34 .26 99 79 !""' 

trJ 

5 25 . 94* 93 95 :><: 
'U 

22 .82+ 84 80 tI1 

23 .74+ 67 81 ~ 

~ 
16 .62 67 56 tI1 

21 .72 .56 86 97 z 
24 .53 45 61 >-1 

19 .75 .47 86 91 [/) 

17 -. 50 .45 61 73 >-1 
> 

69 .38 .38 75 73 >-1 

30 .35 .23 .40 73 45 0 z 
6. 39 .33 -. 46 .47 . 26 84 

54 .44 73 26 
44 . 38 39 36 
10 . 75 .37 - .42 96 92 
33 -.45 - .31 .39 71 63 
32 . 54 -.32 - .29 70 69 
34 - .34 . 35 46 52 
35 - .34 .28 48 40 
36 - .36 39 33 
64 .84 - . 38 94 92 

• \<S ·!: 
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38 and 30, had sufficiently large loadings to be considered and they explained 

only 13 percent and 11 percent of factor ten's variance. The nine common factors 

reported explain 73.6 percent of the rotal possible variance. Factor 10 would ac­

count for 3.0 percent, leaving 23.4 percent due to specific factors and error. Note 

that 26 variables have a communality greater than .90 forry-une have a communal­

irv of .go or more. and 14 have a communalitv less than .5 2,. The average com­

~unality of the low 14 variables is .34 so they represent 12.5 percent or more 

than half of the 23.4 percent due to specific factor and error. The variables in this 

group are 24, 34, 35, 36, 38, 40, 41; 44, 45, 55, 56, 58, 65, and 6621 which cover seed 

and supplies, crop, hay and silage acres or yields, pig litters and labor charges. 

The information available does not permit an analysis of the extent to which the 

unaccounted variance is due to error or specific factors but it seems possible that 

variables 38, 40, 41, 44, 45, and 58 may have large errors of measurement. The 

amount of variance explained by the variables allocated to the factors is 78.7 per­

cent of the communality and 57.9 percent of the total variance. 

Factor 1 explains 30 percent of the variance while factors five to ten inclu­

sive explain 31.6 percent of it. Clearly factor 1 is a most important factor. Twenry 

variables have been allocated to this factor and it explains 75 percent or more of 

the variance for ten of them. The communality of these variables is greater than 

.91 except for variable 12. The variables are 6, 7, 8, 12, 13, 14, 15, 20, 64, and 68. 

Variables 6, 7, 8, 12, 14, 15, 64, and 68 are size measures for inputs and 13 and 20 

are measures of output. The remaining variables are 9, 10, 11 , 18, 28, 29, 31, 47, 

48, and 70. W c note that some variables associated with livestock arc: now pres­

ent ( 10. 47 and 48) which were absent in faccor one of the grain farms. How­

ever, as these are associated with size, the factor may perhaps be called a "size of 

operation" factor as it is associated with aggregate measures of land, labor, live­

stock, and feed inputs and measures of total crop and livestock production. 

We note that the "income" factor now takes seond place and accounts for 

18 percent of the communality. Factor 2 accounts for most of the variance of 

variables 2, 3, and 5 and more than 66 percent of variable 1 and 4. It is again a 

bi-polar factor and the same variables have opposite high loadings. Again the 

variables associated with this factor have high communalities, most larger than 

.90, and only two of the 14 are below .80. We note that in this instance variable 

five has the greatest loading and has the most variance explained by the "income" 

factor-a distinct contrast to the grain type farms where variable five was allo­

cated to three factors. In association with the five residual income measures are 

variable 17, 46, 49, 50, and 61. Each of these measures value of production in 

some form and so would appear to be logically associated with the principle vari­

ables. Note that the net crop return measures, 26 and 27, are not present and the 

income factor explains only 2.0 and 0.9 percent of their variance, respectively. 

These two variables are highly related to Factor 3 and are the only variables 

for which it explains more than 75 percent of the variance. The factor is bi-polar. 

"Nore that variables 38 and 45 are the only ones nor allocated to a factor. 
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Associated with 26 and 27 are variables 12, 19, 21, 32, 39, and 40. In negative as­
sociation are variables 46, 47, 49, 50, 53, 58, and 63. The first four of these are 
various measures of livestock return which suggests that if we have high crop 
returns livestock returns are low and vice versa. Variables 53, number of litters; 58, 
pigs alive per litter; and 63, capital per man, were associated in the previous farm 
type. Also, we have previously noted 49, yield of silage, as being bi-polar to 46, 49, 
and 50 although it was not associated with 26 and 27. 

The first three factors explain 59 percent of the explained variance but we 
may note that factors four and five are about as important as factor 3. The last 
five factors each explain about 4 percent of the total communality. It would be 
useful ro be able to test the significance of factors which explain so little of the 
total variance. 

Factor 4 explains 95 percent or more of the variance of three variables, each 
of which has a high communality. The variables are 52, number of cows; 57, milk 
per cow; and 59, total milk produced. 22 There is a considerable drop in loading to 
the other variables associated in this factor, 28, 33, 39, 62, 70, and 71. There 
seems no intuitive reason for this positive association of what appears to be a 
"dairy" or "milk and cow" factor with crop PMWU, acres of wheat, acres of si­
lage, PMWU per man, machinery and equipment investment per farm and per 
man. The one bi-polar variable is 29, acres of crop harvested. 

Factor 5 explains much of the variance of variables 22, 23, and 25 which are 
crop costs per acre. In association are 16, 17, 19, 21, 24, 30, and 69. As before, we 
note that many of these variables have a common element, a divisor-crop acres. 
Nevertheless, the loadings are high and the communality fairly high so it would 
seem that 19, 21, 22, and 25 have a closer association than the other variables. 
If so we have a close association of crop returns and machinery and total crop costs per 
acre. The factor is related to crop gross returns and crop inputs but accounts for 
only 0.08 percent and 3.2 percent of the variance of the crop net return measures, 
26 and 27. We might also note that factor 3 explains less than 1 percent of vari­
ables 22, 23, and 25. Variable 30, percent of land in harvested crop, has only 16 per­
cent of its variance explained by factor 5, most of its variance being associated 
with factors 9 and 10. It has 15 percent or more of its variance explained by each 
of four factors. 

Factor 6 is bi-polar and 65 and 66, the variables with high loadings, have a 
low communality. Associated are 32, 33, 34; 35, 36 (crop acres and yields) , 64, 
65, and 66 which are labor charge per farm, man and PMWU respectively. The 
opposing variables are 10, 39, 44, and 54-capital in livestock, silage acres, per­
manent pasture yield, and stocker-feeder cattle. The association of livestock with 
noncrop factors in opposition to crop acres and yields appears reasonable-the 

22Not all farms may have dairy cattle but in some instances they may form an appreciable part of the livestock 
activities. 
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high loading of labor with these other variables seems less clear, unless the crop 
activities require large amounts of labor. 

Factor 7 has only one variable for which it accounts for most of the variance. 
However, this variable, 55, purchased feeder pigs, has a very low communality 
and so does not seem an especially important variable (in relation to defining a 
factor) . It also has a much lower loading than some of the other variables allo­
cated to this bi-polar factor. Associated with 55 are variables 30, 39; 47, and 48, 
all of which have less than 10 percent of their variance explained by factor 7. The 
opposing variables are 6, 10, 37, 43, 51, and 56 (total acres, capital in livestock, 
acres of hay and permanent pasture, number of beef cows and calving percent.) 
Acres of permanent pasture and number of beef cows both have over 50 percent of 
their variance explained by this factor and seem to be associated and in opposi­
tion to percent under crop. It might be argued that variable 6 is present because 
on large farms there is proportionately less land under crop and more capital in­
vested in livestock. 

Factor 8 is bi-polar and associates variables 8, 9; 61, 62, 63, and 71 in opposi­
tion to variables 15, 53, 58, and 60. Variables 61, 62, 63, and 71 all have a com­
mon divisor and, except for 63, factor 8 explains little of their variance. As 8, 9, 
and 63 are capital measures their association is logical. As 15 is the divisor for 
61, 62; 63, and 71 it is to be expected that it will be opposed to them. The pig 
litter variables do not appear to have an expected relationship-perhaps that sug­
gested in discussing grain farm is again applicable, especially as it is associated 
with smaller farms. 

The final factor, Factor 9, explains most of the communality of 42 (rotation 
pasture yield), but the communality is small. Weakly associated are acres of rota­
tion pasture and corn yield; corn yield has 12 percent of its variance explained by 
factor 9. Corn yield has five factors which each explain more than 10 percent of 
its variance so it does not appear to be a good predictor for this type of farm. In 
opposition are variables 29, 30, 33, 34, 35, and 67 (acres of crop harvested, per­
cent under crop, wheat acres and yield, soybean acres, and machinery and equip­
ment charges per $100 of production) . Does the opposition of corn yield to 
wheat and soybean acres suggest that growers of these crops do not spend suf­
ficient time looking after their corn? This factor accounts for almost 16 percent 
of corn yield variance and about 25 percent of wheat variance and 16 percent of 
soybean acreage variance. Alternatively, it may mean that those who concentrate 
upon corn raise little wheat or soybeans. 

We note that many of the factors show similarities to those in the grain 
group but that there are also distinct differences, both in the composition of fac­
tors and the introduction of the "dairy" factor, factor 4. 

Dairy Farms-Type 07 

In Table 4 we see the ten facrors to which all the variables in the dairy type 
were allocated. These ten factors account for 80.55 percent of the possible varia-
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TABLE 4--RESULTS OF FACTOR ANALYSIS FOR TYPE 07 - DAIRY FARMS 

Factor I tern Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. Item 
(See Table 1) 1 2 3 4 5 6 7 8 9 % % 

37 .88+ 97 80 
28 . 79 96 64 
7 . 77 -.42 90 85 

29 .70 - . 51 98 77 
6 .66 -.38 98 60 

39 . 63 -.28 62 77 
41 .52 39 69 
9 . 51 .47 -.29 92 61 

20 .49 -.57 -.39 . 31 99 61 
18 .44 - .62 . 31 98 69 
62 .43 .30 -.48 .41 86 77 
8 .43 .67 - .44 99 83 

12 .40 .34 81 34 ::0 
55 - .41 . 70 -.47 91 97 trJ 

"' trJ 

2 72 .83 90 77 > 
?:! 

60 .72 .40 85 80 () 

67 .59 -.69 93 89 ::r: 
33 - . 49 .44 61 71 o:J 
31 -.54 58 50 c: 

t-< 
29 . 70 -.51 98 77 t-< 

20 . 49 - . 57 -.39 .31 100 61 trJ 
;j 

18 .44 -.62 .31 98 69 z 
30 -.63 .35 .40 83 81 \Q 
26 - .65 .33 82 64 ..... 
27 -.67 . 33 .30 88 75 ..... 
61 -.69 -.44 -.34 .34 99 92 
1 -.85+ 97 75 
5 -.88+ 93 82 
4 - .89+ 98 82 
2 - .94* 95 93 
3 -.94* 93 96 

3 47 .96* 97 95 
52 .96* 99 93 
64 .92* 95 90 
15 .92+ 96 88 
14 .92+ 100 83 
48 .91+ 95 88 
10 .91* 91 92 N 

\Q 

49 .84+ 95 73 
55 -.41 • 70 -.47 91 97 



TABLE 4 (Cont'd)--RESULTS OF FACTOR ANALYSIS FOR TYPE 07 - OAIRY FARMS 

Factor Item Factor Factor Factor Factor Factor Factor Factor factor Factor Com. Item '..» 

(See Table 1) 1 2 3 4 5 6 7 8 9 % % ':::> 

3 (Cont'd) 13 .68 100 45 
8 .43 .67 -.44 99 83 

43 . 52 -.52 .29 75 82 
59 .52 -.58 78 78 
68 .50 -.70 93 80 
9 . 51 .47 -.29 92 61 

4 25 .89+ 89 88 ~ 
(/) 

19 .83+ 86 81 
(/) 

0 
21 .78 95 64 c 
24 . 71+ 66 77 :::; 
22 . 71 73 69 > 
40 .70+ 66 75 Cl 
17 .63 9·4 41 ~ 

16 . 56 73 42 ;:; 
38 .48 -.67 77 89 c 

t""' 

23 .48 .47 63 71 
..., 

66 .42 -.30 .40 71 60 c 
~ 

55 - .41 .70 -.47 91 97 > 
t""' 

5 60 .72 .40 85 80 tT"l 
><: 

20 .49 -.57 -.39 .31 100 61 'i::I 

9 -.51 -.47 - .40 92 61 tn 
~ 

7 .77 -.42 90 85 :i 
61 -.69 -.44 - .34 .34 99 92 tn 

34 -.44 +.45 51 77 z 
8 .43 .67 -.44 99 83 >"':! 

(/) 

63 -.64 87 48 >-l 
38 .48 -.67 77 89 > 
67 . 59 -.69 93 89 >-l 

0 
68 .50 -.70 93 80 z 
70 -.84+ 92 76 
11 -.84+ 92 76 
69 -.85+ 94 76 
71 - .92+ 97 86 

6 30 - . 63 .35 .40 83 81 
26 -.65 .33 82 64 
27 -.67 .33 .30 88 75 
62 .43 .30 -.48 .41 86 77 
9 . 51 .47 -.29 92 61 



TABLE 4 (Cont'd)--RESULTS OF FACTOR ANALYSIS FOR TYPE 07 - DAIRY FARMS 

Factor Item Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. Item 
(S"ee Table 1) 1 2 3 4 5 6 7 8 9 % % 

6 (Cont'd) 66 .42 -.30 .40 71 60 
6 .66 -.38 98 60 

46 -.44 -.40 68 53 
50 -.47 -.31 -.31 75 56 
43 +.52 -.51 .29 75 82 
54 - .55 47 64 
56 -.81+ 78 84 
51 -.82+ 81 83 

7 66 .42 .30 .40 71 60 
20 . 49 -.57 -.39 , 31 99 61 
18 .44 - .62 .31 98 69 
39 .63 -.28 62 77 ?:! 
50 - .47 -.31 - .31 75 56 m 

(/) 

61 -.69 -.44 -.34 .34 99 92 m 
62 .43 .30 -.48 .41 86 77 > 

::0 
59 +.52 -.58 78 78 () 

57 - . 72 85 66 ::c 
to 

8 35 .75+ 75 75 c:: 
t-' 

36 .60+ 45 80 t-' m 
42 .43 39 47 ..-I 
32 .36 51 25 z 
12 .40 .34 81 34 
27 -.67 . 33 .30 88 75 \0 

I-' 

43 .52 -.51 .29 75 82 ..... 

9 65 . 61+ 46 79 
23 .48 . 47 63 71 
34 - .45 .45 51 77 
33 -.49 .44 61 71 
62 .43 .30 .48 .41 86 77 
30 -.63 .35 .40 83 81 
61 -.69 -.44 -.34 .34 99 92 
44 .31 35 28 
50 -.47 - . 31 -.31 75 56 
46 -.44 -.40 68 53 

Per cent Tota 1 
Variation Exp. ""' Column 76 78 80 79 79 77 60 59 63 
Factors 12 20 20 11 13 7 5 4 5 
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tion if all the variables are considered. After allocating the variables to the factors 

as shown, 75 percent of the communality is explained or 60 percent of the pos­

sible variation. Note that the loss of explanation of variance is much smaller than 

it was in the first two groups. 
We note a rather unusual occurrence in the amount of variance that succes­

sive factors explain, in that factors 2 and 3 explain more than does factor 1, and 

factor 5 explains more than factor 4. This is an effect of rotation because factors 

are extracted in a manner such that each one accounts for less variance than the 

preceding factor. We can also observe that the first 5 factors explain the variance 

fairly egually compared with the preceding groups. As before, the last 5 factors 

each explain about 4 percent of the communality. 
Examining the communality of the variables, we see that in three instances 

the common factors explain all the variance, that 34 variables have a communal­

ity of .90 or higher, 45 variables have a communality of .80 or higher while only 

11 have a communality less than .55. The 11 variables are 32, 34, 36 (yield of 

corn, wheat and soybeans), 41, 42, 44, 45, 53, 54, 58, and 65 and their average 

communality is .45, much higher than was the case for the grain-livestock group. 

As noted, every variable was allocated to one or more factors . Along with the 

communality, we might inspect the proportion of the communality for which 

we account after allocating the variables. There were three variables for which 

the group factors explained all the variance 13, 14, and 20. Thirteen has 13, 28, 

and 45 percent of its variance explained by the first three factors but is only al­

located to factor three which is why only 45 percent of its variance is explained. 

Fourteen has 10.0 and 83.3 percent of its variance explained by factors 1 and 3; it 

too is only allocated to three but it has nearly twice as much of its variance ex­

plained as has 13. Variable 20 has 10 percent or more of its variance explained 

by five factors so that even though it has been allocated to three of them we have 

only explained 6 percent of its variance. This shows g·uite clearly that even 

though a variable has the maximum possible communality, it may not appear 

as a specially meaningful or selective variable after considering its factor load­

ings. 
Turning to the factors, not that factor 1 explains less of the variance than 

in the earlier instances and that the variables and their order of association are 

different. Also, only one variable has most of its variance explained by it. The 

variables present (6, 7, 8, 9, 12 , 18, 20, 28, 29, 37, 39, 41, 55, and 62) are of in­

terest in that only one animal variable, 5 5 (feeder pigs), is present and it has a 

negative association. The factor becomes a "crop area, crop value, and pasture" 

factor rather than a "size" factor. 

Factor 2 is the "income" factor with all the residual income measures having 

75 percent or more of their variance explained by this factor. As before, it is bi­

polar and has the same variables in negative association. Associated with the resid­

ual income measures are 18, 20, 26, 27, 29, 30, 31, 33 , and 61. Note that 18, 20, 
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26, and 27 are all values of crop production. Twenty-nine is area under harvested 
crop; 31 and 33 are acres of corn and wheat. It is astonishing that in a diary type 
farm group there is no livestock return associated with the income factor. In fact, eight 
non-livestock variables would enter before 46, returns per $100 of feed fed, the first 
livestock return measuring variable. Variables 47, 49, and 59 (value of livestock 
production before and after feed fed and total milk produced) have only 1.2; 5.7; 
and 10.0 percent of their variances explained by factor two. 

The livestock variables are highly associated with factor 3, eight variables 
having most of their variance explained by the factor. The eight variables are 10, 
14, 15, 47, 48, 49, 52, and 64 and their loadings on factor 3 are all greater than .90 
except for 49. The group includes labor, livestock capital, feed and production 
values, and cow numbers. This appears a logical grouping on a dairy farm which 
by definition has over 50 percent of the PMWU in the dairy enterprise. The re­
maining associated variables are 8, 9, 13, 43, 55, 59, and 68, i.e., two capital in­
vestment measures, total value of production, acres of permanent pasture, pur­
chased feeder pigs, total milk produced, and machinery and equipment charges 
per farm. This factor associates number of cows, total milk produced, total value 
of farm production, gross value livestock production, value of livestock produc­
tion less feed fed, cost of feed fed but not milk per cow (16 percent of its vari­
ance) nor variables 2, 3, or 5. Variables one and four have 16 percent and 12 per­
cent of their variance explained by factor 3. 

Factor 4 explains most of the variance of four of its variables, 19, 24, 25, and 
40. The communality of 24 is here somewhat higher than previously and 77 per­
cent of its variance is explained by one factor. A marked contrast with the grain 
group where no factor accounted for more than 23 percent of its variance and 
each of six factors explained 10 percent or more. Its association with 19 (value of 
harvested crop) and 40 (tons of sialge) is obscure unless special seed or chemical 
treatment is needed for crops ensiled. The remaining variables are 16, 17, 21, 22, 
23, 38, 55, and 66, a mixture of the old "crop acre" divisor group, tons of hay, 
bought feeder pigs (in negative association), and labor charge per PMWU. Again, 
the variables are mainly crop costs and gross production with some new variables. 

Factor 5 accounts for most of the variance of 11 , 69, 70, and 71 which con­
cern machinery and equipment investment. Associated are variables 7, 8, 9, 20, 
34, 38, 61, 63, 67, and 68 with 60 in negative association. The first six of these 
associated variables are capital and crop or hay variables which may support the 
proposition that machinery investment is associated with acres of crops, wheat, 
and hay as well as 67 and 68; involving machinery costs. The positive association 
with 61 may suggest that mechanization on dairy farms increases output per man. 
In both of the grain groups, variable 61 was bi-polar with 67 and 69. Factors 
which explained appreciable amounts of 6l's variance did not explain more than 
1 or 2 percent of the variance of 70, machinery investment per farm or more than 
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10 percent of 71. As 71 and 61 have a common divisor, we would expect some 
association. 

The five factors discussed above explain 76 percent of the communality, with 
factors 2 and 3 somewhat more important and accounting for a little more than 
half of it. The remaining five factors are of similar value in explaining the remain­
ing variance. 

Factor 6 explains over 80 percent of the variance of 51 and 56, after which 
there is a sharp fall in factor loadings to the remaining associated variables 6, 9, 
43, 46, 50, 54, and 66. Variables 51 and 54 are beef cattle numbers and relate to 
total acres, permanent pasture acres, returns per $100 feed fed and labor charge 
per PMWU. In negative association are 26, 27, 30, and 62 which suggests that 
if beef cattle are present, net crop returns and the proportion of land under crop will be 
lou 1 while 62 taken in conjunction with 66 suggests that possibly the PMWU 
values for beef cattle are out of line. 

Factor 7 has no especially high loading variable but there is a close relation­
ship between milk production and milk per cow. Associated are 39, 50, 61, and 
62, concerning acres for silage, returns per livestock PMWU, value of production 
per man, and PMWU per man. In dissociation are 18, 20, and 66 which suggests 
that value of crops is negatively associated with milk yield and production. The latter 
association adds interest "to the prior observation that milk production had little 
relation to the "income" factor but crop values of production were related. 

Factor 8 is not bi-polar and is a crop factor; note the importance of soybean 
acres and yield, which, in turn are associated with corn and hay production, acres 
of permanent pasture, and capital invested in seed and supplies. Recall that soy­
beans have previously shown an association with the last variable. 

Factor 9 has one variable for which it explains most of the variance. This 
is 65, labor charge per man. Then, following a sharp reduction in factor loading, 
come variables 23, 30, 33, 34, 44, 61, and 62. Variables 61 and 63 have a common 
divisor but it is not clear whv the other variables load with 65 unless wheat pro­
duction has a high labor cost. The opposing variables are 46 and 50, which mea­
sure livestock returns. Pnssibl v this indicates lmver labor charges where ince)me is 
generated by livestock. 

Finally, we see that 54 percent of the factor 10 variance is explained by 
just three variables, of which two are highly associated, 53 and 58, which concern 
litters of pigs and pigs born alive per litter. The other variable, government re­
tired acres, has no obvious association unless farms on which pigs are raised are 
those which have joined the government scheme. 

This completes the analysis of the dairy group in which a number of anom­
alies were observed, as well as differences compared with the two previous farm 
types studied. We now turn to the general farm group. 
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General Farms-Types 08, 09, and 10. 

Table 5 presents rhe factor groupings for general farms. Note that factor 10 
is again excluded. Ir explained only 2 percent of the total variance, required 19 
variables to explain 79 percent of its variance; and the only variables explaining 
more than 5 percent of its variance were 56, with 11.6 percent, and 44, with 6.1 
percent. This was the first occasion that 51 and 56 were not closely associated. 
The ten factors accounted for 70 percent of the possible variance, and the remain­
ing nine, for 67 percent of the variance with all variables included. After allocat­
ing the variables, about 51 percent of the variance was explained. This is less than 
for the dairy group where 60 percent was explained and the grain groups where 
about 57 percent was explained. Ir appears that the more specific the grouping 
the better the chance for the factors to explain the variance. We note that only 
16 variables have communality of .90 or more; 29 variables have a communality 
of .80 or more, 39 of .70 or more, and 19 have a communality of less than .55. 
The average communality of the latter was .32, so that out of the 33 percent of 
unexplained variance after dropping factor 10, about 18 percent (or more than 
half) is due to the variables with low communality, even though the communality 
of all the variables is lower than it was in the other form types. These 19 vari­
ables are 23, 24, 32, 33, 34; 35, 36, 38, 39, 40, 41, 42, 44, 45, 53, 55, 56, 58, and 65. 
All those variables listed in Type 02 (the grain and livestock farms) are here ex­
cept 66 which would be the next one to enter the low communality group. Vari­
ables 32 through 44 are crop or pasture acres and yields. Twenty-three and 24 are 
crop inputs so it seems that crops and yields are subject to influences which have 
not been included in the correlation matrix because even on the grain type farms 
variables 35 through to 45 have a low communality. 

Factor 1 resembles the factor 1 of the grain farms rather than that of the 
dairy farms in that it has many variables for which it explains most of the vari­
ance. The variables are 6, 7, 8, 9, 10, 14, 15, 28, 29, and 64. The total capital in­
vested has the highest loading and is associated with investment in land and live­
stock, total acres, crop acres, PMWU and man years of labor, crop PMWU, acres 
harvested, and capital per man. Looking at the remaining variables, 12, 13, 18, 20, 
31, 37, 43, 48, 51, and 68, we note that value of production and value of crop 
production are included as are the acre measures 31, 37, and 43. However, cost of 
feed fed and number of beef cows are present to make rhe factor meaningful of 
size generally, including the livestock aspect. Although machinery investment is 
missing, machinery fixed and variable cost in present. 

Factor 2 is a bi-polar income factor with the familiar negatively associated 
variables 60, 67, 69, and 72. Variables 2 and 3 have more than 90 percent of their 
variation explained; 5 is also high but 1 and 4 are lower than usual. Associated 
with the residual income measures are 13, 17. 26, 27, 46, 49, 50, and 61, Now we 
see both the livestock and crop residuals loading with income, in direct contrast to 
the previous dairy group where only crop variables loaded with income. 



TABLE 5--RESULTS OF FACTOR ANALYSIS OF TYPE 10 - GENERAL FARMS 

Factor Item Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. Item 
(See Table l) 1 2 3 4 5 6 7 8 9 % % IJj 

°' 
8 .95* 96 93 
6 .90+ 95 85 

10 . 89+ 94 85 
29 .86+ -.35 93 92 
15 .86+ 89 83 
14 .86+ - . 39 97 90 
9 .85+ 84 86 

~ 28 .85+ .31 95 86 
7 .85+ 93 76 en 

'/) 

13 .81 -.48 100 65 0 c 64 .81+ -.29 87 84 ~ 20 . 77 -.37 97 75 
68 . 75 .42 87 86 :> 
18 .73 -.45 95 77 Cl 

:;>; 
43 .72 79 65 () 
51 . 71 .35 78 81 c 
48 .71 -.58 89 83 t-< 

>-l 
12 . 70 71 69 c 
37 .68 73 65 :;>; 

> 31 .63 64 63 t-< 

1:11 
2 72 .74+ - .40 81 88 x 

'tl 
67 . 71 -.33 69 89 l:I1 

60 . 52 -.52 69 79 :;>; 

69 .43 .54 57 52 22 
l:I1 

26 -.45 -.56 .38 85 54 z 
27 - . 47 -.38 .34 .38 79 64 >-l 
13 .81 -.48 100 65 (/) 

17 -.53 -.62 -.36 87 92 --l 
> 

61 -.55 .52 86 65 >-l 
49 -.62 -.61 93 81 0 
46 -.63 60 67 z 
50 -.67 -.36 68 85 
1 -. 76 96 60 
4 -.80 97 66 
5 -.86+ 85 87 
3 - . 90* 85 95 
2 ·-. 93* 90 96 

3 21 - . 95* 97 92 
19 - . 75 . 26 76 83 
25 -. 72 -.35 87 74 

,, 



TABLE 5 (Cont'd)--RESULTS OF FACTOR ANALYSIS OF TYPE 10 - GENERAL FARMS 

Factor Item Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. Item 
(See Table l) l 2 3 4 5 6 7 8 9 % % 

3 (Cont'd) 17 -.53 -.62 -.36 87 92 
22 -.61 -.40 72 74 
23 -.50 -.54 54 70 
26 -.45 - .56 +.38 85 54 
32 -.51 45 60 
24 -.47 34 63 
16 - .44 .61 63 91 
27 -.47 -.38 +. 34 +.38 79 64 

4 47 -.64 92 45 
49 - . 62 -.61 93 81 
39 -.58 .37 54 88 ~ 
48 . 71 -.5B 89 83 t'1 

Vl 
54 -.43 67 28 t'1 

14 .86 -.39 97 90 ;:.,. 
?;) 

53 -.38 -.29 46 49 () 

17 - .53 -.62 -.36 87 92 :i:: 
40 -.36 20 66 to 
50 - . 67 -.36 69 85 e 
23 -.50 -.30 54 70 

r< 
r< 

27 -.47 -.38 +.34 . 38 79 64 t71 
:j 

5 70 .79 89 71 
z 

71 .78+ .32 77 94 \!) 

69 . 43 . 54 57 52 
55 .46+ 27 80 
68 .75 . 42 87 86 
33 .40 -.43 48 71 
34 .31 32 31 
53 -.38 - .29 46 49 
58 - . 32 -.28 29 73 

6 62 • 71 72 71 
63 . 55 63 48 
61 -.55 . 52 86 65 
71 . 78+ .32 77 94 
64 .81 -.29 87 84 
72 .74 -.40 81 88 

\.}.> 

60 .52 - . 52 69 79 -....) 

66 -.66+ 57 75 
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TABLE 5 (Cont'd)--RESULTS OF FACTOR ANALYSIS OF TYPE 10 - GENERAL FARMS 

Factor Item Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. Item 
(See Table l) l 2 3 4 5 6 7 8 9 % % 

7 59 .91* 86 97 ~ 57 .80* 68 94 <n 52 . 77* 63 93 Ul 

0 16 - .44 .61 63 91 c 
39 - .58 .37 73 88 ~ 

8 36 -.64 28 62 > 
0 30 -.55 59 52 ::<l 

18 .73 - .45 95 77 () 
33 .40 - .43 48 71 c 

r 20 .77 - .37 97 75 >-J 
29 .86 - .35 93 92 c 

::<l 35 - . 31+ 55 75 > 
28 .85 -.31 95 86 r 
51 . 71 +.35 78 81 trl :x: 

"" 9 42 .39* 16 93 tT1 
::<l 26 -.45 -.56 .38 85 54 ~ 27 -.47 -.38 . 34 .38 79 64 tT1 

19 -.75 .26 76 83 z 
41 .26 39 17 >-J 

58 -.32 -.28 29 73 (/) 

67 . 71 - .33 69 89 ~ 
25 - . 72 -.35 27 74 >-J 
22 -.61 -.40 72 74 0 

Per Cent Total z 
Variation Exp. 
Column 82 87 74 67 74 74 86 62 63 
Factor 31 18 12 8 8 6 6 6 3 
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Factor 3 is the "crop expense and returns" factor. Value of all crops has 92 

percent of its variance explained which, associated with a high communality, 

makes it a most important variable relevant to the factor. Closely associated with 

it are "value of harvested crops" and "total crop costs." The remaining associated 

variables are 16, 17, 22, 23, 24, 26, 27, and 32. We see that all crop costs are as­

sociated with the net return variables 26 and 27 and that corn yield has 63 per­

cent of its low communality explained by the factor. 

Before discussing the fourth factor we should note that the second and third 

factors account for as much variance as does the first. Also note that the next five 

factors, four to eight, are of roughly egual value in explaining the variance but 

the last two factors are of little value, explaining only 3 percent and 2 percent of 

the total communality. Factor 9 was retained because it explained 93 percent of 

the communality of one variable. This may be trivial, as the communality is only 

.16. 

Factor 4 has no variable with an especially high weight. The associated vari­

ables are 14, 17, 23, 39, 40, 47, 48, 49, 50, 53, and 54, with 27 negatively associ­

ated; we see livestock returns 47, 49, and 50 associated with feed variables 39, 40 

(silage acres and yield), and 48 (total feed cost) , and PMWU and value of pro­

duction per acre. Note that 23 would seem irrelevant here but it may be a nega­

tive variable to 27 which would seem a logical opposite to 47, 49, and 50. Note 

that unlike with the type 01 and 02 (grain, grain-livestock) groups, silage has 

a positive association with feed cost and livestock returns. 

Factor 5 explains most of the variance of 55 and 71, which seems an unusual 

association. The associated variables 33, 34, 68, 69, and 70 are wheat acres and 

yield, machinery and equipment charge per farm, and (with 71) the three differ­

ent measures of machinery investment. The opposing variables are litters of pigs 

and pigs born alive per litter. Perhaps pig breeding is associated with a low capital 

investment, and pig purchase is the opposite of breeding which gives the unusual 

juxtaposition. 

Factor 6 is uniformly bi-polar and explains 75 percent of the variation of 

66, labor charge per PMWU. In association are 60, 64, and 72, all aspects of labor 

cost; in negative association are 61, 62, 63, and 71 which are all related by a com­

mon divisor, man years of labor used. 

Factor 7 has three variables with more than 93 percent of their variance ex­

plained by it. They are the dairy variables 59, 57, and 52 with which are associated 

capital managed per acre and acres of silage. Note the strong association of the 

dairy variables, markedly different from their behavior in the dairy group analysis. 

Factor 8 explains 75 percent of the variance of 35 , soybean acres, although it 

has a low loading on the factor. The related variables are 18, 28, 29, 30, 33, and 36 

which suggests this factor is a crop return factor. The opposing variable, 57, num­

ber ofbeew cows, shows the usual inverse relation between crop area and beef cattle. 
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Factor 9, defined by variables 19, 26, 27, 41, and 42, appears to be a mixture 

of returns per crop acre and rotation pasture acres and yield. The opposing vari­

ables, 22, 25, 58, and 67, appear to suggest that to some degree machinery costs 

are inversely related to crop returns, which seems a logical relationship. Again the 

returns divisor of 67 may cause the association but the presence of 22 suggests the 

first inference. 
This completes the analysis of the groups. The last analysis was carried out 

ro observe if there were any differences in results when aggregated data were used. 

All Farms-1964-Type 99 

Table 6 lists the nine factors included for the analysis of all farms. The tenth 

factor was dropped because it explained only 1 percent of the communality and 

required 18 variables to explain 75 percent of its variance. Variables 67 and 74 

had 10 percent and 11 percent of their communality explained by the factor, but 

no other variable was over 5 percent. The over-all explanation of variance was 

67 percent (or 65 .8 percent after dropping the tenth factor) , including all the vari­

ables, but after allocating the variables as shown in Table 6 only 52.4 percent of 

the variance is explained (and 79.5 percent of the communality) . The factors are 

slightly better in explaining the variance of "all the farms" than they were in the 

"general" type despite the slightly lower figure for total communality. They do 

not do as good a job as they did for the grain and dairy type farms. 
Examining the communality of the variables we note that 19 variables have a 

communality of .90 or more, that 30 have a communality of .80 or more, 40 have 

one of more than .70, and 21 have a communality of .53 or less. Thus we have 

nearly twice as many variables over .90 as we did in the general type but about 

the same number above .70 and .80 and below .53 . The latter group have low 

communality, 31.0 on average, a little below the general group, so that if they 

had a communality of 1.00 an additional 20 percent of total variance would be ex­

plained. The variables in the low communality groups are 16, 23, 24, 32, 33, 34, 

.;5, 36; 37, 38, 39, 40, 41, 42, 44, 45, 53, 55, 56, 58, and 65 which is identical with the 

_gc:neral group except for the addition of variables 16 and 3 7. There are ten vari­

ables not allocated to any of the factors, 33, 34, 38, 41, 40, 42, 44, 45, 55, and 65. 

The communality of these variables is .53 , .30, .16 .. 26, .17 .. 16, .13, .95 .. 08. :ind 

.09, suggesting that they are either specific variables or there are large error mc:a­

surements. However, it is possible that the reason goes deeper-for a number of 
var iables, such as wheat and soybeans, very few farmers grow the crop so we are 

not using a normal distribution, an assumption upon which factor analysis is 

based . Also, the variables being studied are not selected in a way which neces­

sarily requires that they have high correlations with other variables. In fact, the 

maximum simple correlation for the low communality variables is .19, .52, .42, .62. 

mum simple correlation for the low communality variables is .19, .52, .42, .62, 

.56, .59, .56, .52, .53, .28, .55, .47, .43, .14 (43 which has a communality of ,68 has 



TABLE 6--RESULTS OF FACTOR ANALYSIS FOR TYPE 99 - ALL FARMS, 1964 

Factor Item Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. Item (See Table 1) l 2 3 4 5 6 7 8 9 % % 

28 .92* 91 93 29 .91* 92 90 20 .88+ .31 97 91 18 .87+ 95 80 8 .87+ .33 95 91 9 .87+ 86 87 7 .85+ -.28 92 87 68 .83+ -.32 91 87 13 .81 100 66 31 . 76+ 67 87 6 .70 .57 95 86 33 .66+ 53 74 11 . 61 -.68 90 93 70 .61 -.68 90 93 ?=! 15 .60+ -.29 .28 . 36 .43 89 94 tt1 
(/) 64 .59 .45 . 41 85 84 tt1 
:> 12 .56 60 53 ::,; 14 .56 -.42 .61 95 91 () 

l .54 -.74 94 88 ::r: 
35 .52 44 86 td c 

I"" 2 2 -.89+ 90 88 I"" 
tt1 3 -.87+ 86 89 :::1 5 - .85* 79 92 z 4 - . 75 92 62 
'D l +.54 - . 74 94 88 >-' 50 - .65 -.42 64 93 >-' 

46 - . 59 -.40 62 81 61 - . 56 87 59 49 - .55 -.29 +.50 -.38 85 92 60 - . 52 .49 76 66 17 -.46 -.32 .61 -.23 77 96 69 . 48 - . 57 62 91 67 . 72 72 71 
72 .76 .32 87 78 

3 56 .41 .25 31 77 36 .41 38 44 58 .38 32 45 35 .33 44 86 *"' 53 .31 .50 49 71 >-' 
63 .29 -.53 67 55 



TABLE 6 (Cont ' d)--RESULTS OF FACTOR ANALYSIS FOR TYPE 99 - ALL FARMS , 1964 

Factor Item Fact or Factor Factor Factor Fae tor Factor Factor Fac t or Fact or Com. Item ~ 
(See Tabl e 1) 1 2 3 4 5 6 7 B 9 % % N 

3 (Cont'd) 49 - . 55 -. 29 . 50 -. 53 -.38 85 92 
15 .60 -. 29 +.28 . 36 . 43 89 94 
39 - .31 .49 43 78 
17 -.46 -. 32 .61 - . 23 77 96 
14 . 56 -.42 . 61 95 91 
57 -. 84+ 81 88 

~ 52 - .86* 78 96 
59 -. 86* 79 94 v; 

"' 0 
4 25 .87* 84 91 c 

21 . 78 .50 95 91 C! 
22 . 73+ 73 74 > 19 .64 .53 76 90 Cl 
23 .63+ 47 83 "1 

n 17 - .46 - . 32 .61 -. 23 77 96 c 16 . 56+ 40 81 r 
24 . 53+ 36 76 >-,! 

c 30 . 31 - . 56 59 69 "1 
32 .31 .47 48 67 > r 
7 +.85 -.28 92 87 t:r:! 

x 
5 51 . 75+ 74 76 "Cl 

b1 
43 .74+ 68 80 "1 
10 . 58 .64 89 84 §:'. 
37 .57 52 63 b1 

6 . 70 .57 95 86 z 
>-,! 

8 .87 . 33 95 91 (fJ 
15 . 60 -. 29 .28 . 36 . 43 89 94 >-,! 

56 .41 .25 31 77 > 
:l 17 - . 46 -.32 +.61 - .23 77 96 0 30 .31 - . 56 59 69 z 

6 48 - .88+ 90 86 
47 - .86+ 94 79 
10 . 58 .64 89 84 
14 . 56 - .42 .61 95 91 
49 - . 55 -. 29 . 50 -. 38 85 92 
53 . 31 . 50 49 71 
39 - . 31 .49 43 78 
54 .47 60 37 
64 .59 .45 .41 85 84 



TABLE 6 (Cont'd)--RESULTS OF FACTOR ANALYSIS FOR TYPE. 99 - ALL FARMS, 1964 

Factor Item Factor Factor Factor Factor Factor Factor Factor Factor Factor Com. Item 
(See Table l) l 2 3 4 5 6 7 B 9 % % 

6 (Cont'd) 62 -.29 .36 .36 6B BO 
15 .60 -.29 .23 .36 .43 82 94 

66 .66 61 72 
60 - . 52 .49 76 66 
15 .60 -.29 .2B .36 .43 B9 94 
64 .59 .44 .41 B5 B4 
72 .76 .32 B7 7B :::0 
71 -.25 -.7B 75 B9 t71 

61 -.49 B7 59 
(/) 
t71 

63 .29 - . 53 67 55 > 
62 .36 -.65 6B BO ~ 

() 

::r: 
B 71 -.25 -.7B+ 75 B9 Q:j 

70 +.61 -.6B 90 93 c 
11 +.61 -.6B 90 93 I'" 

I'" 

69 +.4B -.57 62 91 t71 ....; 
6B +.B3 -.32 91 B7 z 

9 27 . 7B 90 6B \0 

26 . 76 B9 66 
...... 
...... 

19 .64 . 53 76 90 
21 .78 .50 95 91 
32 .31 .47 4B 67 
20 .BB .31 97 91 
49 -.55 -.29 .50 -.3B B5 92 
46 -.59 -.40 62 Bl 
50 - .65 -.42 64 93 

Per Cent Total 
Variation Exp. 
Column B3 Bl 77 77 76 Bl 79 75 76 
Factor 27 16 10 11 7 10 6 5 7 

.!>-
\jJ 
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a maximum correlation of .84), .23, .26, .54, .42, -.26, .54, and .26, respectively, 
whereas many variables have simple correlations greater than .90. 

Factor 1 has 11 variables, 7, 8, 9, 15, 18, 20, 28, 29, 31, 33, and 68, for which 
it explains 74 percent or more of the variance. These are solely crop size and value 
and capital measures-with no livestock variable. The remaining variables, 1, 6, 
11, 12, 13, 14, 35, 64, and 70, do not include livestock measures so there is no 
livestock variable associated with the factor. Rather, we have crop inputs and out­
puts, e.g., land, labor, machinery, feed and seed, acres under various crops, and 
machinery cost. The factor explains abour a quarter of rhe communality, and the 
variables included explain 83 percent of the variance of the factor. The presence of 
variable 1 is interesting since none of the residual measures has been previously 
associated with the first factor. 

Factor 2 is, as usual, the "income" factor. Three of the residual measures 
have more than 75 percent of their variance explained by it. Note that the factor 
loadings for the five variables are a little lower than we have noted before as, pre­
viously, two or more have had factor coefficients of .90 or greater. The usual bi­
polar coefficients, 67, 69; and 72 are present bur one difference is that variable 60 
(labor charge per $100 of production) has a positive association. The variables 
associated with the residual income measures are 17, 46, 49, 50, 60, and 61 which 
are value of production per acre, the net livestock measures 46, 49, and 50, and 
value of production per man. 

Factor 3 explains most of the variance of the dairy variables 52, 57; and 59. 
Associated with them are 14, 15, 17, 39, and 49 which include two labor measures, 
value of production per acre; silage acres, and livestock return after deducting feed 
costs. The opposing variables are 35, 36, 53, 56, 58, and 63 concerning soybean 
acres and yield, litters of pigs, calving percentage for beef cows, pigs born alive 
per litter, and capital invested per man. We might deduce that dairying is associ­
ated with high labor, requires silage, and affects net livesrock income bur is neg­
atively related to soybeans, pigs bred, and capital per man. This factor explains 
about the same amount of variance as factors four and six. Factors five, seven, 
eight, and nine explain about half as much. However, they explain four times 
more than does factor ten, a further reason for excluding it. 

Factor 4 explains most of the variance of variables 16, 22, 23, 24, and 25, of 
which 16, 23, and 24 have a low communality. The associated variables are 17, 
19, 21, 30, and 32 which have an acreage divisor except for 30 percent of land in 
harvested crops. In view of the low loading and communality of 32 it might be 
misleading to suggest that crop expenses are associated with yield; the factor 
causing the association might be the divisor. Acres in crops, the main divisor; has 
a negative correlation, which is to be expected if this grouping is due to the com­
mon divisor. 
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Factor 5 explains most of the variance of 51 and 43, beef cows and acres of 
permanent pasture. The associated variables are 6, 8, 10, 15, 37, and 56, which are 
total acres and capital, livestock capital, man years of labor, hay acres, and beef 
cow calf percent. The opposing variables are value of production per acre and per­
cent of area under harvested crops; again we see the relationship between beef 
cows and crop intensity. 

Factor 6 has a high explanation of variables 47 and 48 but a negative associ­
ation with 49. The net returns are a residual obtained by subtracting 48 from 47 
so that if 48 is small, 49 will be high and vice versa. However, this factor sug­
gests that when 47 is high, 48 is high (and both have a high communality so 
there is little "unexplained" variance) but 49 is low. If the "right" amount of 
feed is being fed surely we would expect 49 to be positively related to 47 and 48. 
The factor, returns above feed cost, also has a high communality and this factor 
explains one-third of its variance, a little less than factor 2 which explains 35 per­
cent of it. Variable 47 has only 7 percent of its variance explained by factor 2. In 
the other farm types, 48, 47, and 49 were usually positively associated on one fac­
tor although it was usually a weak association. The remaining variables, which 
contrast, are 10, 14, 15; 39, 53, 54, 62, and 64, concerning capital invested in live­
stock; two labor measures, acres of silage, litters of pigs, stocker-feeder cattle, 
PMWU per man, and labor charge per farm. This suggests that labor require­
ments are lower with a high value of production from livestock and that silage 
may be undervalued as acres of it are inversely related to feed cost (but also to 
value of production so perhaps it is a poor feed!). Pigs and stocker-feeder cattle 
also have a negative association with gross value of livestock production. Such a 
relation could be caused by poor returns for these enterprises relative to other 
livestock enterprises. It is of interest that this factor explains 10 percent of the 
total communality and as such would seem to be significant. 

Factor 7 is less important and has no variable whose major variance it ex­
plains. It is uniformly bi-polar, the first association being between variables 15, 
60, 64, 66, and 72 while the variables in negative association are 61, 62, 63, and 
71. The factor is probably "artificial" in the sense that it was created by the method 
of manipulating the data as the first five variables are labor variables and 61, 62, 63, 
and 71 have all been divided by man years of labor, variable 15. 

Factor 8 has 75 percent of its variance explained by just five variables but 
only one of them, 71, has most of its variance associated with eight. As 11 is 
virtually identical with 70 the variables are 68, 69, 70, and 71. The first measures 
cost of owning machinery per farm, the remaining three are different ways of ex­
pressing the capital investment in machinery. As fixed cost is a high proportion 
of machinery cost, the relationship is to be expected but nevertheless it is a fairly 
weak one. On no factor do value of production per man and machinery invest­
ment per man have a high variance in common; in fact the converse is the case. 
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The final factor, factor 9, is bi-polar and has its highest loading with vari­
ables 26 and 27, the residual crop value measures. Positively associated are 19, 20, 
21, and 32, the first three being measures of gross crop value and the latter being 
corn yield. The association of gross crop value and net crop value measures is in 
contrast to the livestock situation (discussion on factor six), where no factor ex­
plained an appreciable amount of the variance of both 47 and 49. The variables 
negatively associated with the first group are 46, 49, and 50 which are expressions 
of livestock returns. Considering all farms we have an indication that if crop re­
turns are high, those from livestock are low. This is not an especially strong re­
lationship as factor 9 is associated with 66 percent of the variance of 26 and 27 
and with 25 percent, 16 percent, and 28 percent of the variance of 46, 49, and 50. 
However, with the exception of 49 they have high communalities so it seems 
reasonable to draw the conclusion that in 1964 the net returns from cropping 
were negatively associated with the net returns from livestock. 

This concludes the presentation of factor analysis results. Before drawing any 
over-all conclusions let us see if there is an observable pattern in the factors pro­
duced by the analysis of the farm types. 

Factor Relationships by Type of Farm 

Examination of Tables 2, 3, 4, 5, and 6 (which show the results of the fac­
tor analysis of type 01 , grain farms); type 02 (which includes types 03, 04, 05, and 
06), grain farms with livestock; type 07 dairy farms; type 10 (which includes the 
three farms in types 08 and 09), general farms; and type 99, all farms suggests that 
there are five factors which are present in each farm type. 23 The factors and the 
variables which constitute them are shown in Table 7. This Table depicts the 
loadings associated with each variable from farm type to farm type. If a variable 
was present on the factor in at least three farm types it is shown. Absence of a 
variable in defining a factor is shown by a " - ". In some instances a variable is 
shown although nor present in Tables 2 to 6 because it was just below the 75 
percent "cutoff' point used to select the variables to define a factor. 

For convenience the five factors grouped to give Table 7 are called factors 
one, two, three, four, and five. They are factors one, two, three, five and six of 
the grain farms (01); factors one, two, three, five, and seven of the grain and live­
stock farms (02); factors one, two, three, four, and six of the dairy farms (07); 
factors one, two, three, four, and eight of general farms (10); and factors one, two, 
four, five, and six of all farms (99). In all cases they account for 70 percent or 
more of the explained variance. However, there are three instances where factors 
explaining more than 10 percent of the variance are not included in the group of 
"common" factors; i.e., factor four of 02, factor five of 07, and factor three of 99. 

The dairy farm type seems to be atypical. This is evidenced by the absence of 
high loadings on factor one and by the fact it does not have many variables in 

23Note that a sixth factor would be added except for the fact that grain farms did nor have a distinct dairy group. 
See Table 8. 
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TABLE 7--FACTORS COMMON TO THE FARM TYPES, INDICATING 
PERCENT OF COMMUNALITY EXPLAINED 

PART A. FACTORS FOUND IN EACH TYPE 

Factor Variable Identification Farm 
01 

One 6 Total acres + 
7 Acres cropland + 
8 Total capital + 
9 Capital - land & improvements 

12 Capital - feed, seed, supplies 0 
13 Total value of farm production 
14 PMWU + 
15 Man years of labor used 
18 Va 1 ue - harvested crop 
20 Value - all crop 
28 Crop PMWU + 
29 Total acres crop harvested + 
31 Corn acres + 
64 Labor charge - per farm 
68 Mach. & equip. charge - fixed & var. per $100 

Two 16 Capital managed per acre 
17 Value of production per acre 
19 Val. harvested crop per acre + 
21 Val. all crop on crop land per crop acre 
22 Machinery cost per crop acre + 
23 Fertilizer cost per crop acre + 
24 Seed & crop supplies per crop acre 
25 Total crop cost (22+23+24) per crop acre + 
32 Corn yield per acre 

Three l Farm and family earnings + 
2 Operators labor & management return * 
3 Management return * 
4 Management and capital return + 
5 Per cent return to man & capital 

49 Returns above cost of feed 0 
50 Returns per livestock PMWU 0 
60 Labor charge per $100 of production 
61 Value of production per man 
67 Mach. & equjp. charge-fixed & var. per $100 
69 Mach. & equip. investment per $100 
72 Combined labor and mach. cost per $100 

Four 6 Acres cropland 
10 Total livestock capital 
30 Per cent open land in harv. crop 
37 A 11 hay - acres 
43 Permanent pasture - acres + 
51 Number of beef cows + 
56 Per cent beef crop + 

Five 10 Total livestock capital 
27 Returns for land & labor per crop PMWU 
47 VaJue of livestock production 
48 Value of feed fed to . livestock 0 
49 Returns above feed cost (47-48) + 
50 Returns per livestock PMWU 
53 Litters of pi gs 0 
64 Labor charge - farm 0 

47 

TYPE 
02 07 10 99 

+ + 
+ + + 
+ * + 

+ + 
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TABLE 7 (Cont'd) --FACTORS COMMON TO THE FARM TYPES, INDICATING 
PERCENT OF COMMUNALITY EXPLAINED 

PART B. FACTORS NOT ASSOCIATED WITH EACH TYPE 

01 02 07 10 99 

Factor shared by 01, 07, 1 O, 99 

11 Capital invested in machinery & equipment + 
68 Mach . & equip . charge-fixed & var . cost per 

farm 
69 Mach. & equip . invested per $100 production + 
71 Mach. & equip. invested per man * + + + 

Factor shared by 02, 07, 10, 99 

39 All silage - acres 
52 Number of cows * * * 
57 Milk per CO•I * * + 
59 Total milk produced * * * 
Factor shared by 01, 02, 07 

33 Wheat - acres 
64 Labor charge per farm 
65 Labor charge per man + + 
34 Wheat - yield 0 
44 Permanent pasture - yield 0 

Factor shared by 02 , 07, l 0 

19 Value harvested crops per crop acre 
32 Corn yield 
42 Rotation pasture - yield + * 
Factor shared by 10, 99. 

19 Value of harvested crop per crop acre 
21 Value of all crops on cropland 
26 Return to land & labor per crop acre 
27 Return to land & labor per crop PMWU 
46 Return per $100 feed fed . 
49 Returns above cost of feed. 
50 Returns per livestock PMWU 
58 Pigs born alive per litter 

0 denotes the variable was NOT present on that factor . 

+ denotes that 74 to 89 per cent of the variables communality was weighted on the factor. 

* denotes that 90 per cent or more of the variables communality was weighted on the factor. 

common with the other types. It has 33 of the 49 common variables while the 
grain farms have 41 of the 49 variables. These two types are at extremes; i.e. the 
first has more than half of its PMWU associated with livestock (dairy) while the 
second has more than half of its PMWU in crop and less than 33 percent in any 
specific livestock enterprise. The types between, 02, 10, and 99 represent com­
binations of grain and livestock, with neither one nor the other predominating. 

Forty-six of the 72 variables were present, three (49, 50, and 64) being pres­
ent in two of the five factors. Most of these variables have a high communality 
but some do not. We see that the most consistent factor is the "income" factor. 
It has high loadings for the five residual income measures (all above .75 and 
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mostly above .85 unless associated with another factor); explains most of their 
variance, i.e. of 25 cases seven are greater than 90 percent and 17 greater than 75 

percent of variance explained; and has all its variables in common, except for 49 
and 50 (the livestock income measures) , for the grain and dairy types. Two of the 
five variables are especially consistent, 2 and 3, operators labor and management 
income and management income. Nevertheless, there is variation because 12 vari­
ables are shown but an average of 15 variables are associated with the factor in 
the earlier tables. So even in the case of a clearcut factor such as "income" we lose 
clarity by not looking at the separate farm types. 

The most consistent factor from the point of view of variables present was 
factor 1 (which usually had 20 variables associated with it and here has 18), ex­
cept for the dairy type which had only 12 variables and none of these with a high 
proportion of their variance explained by the factor. About half of the variables 
have most of their variance explained by the factor, and type 99, all farms, has 
two variables highly explained by it. These two variables (Crop PMWU and acres 
crop harvested) are almost as important on this factor for the grain farms, but for 
the other types they associate with other factors and so do not rank so high for 
this factor. Even so, for only one type, dairy farms, does their factor loading drop 
below the high value of .82. In the case of all farms they jointly account for 3.37 
percent of the communality while if all variables had an equal influence they 
would explain 0.31 percent of it . (In comparison, the five income variables ex­
plain 7 .0 percent of the explained variance.) 

This discussion is sufficient to indicate that while some useful factors can be 
obtained by analysis of all the farms, and that by and large the same factors 
emerge, in the sense that factors with much the same group of variables com­
posing them are isolated, a considerable body of data is lost by not looking at 
the individual farm types. By and large the crop effects seem to swamp the live­
stock results so the analysis might be most misleading for some farms. 

Table 8 shows the number of separate factors isolated. For the five farm types 
it is suggested that there are 14 factors. Factors 12 and 14 have a number of vari­
ables in common but were separated because the variables which were most highly 
associated were not common. The numbering at the top has no significance other 
than that the first 10 are the 10 factors isolated from type 01. Also shown is the 
amount of variance explained by that faccor. In all cases the "size" factor was iso­
lated first and except for the dairy farms it accounts for 25 percent or more of the 
variance. Except for the grain farms, the "income" factor was the next factor iso­
lated, and it accounts for the next largest part of the variance (except for dairy 
farms where it accounts for the largest). From this point onwards there is no 
particular order in which the factors are introduced. 

We also see from Table 8 that types 01, 02, 10, and 99 have factor four of 
01 in common; that types 01, 07, 10, and 99 have factor seven of 01 in common; 
that types 01, 02 and 07 have factor ten of 01 in common; that factors eight and 
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TABLE 8--0RDER OF THE FACTORS AS COMPUTED BY THE CENTROID METHOD 

Farm Type 

01 Grain 
Variance* 

02 Grain-livestock 
Variance 

07 Dairy 
Variance 

10 General 
Variance 

99 All farms 
Variance 

Factor 

2 3 4 5 6 7 8 9 10 11 12 13 14 

l 2 3 4 5 6 7 8 9 10 
25 14 17 9 7 7 6 7 4 4 

1 5 2 8 7 3 6 4 9 
30 9 18 5 4 11 5 10 4 

l 4 2 6 3 5 9 7 8 10 
12 11 20 7 20 13 5 5 4 3 

l 3 2 6 8 4 5 7 9 
31 12 18 6 6 8 8 6 3 

1 4 2 7 5 6 8 3 9 
27 11 16 6 7 10 5 10 7 

*Variance shows the percentage of the explained variance 
which was accounted for by that factor. 

nine of 01 do not seem to be related to factors isolated in the other farm types, 
which is also true for factor 10 of the dairy type. Factor four of the type 02 has a 
common factor in types 07; 10, and 99; this is the "dairy" factor and is not ex­
pressed in 01 as no dairy cows were reported on the grain farms. So with the ex­
ception of 01, where it cannot express itself, we could assert that there are six, 
rather than five, factors which are common to the groups. The factors reported 
under 12 and 14 also have a number of variables in common which are a mixture 
of crop and livestock variables. Although the distinction is not clear cut it seems 
desirable on balance to assume they are different. In any case they explain little 
variance. Possibly they could be separated more distinctly if the crop-livestock 
farms had not had added to them the hog and beef farms. As the number of farms 
available for study increases it would be interesting to look at the separate types 
of livestock or perhaps to compare an analysis of crop only versus livestock farms. 

Regression Analysis Using the Factors 

The final part of the factor analysis was an attempt to predict the "income" 
factor by using the remaining factors as independent variables. This was done by 
standardizing all the variables for each farm by using equation (1), page 10. Then 
the value of each factor on each farm was obtained by summing the standarized 
variables allocated to each factor, and these values were used in a multiple regres­
sion. 

The results of the initial attempt are shown for dairy farms, 07, and all farms, 
99, which gave the worst predictions. A study of the correlation matrix showed 
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TABLE 9--REGRESSION RESULTS* 

Independant Variables 

.000036 + .34 F1 - .35 F4 

.00451 + .35 Fl - .45 F2 

.0737 + .47 F3 - .32 F5 

.55 

.21 

+ .71 F8 + .7 F9 - 1.61 Variable 65 .56 

51 

.07 + .43 Fl - 1.23 F7 + .87 F3 + .89 F9 .72** 

10 

99 

99 

.00165 + .71 F4 - .25 F5 - .86 Variable 66 

+ .52 F8 .26 

.009 + .54 F1 + .38 F5 - .86 F7 - .41 F8 .28 

.009 + .4 F1 + .42 F3 + 14.F4 .45 F5 

+ .24 F6 - 1.05 F7 - .6 F8 .48** 

*All variables are significant at the 5 per cent level, many at the 
per cent level. 

**These are the results before the factors were modified by deletion of 
variables which were income measures. 

that some of the standardized factors were fairly highly correlated (see Table 10) . 
Examining the variables which were associated with the factors which showed a 
high R 2 showed that frequently income measures were present; e.g., in the dairy 
farms (07) factor 1 has variables 18 and 20; factor seven includes variables 18, 20, 

50, and 59 and factor nine includes variables 46 and 50. 
Therefore the factors were modified by excluding such variables as 13, 17, 18, 

20, 26, 27, 46, 47, 49, and 50. Further the "income" factor was defined solely by 
variables 1, 2, 3, 4, and 5. The latter account for little less than half of the total 
variance of the "income" factor. However, the variables excluded because they 
measure income also reduce the amount of variance explained so that well over 
half of the total variance is explained or about 75 percent of that which is ex­
plained by the variables allocated to the factor. The factors were further modified 
by using only those variables which had most of their variance explained by that 
factor. If such variables were on both sides of a bi-polar factor the factor was split 
into two parts. 

The effects of these changes was to markedly reduce the correlations between 
the standardized factors (see Table 10). They also had the effect of markedly re­
ducing the R 2 value of the multiple regression equations. Nevertheless, it is felt 
that the final solutions are more meaningful expressions than were the previous 
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TABLE 10--CORRELATION ANALYSIS BETWEEN THE COMMON FACTORS - TYPE ALL. 

Unadjusted 

Factor 1 2 3 4 5 6 7 8 9 

1 1.00 .40 - . 13 .19 .54 .58 . 60 .41 .03 

2 1. 00 .19 .26 . 06 .34 -.02 - .10 .0007 

3 1.00 .21 - .17 .20 .03 .001 - .005 

4 1.00 -.26 .07 .09 .23 . 0009 

5 1.00 .60 . 41 .07 . 0004 

6 1.00 .53 . 11 - .001 

7 1.00 .38 -.003 

8 1.00 -.0009 

9 1.00 

Adjusted 

1 2 3 4 5 6 7 8 

1 1.00 .38 -.17 - .03 .26 .32 -.04 .39 

2 1.00 .03 - .07 ,008 .26 - . 21 - .12 

3 1.00 .26 -.22 .13 -. 25 -.003 

4 1.00 -.26 .OS .09 .24 

5 1.00 .31 -.09 - .01 

6 1.00 .36 .04 

7 1.00 .04 

8 1.00 

ones. The value of R 2 for types 01 and 07 is significant at the 5 percent level, but 

it is unlikely that there is a significant relationship for the other farm types. This 

part of the analysis seems unrewarding; as it does not seem to provide any better 

information than multiple regression on the variable. It is interesting to note that 

the two types which gave a high R 2 were the cash-grain and the dairy farm types, 

but where grain and livestock were mixed together the results were not encourag­

ing. It seems surprising that the crop factors, 8 and 9 which explain little of the 

dairy communality, were most significant (over 1 percent) in the regression equa­

tion, while factor 3 (cow numbers, feed and labor cost) and factor five (variables 

67-71, representing machinery cost) were just significant at the 1 percent level. 
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Analysis of a Simple Correlation Matrix 

McQuitty 24 has devised a method of examining the matrix of simple cor­
relations between a set of variables which shows graphically the relations between 
them. In fact the method can be extended to produce an elementary factor analysis. 
The method is to examine the matrix and mark the highest correlation shown by 
each variable. The highest correlation is selected and the two variables which 
possess it are noted. Then for the first variable we look along the row to see if 
there is any other variable which has its highest correlation with it. If so, we note 
it, and any others which may have their highest correlation with the first variable. 
The same is done for the second variable. Suppose our initial highest correlation 
was between variables C and D, that no other variable had a highest correlation 
with C but that G and H showed ther highest correlation with D . We would 
draw 

G:;;:=D fu 

I 
H 

showing C and D have the highest correlation and that G and H both have their 
highest correlation with D, but it is lower than the correlation between C and D. 

We now examine row G and see if any variables (other than D) have their 
highest correlation with G. Suppose that A and E are so correlated. We note this 
and look along row H. Suppose there are no variables having their highest cor­
relation with H. We now examine rows A and E. If neither has a variable, other 
than G, with which it shows highest correlation we have ended our search and 
the first relationship could be finally written: 

C:;;:=D fu~A 

I I 
H E 

We would then re-examine the matrix and find the highest simple correlation 
amongst the variables not used and repeat the process. 

Figure 1 shows the relationship between the variables using McQuitty's 
method for type 10 farms. Figure lb shows the variables which were in the fac­
tors specified for type 10, in so far as they could be simply distinguished on the 
linkages shown in Figure la. The graphical relationship gives one considerable 
aid in understanding how the individual variables which constitute a factor relate 
to one another. A similar relationship between the variables as displayed by Mc­
Quitty's methods and the factors was demonstrated for all the types. In one in-

" McQuitty, Louis L. "Elementary Factor Analysis" Psychological Reports 1961, 9, pp. 71· 78. 
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stance, that of the grain types, a most complicated structure resulted (see Figure 
2). However even here a close relationship could be found between the structure 
and the factors which were derived. The factors are not drawn in because the lines 
would confuse but by checking with Table 2 the reader can easily note that the 
relationship exists. 

The brief presentation above of McQuitty's technique was included to suggest 
a way in which the relationship of the variables could be indicated in a simpler 
and more understandable form, for a lay audience, than the usual complex factor 
analysis tables. The next section briefly summarizes the conclusions to be drawn 
from the factor analysis. 
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Relationship Between the "General Farm" Variables, Pairing Those with 
Highest Simple Correlation. 
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General Conclusions From the Factor Analysis 

The analysis revealed that factors could be derived from the farm record ma­
terial, and that the variables composing the factors remained relatively constant, 
irrespective of farm type. Despite the last comment, the loadings of the w..riables 
with the factors, the presence of some variables which did not always appear, and 
the presence of factors of importance to only one or two farm types cause suf~ 
ficient change to state that misleading results could appear by applying factor 
analysis to farms which are diverse in nature. For example, consider the variables 
47, 48, 49, 52, 57, and 59 which are value of gross livestock production, feed cost, 
livestock production less feed cost, number of dairy cows, milk per cow, and total 
milk production, respectively. In the dairy group, one factor explains 95 percent, 
88 percent, 73 percent, 93 percent, 17 percent, and 35 percent, respectively, of 
these variables, suggesting a strong relation between value of livestock production, 
feed cost, and number of cows but with milk yield having surprisingly little re­
lationship with feed inputs. The factor most closely associated with milk yield 
explains the variance of the six variables in the following proportions; 2.5 percent, 
0.5 percent, 5.9 percent, 0.02 percent, 61 percent, and 43 percent, respectively. 
This leads to the conclusion that herd size and feed have little to do with output 
per cow. If we look at type 99, all farms, we again find a livestock production fac­
tor and a milk factor. The variance explained is 2.1 percent, 0.2 percent, 10.0 per­
cent, 96 percent, 88 percent, and 94 percent on one factor and on the other it is 
79 percent, 87 percent, 30 percent, 1.1 percent, 0.4 percent, and 0.3 percent. There 
is a complete contrast here as herd size and livestock production less feed cost are 
closely associated with yield so advice given to a dairy farmer if based on the 
over-all analysis could be most misleading. 

The variables on the factors which associate usually seemed to have a logical 
relationship but in some cases this might not have been obvious a priori. There is 
no doubt but that the factors do give helpful insight into the relationship which 
exists between the various farm standards. The insights are not only into which 
variables associate but extend to the degree of association. Consideration of the 
communality also gives some suggestions on which variables may not be useful 
because of measurement error. Such variables of course may be unique-perhaps 
corn yield is such a one as it frequently has a low communality bur may be an 
important variable in predicting income. Other variables may have a high com­
munality but be spread over so many factors that they are not precise analytic 
tools. In some instances a variable which is spread over many factors in one farm 
type may be highly associated with only one factor in another farm type. 

The strongest association observed was on the "income" factor where the in­
come measures usually had very high loadings and a very close relationship (refer 
back to Table 8). Two income measures were especially consistent, "management 
return" and "operators labor and management return," while the least consistent 
was "percent return to capital and management." So consistently were rhe five 
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residual income variables related that it would seem arguable that almost any one 
of them would present a reasonable picture of farm earnings. If one had to select 
only one measure the author inclines to operators' return to labor, capital, and 
management because it avoids the complications of estimation of wage or interest 

rates. 
One reason for using the analysis was to see if it would be possible to re­

duce the number of variables calculated. It appears that only in the case of in­
come could one hope to make an "across the board" selection, as in no other in­
stance does a variable have most of its communality explained by a factor for all 
four types of farm (assuming now that one would not lump all farms together). 

For the cash-grain and grain-livestock types the "crop cost and return" factor 
indicated a close relationship between variables 22, 23, and 25. Variable 23 is the 
sum of 22, 23, and 24 but, although 22, 23, and 25 have a high communality, 
that of 24 is low and usually spread over several factors. It appears we might gain 
about as much information just by using 25 because the separation of the ex­
penses does not appear to give a meaningful association with anything which 
would aid our decision making. For type 01, corn yield has about half of its vari­
ance on this factor and 40 percent on the income factor but, for type 02, it has 
only 14 percent of its variance with the crop cost factor and this may be due to 
the common "per acre" divisor. As most of the fertilizer variance is on the crop 
cost factor, we do not find any significant relation elsewhere between fertilizer 
cost and crop yields. 

Variables 6, 7, 8, and 9 are also ones which closely associate. As they are to­
tal acres, crop acres, total capital, and capital in land and improvements it is not 
surprising and it would seem that if one wished to present only a few key vari­
ables, three of these could be dropped with little loss. 

In some cases the fact that variables are associated is of little significance. 
Thus 51 and 56 associate to a high degree on types 01 and 07 but as one pre­
sumably would not have a cow herd without having calves it is difficult to know 
whether the relation has much meaning. Considering the other variables with 
which these two are associated it seems plain that the association means little 
more than that a cow is likely to have a calf! Only in the case of type 99 were 
the main variance components of 51 and 56 loaded upon different factors. • 

The final conclusion is that the method may be of considerable value in aid­
ing the extension worker to gain meaningful insights into farm business relation­
ships. But the application of factor analysis to farm record work is beset by sev­
eral problems-the variables may not have a normal distribution, there may be 
errors of estimation, and manipulation of the data may produce spurious factors, 
e.g., cases where all the variables have a common divisor. Nevertheless, further • 
study of the method would seem to be rewarding. 
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REGRESSION ANALYSIS 

Regression analyses were carried out for each farm type to get an indication 
of the extent to which some of the farm standards were useful in predicting "op­
erators' labor and management return" and "percent return to capital." 

The purpose of the multiple regression analysis was not entirely to obtain 
a set of variables which would predict the independent variables; it was also to 
get some idea of the importance of some variables in explaining the measures. For 
instance, it the case of dairy farms it was found that number of cows and milk 
per cow were not significant predictors of the two return measures but acres of 
corn and yield of corn could be. In fact, if yield of corn and value of livestock 
production were in the same equation it was the latter which had the lower "t" 
value. In another case a set of variables was found which were all highly signifi­
cant but they only explained a small part of the variation. 

Since we are concerned with the associations of variables, and not only with 
their predictive power, in a number of regressions variables are present which 
have a low "t' value. In other words; the variable was expected to be important 
and was worth reporting even though there was a good chance that it was not 
statistically significant. Recalling that the five farm types had sizes of 35, 41, 33, 
128, and 237 respectively, shown below is the "t" value associated with varying 
degrees of freedom. By and large, it would be a reasonable approximation to re­
gard "t" values of 1.30, 1.70, 2.00, and 2.70 as being associated with the 20 per­
cent, 10 percent, 5 percent, and 1 percent level of significance, respectively. See 
Table 11. 

TABLE 11--LEVEL OF SIGN! FI CANCE FOR "T" 

Degrees of Freedom: .20 .10 .05 .01 

25 1.32 1. 71 2.06 2.79 

28 1.31 1. 70 2.05 2.76 

30 1. 31 1. 70 2.04 2.75 

40 1.30 1. 68 2.02 2.70 

120 1. 29 1. 66 1. 98 2.62 

230 1. 28 1. 65 1.96 2.58 

Because the number of variables was small, "adjusted" R 2 rather than R" has 
been used. If it were not for this, some of the equations would seem to account for 
rather more of the variance. Nevertheless, in a number of instances, very high R2 

figures are obtained. 
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Some care is needed in selecting the predicting variables. To some extent, an 
attempt was made to exclude those variables which were inputs. However, to car­
ry this to its logical conclusion one would need to fit production functions and 
this study was not intended for that route. Therefore, it was finally decided to ex­
clude such variables as 1, 2, 3, 4, and 5 when trying to estimate variables 2 or 5 
but not to exclude some of the other variables which are related to "net" returns 
such as 49, Livestock production-feed cost. The reason was that we were trying 
to establish which variables were useful for predicting returns and if a variable 
such as 49 is not useful this is an important result. Variables expressed "per $100 
of production" were likely to have high predictive power. But this was not en­
tirely due to the association with gross output as one of them, 67, usually had a 
much higher "t" value than did the others. 

There are numerous combinations of the variables which will produce an R2 

of .4 or thereabouts, but not so many which will materially improve the result. 
It was also found that a combination of variables could be highly significant but 
have a low R 2 . 

A number of regressions were run in an attempt to find the combination of 
variables which would give the highest R 2 for a given farm group. Once the 
equation was decided upon, it was used with each of the other groups. The reason 
for doing this was to show how different the result might be if just one combina­
·tion of variables were to be used for all farm types. Recall that variable 25 is the 
sum of variables 22, 23, and 24. In some instances, 22, 23, and 24 were not found sig­
nificant but 25 was, so we see that on some occasions 25 is split and in others 
it is nor. One comment resulting from factor analysis was that as most of the 
variance of 22 and 23 was upon the same factor as 25 there seemed little point in 
splitting them up. This conclusion does not appear to be substantiated by the re­
gression analysis. 

Table 12 shows the results of the analysis in estimating variable 2, "Operator 
Return to Labor, Management, and Capital." The mean values of this variable 
are $3,816; $542; $1;801; $1,002; and $1,450 for types 01, 02, 07, 10, and all farms 
respectively. Reading across Table 12 we observe the results of applying a given 
set of regression variables to each type of farm. Note that the R 2 may not be the 
highest value for that type which it "firs best," e.g. the dairy variables show a 
greater R2 on the grain type or on type 99, all farms, where the R 2 is higher for 
grain, grain-livestock, and general type farms than it is for all farms. In the lat­
ter instance seven of the nine variables are significant at the 1 percent level (or 
considerably more) while in the other types as many as five of the variables do 
not even reach the 20 percent level of significance. 

There are a few surprising relationships. Consider the first type, 01. Variable 
32, corn yield, is highly significant for all types except grain and livestock. Be­
cause grain is still a highly important enterprise the result is unexpected, especial­
ly when it has a high value for the diary type. Equally unexpected is the behavior of 



TABLE 12--REGRESSION EQUATIONS USED TO ESTIMATE "RETURN TO OPERATORS LABOR" 

Farm 
Type Cash-Grain Grain-Livestock Dairl General 

Vari able b t b t b t b t 

01 23 -486.4 -2.52 -190.4 -.92 82.1 . 52 -245.1 -2.47 
Grain 24 -1135.7 -2 . 77 -417.3 -.92 -489.2 -1 .40 72.5 .36 

32 180.0 4.74 -35.7 -.71 51.0 2.41 61.0 3.49 
49 .911 2.77 .51 3.87 .09 .64 .46 5.51 
67 -260.9 -3.16 -276.0 -2. 91 -274 .6 -3.4 -193 . 7 -5.49 

Constant 8897.8 11452. 9 6834.3 3541.0 
R2 .649 .59 .42 .52 

02 25 -201. 4 -1.69 -237.4 -3.63 -46.4 -.98 -96 .3 -2. 22 
Grain-stock 30 -23.B .28 141.8 3.34 139.8 3.46 4.2 .16 

32 191.5 4.2 -35.8 -.97 33. l 1. 79 65.6 3.67 
49 1.02 2.39 .56 5.09 .35 1.66 .6 6.02 
51 -4 . 13 -.07 -17 .2 -1.19 -62. 2 -.49 -9.38 .83 
64 -.58 -1. 13 .55 -1 . 74 -.06 - .13 -.56 -2.1 
67 -217 .2 -2 .05 -248.7 -3.4 -148. 1 - .13 -159 .1 -4.07 

Constant 8243.3 10190.3 -4642.2 5636. 4 
R2 .63 . 785 .57 .54 

07 31 -31.3 -3.81 -2.8 - .22 65.6 3.35 -22.1 -3.03 
Dairy 61 .85 5.50 . 74 3.02 .33 1.47 .657 7.69 

65 -2.42 -1.04 -1. 3 - .60 -2 .76 -1 .64 -.916 -.89 
67 -268.2 -3 . 10 -233.2 -2.60 -275.4 -5.27 -211 . 7 -6.65 

Constant 8368.7 691. 7 10646.5 3229.0 
R2 .649 .47 .643 .57 

All Farms 
b t 

-145.3 -1.96 
-242.4 -1.49 

57 .2 4.26 
.35 5.94 

-246.0 -8 .29 

6183.5 
.47 

-123.3 -4 . 15 
74. 3.9 
64 . 2 5.0 

.53 8. 09 
-9 .• 54 -1. 14 
-.68 -4.0 

-195.3 -6.46 

4611. 1 
.54 

-18. l -4.20 
. 72 10 .30 

-1.55 -1. 95 
-230.8 -8.64 

4400. l 
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TABLE 12 (Conl'd)- - REGRESSJON EQUATIONS USED TO ESTIMATE "RETURN TO OPERATORS LABOR" 

Farm 
Type Cash-Grain Grain-Lives tock Dair.l:'. General All Farms g Variable b t b t b t b t b t .r.n 

r.n 
10 25 -229.9 -1.98 -188.4 -2.46 l.46 .03 -82.6 -2.15 -72.8 -2.64 0 
General 32 194.7 4.20 19.9 .44 32.0 l.35 38.4 2.18 45.2 3.41 c 

36 41. 9 .43 -21.6 .30 13.4 .09 126.4 3.67 97.7 3.42 ~ 
48 .51 .26 .095 l.26 -.004 - .02 .076 -l.85 - .05 -1.81 > 
49 .86 .23 .68 5.43 - .06 - .23 .676 6.99 .56 8. 58 0 
64 -.51 -.96 -1.48 -3 .09 .44 .60 -.393 -1. 53 - .58 -3.36 

:;o 
(=) 

67 -209.8 -1. 90 -238.5 -2.72 -375.8 -3.30 -168.9 -4.73 226.6 -7.65 c 
71 . 16 .64 .486 2.15 .58 1.60 .302 2.59 .32 3.61 r ...., 

c 
Constant 4386.7 11624.l 5231 .9 3570.2 5797.8 :;o 
R2 .62 .70 .39 .610 . 56 > r 

99 25 -212.8 1.82 -74.4 -1.2 16.5 .31 -85.6 -2. 15 -62.6 -2.31 
trJ 
~ 

All farms 28 -2. l . 21 32.3 4.69 17 .8 l.51 6.97 L06 11.4 3.62 "ti 
tTl 

32 178.7 3.63 12. 9 .36 18 .9 . 76 38.8 2.19 44 .4 3.42 :;o 
36 22.5 .25 21.6 .38 70.2 .50 ]?3.6 3.53 78.86 2.78 :2 
49 .98 2. 77 . 76 7.74 .12 .40 .66 6.83 .64 9.55 tTl 

64 -.56 .54 2.43 -5.70 -.13 - .19 -1.07 -2.76 -1.36 -6.08 z 
66 -204 .3 .44 331. l l.33 20.5 .04 269.9 l.65 325 .5 3.05 

...., 
(/) 

67 -271.5 -1. 74 213.9 -3.04 -295. 5 2.51 -180.6 -4.97 -229.8 7.85 ...., 
71 .23 .89 .03 .13 .20 .49 .29 2.32 .24 2.51 ~ 

Constant 4961. 7 7120.8 3283.8 1823 . l J235.5 0 
R2 .62 .82 .44 .60 .581 z 

Note that adjusted R2 has been used in all instances. Mult . R2 would give considerably higher values. 
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variable 49, livestock production less feed cost, which is significant on even the 
cash grain farms but not on the dairy farms! In fact, although present in four of 
the five sets of equations; it does not get above a "t" value of .64, except in the 
grain-livestock grouping where it approaches the 10 percent level of significance, 
when used to estimate the dairy type returns. It even has a negative coefficient 
when associated with the general type variables. Fortunately, the "t" level is so 
low that we can say the "b" value is not different from zero and not have to offer 
an explanation of such an anomalous result ! An equally anomalous result oc­
curred with corn yield in the grain-livestock regressiOJ;J on grain-livestock but again 
we can assume a zero "b." 

The expenses variables, 22, 23, 24, and 25 , usually have negative coefficients 
because they are expense items. Note that the dairy farms on three separate oc­
casions show one of them having a positive coefficient. In no case is it signifi­
cant but that it should appear on three of five possible occasions seems interest­
ing, especially as it has negative coefficients in every instance on the other four 
groups. 

It would be tedious to comment upon all the relationships in detail. The 
reader can seek out those relations which he believes to be important and mean­
ingful for his purposes. 

In reading Table 12 down the page rather than across the page we gain some 
insight into how the variables are affected by being associated in different group­
ings. We again note that type 99, all farms, shows one R2 higher than the "best 
fit,'' e.g. the grain-livestock. The difference is small and there is an altered group­
ing of variables which changes the "t" values, e.g. variable 24 from -3.63 to -1.2, 
and introduces a new significant variable, 28 (crop PMWU). Despite the dispar­
ity of variable groupings the R2 for the grain type is more than .62 for each re­
gression which is in marked contrast to grain-livestock type where the value var­
ies from .47 to .785. 

The grouping of the variables can markedly affect the "t" value, e.g. the 
grain type has variable 49 on four occasions; three times it is greater than 2.39 
and once at .23. In this instance only three variables had significant "b" values, 
crop cost per acre, corn yield, and machinery cost per $100 of production. The 
partial correlations are ( t value in brackets): 

r2.23 -.06 (- .36) r23.24 .04 .25) 

r2.24 -.32 (-1.95) r23.25 .76 ( 6.83) 

r2.25 -.28 (-1. 71) r23.32 .39 ( 2.40) 

r2 . 32 .45 ( 3.00) r23.67 - . 01 ( 3. 14) 

r2.49 .32 ( 2. 11) r25.32 .46 ( 2.99) 

r2.67 -.58 (-4. 13) r25. 67 .37 ( 2.32) 

r32 .67 -.23 (-1. 34) 
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Again the reader is left to his own resources for a detailed analysis of the re­
sul rs. However, there are some general observations to be made. The first of these 
is rhe importance of factor 67. Is this due to its being related to production or to 
a very important relationship with farm returns? In all cases it is negative. The 
constant for grain farms is a little over double the mean value, for grain-livestock 
it is 20 times greater, for dairy six times, for general 3.5 and for all farms a little 
more than double. Does this suggest that the negative influence has more impor­
tance in the grain-livestock and dairy than it does in the others, while the other 
factors are of similar importance? 

The other variables which seem to be important in most cases are the crop 
costs (23, 24, 25), labor costs (28, 64, 65, 66), corn yield, and net value of live­
stock production. Selecting the best set of predicting values gives an average R 2 

of .653. The lowest prediction occurs when all the farms are taken together de­
spite the extra variables in the regression and the much higher average "t" value. 

Table 13 shows the regression equations used to predict variable 5, percent 
return to capital. The mean returns to capital are 5.98, 3.14, 3.78, 3.55, and 3.87 
percent for 01, 02, 07, 10, and all farms, respectively. We note that 67 again is a 
highly significant variable except where it was deliberately excluded at the cost of 
obtaining a much lower R2 • Note that the R 2 values are generally much higher 
than in the previous table and that the variables are somewhat different, 22, 23, 
and 24 being used more than is 25. As before, 49 is important in the regressions. 

The findings of the previous regressions are confirmed: Corn yield does not 
appear in the grain-livestock regression and where it is present in that data the 
coefficient is anomalous, i.e. negative. Variable 49 is significant for all farms ex­
cept dairy farms; variable 52, number of cows, is significant for grain-livestock 
and all farms. Note that on all farms it has a negative coefficient, which it also 
has on the dairy farms in both the grain-livestock and all farms regressions. 
While not significant it does seem quite incredible that number of dairy cows 
could have a negative coefficient in the dairy type. 

There is more variation between the highest and lowest R 2 on a column than 
was evident in the previous table. Also more variables were used, several of them 
being accepted at the 20 percent level. This is a genuine difference and not due 
to bias on the part of the investigator in the sense that the difference in "t" val­
ue tended to be more distinct in the first set of regressions. 

In view of the fact that so many of the predicting variables were results, 
rather than factors under the direct control of the farmer, it was decided to use 
stepwise regression to test the relationship between some independent variables 
and other variables. The variables are shown in Table 14 and it is clear that they 
are of little value when obviously highly related variables are allowed to enter the 
regression. Nevertheless, in a few instances, the relationships provide some in­
sight, e.g. the variables present in predicting corn yield on cash grain farms. It 
would seem to be worth while to follow this procedure bur exclude from the anal-



TABLE 13--REGRESSION EQUATIONS USED TO ESTIMATE "PERCENT RETURN TO CAPITAL" 

Farm 
Type Cash-Grain Grain-Livestock Dairy General A 11 Farms 

Variable b t b t b t b t b t 

Ol 23 -0.309 -3.82 .147 l. 39 -0 .103 -0 . 99 -0.227 -3 .58 -0.109 -2 . 53 

Grain 24 -0.387 -2. 25 -0.354 -1.60 -0.222 -0 .92 -0.053 -0.42 -0.186 -1.97 
32 .084 4.78 -0.029 -1. 16 0.030 2 .12 .050 4.36 0.036 4. 51 

49 .00039 2.46 .00014 2.22 .00004 .43 .00024 4.57 .00017 4.74 
62 .013 2.24 -0.0011 -0.22 -0 .01 29 -2. ll .0068 2.11 -.00025 - . 11 
63 .0002 -l.73 0.7 0.04 .00009 1. 77 0.0 .01 .000004 .67 

67 -0 .230 -5.69 -0 .385 -7 .92 -0.374 -6 .12 -0.175 -7.84 -0.252 -14.31 
71 .0002 l. 98 .00019 1. 16 .00037 l. 58 .00021 2.57 .000279 .20 

Constant 8.30 14.20 12.24 3.82 8.03 i R2 .82 .81 .64 .67 .65 
> 

02 22 0.253 2. 31 .309 5.03 .031 .40 .167 3.29 0.148 4.35 ;:ti 
n 

Grain-stock 23 -0.337 -2 .17 -0.092 - l.19 -0.227 -l .84 -0.276 -3.85 -0.216 -4. 41 :r: 
24 -0. 460 -1.79 -0.586 -4.23 -0.436 -1.38 -0.054 .40 -0. 278 -2.80 tJj 

30 -0 .047 -1 .28 -0.028 1.35 .053 l. 37 .036 2.18 .056 4.86 c 
38 0.068 .15 .420 l. 27 1.118 1.36 .207 .75 0.197 l.01 r' 

r' 

42 -0.394 -0.61 -0. 471 -1. 70 .028 .15 -0 .027 -0.10 -0. ll l -0.91 m 

49 .00064 3.04 . 00011 2.56 .00018 .Bl .00016 2.91 0.00014 3.53 j 

52 0.0 0.0 .0709 2.08 -0.0387 -0.98 .035 .64 -0.0317 -2.90 z 
66 -0.134 - l.00 -0.213 -2.32 .1487 .36 -0.418 -4.65 -0 .213 -3.45 \0 ,_. 
67 -0.370 -6.81 -0.416 -15 .26 -0.355 -3.44 -0.234 -8.49 -0.292 -14.47 ,_. 

Constant 20.87 12.30 11.08 10. 77 10.57 
R2 . 71 .93 .49 .64 .64 

07 25 -0.028 -0.76 .089 2.05 -0.0528 l.42 -0.018 -0. 74 -0.0032 - . 21 

Dairy 31 -0.0097 -2.18 -0.0070 -1 .19 .0187 l.31 -0.0027 -0.57 -0.0060 -2.30 
40 .025 .30 -0.001 -0.14 .2069 2.38 .032 0. 76 0.036 l.18 
61 .00036 4.39 .00032 2.93 .00054 3.31 .00044 7.58 0.00042 10.04 
65 -.00017 .14 -0 .0011 -1. ll -0.00425 -3.41 -0 .0021 -3.06 -0.0019 -4.08 
67 - .235 -4.86 -0.357 -8.58 -0.2002 -5 .14 -0.186 -8 .25 -0.227 - 13.66 

Constant 9.92 9.06 13. 7l 9.66 10.4 
R2 . 78 . 71 .75 .66 .68 

°' Vl 
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TABLE 13 (Cont'd}--REGRESSION EQUATIONS USED TO ESTIMATE "PERCENT RETURN TO CAPITAL" 

Farm 
Type Cash-Gra in Grain-Livestock Dai r_y: General All Farms ; 

Variable b t b t b t b t b t 
V> 
V> 

10 25 -0.092 -1. 74 .0706 l. 72 -0.0092 -0.26 - .0446 -1 . 72 - .015 - .91 0 

General 32 .066 3.05 - . 0411 -1.68 .0288 l. 83 .051 2 4.44 .03B 4. 56 c:: 

36 .024 .SB -.01 23 -0.31 .136 l.64 .0730 3.10 .081 4.48 c: 
49 .00061 3.79 .00014 2. 07 .00045 2.79 .00036 5.99 .00025 6.51 >-
64 -0 .00023 -0.99 -.00003 -0. 13 -0 .00096 -2 .80 -0.00042 -2.99 -.00038 -3. 90 Q 

~ 

67 -0.235 -4 .68 -.407 -8.47 -0 . 191 -3.79 -0 . 1605 -6.60 -. 224 -12.13 () 
c:: 

Constant 11. 24 14.38 8.52 6.51 8.54 " >-l 
R2 .75 .80 .60 .65 .64 c:: 

~ 

99 22 -0.1 83 -1.84 .1 93 l. 30 -0 .078 -1. 17 -.094 -2 .17 -0.0990 -2 .91 > r 

All Fanns 23 -0.1 53 -0.92 - .139 -.68 0.142 l.00 - .116 -1.61 -0 .0083 . 51 t:r1 

24 -0. 715 -2.45 -. 869 -2 .26 -0.1 38 .37 - .0325 -. 23 -0. 187 -1 .60 :><: 

32 . 116 5.04 .134 3. 47 0.0217 1.05 -.0618 5.16 -0.0623 6.53 
'd 
l:T1 

36 .0458 .82 .085 l. 12 0.19 1.82 .0585 2.32 0.0712 3.11 ?d ..... 
48 -0 .000087 -0. 74 .00010 l.09 0.000082 -.38 - . 00011 -3 .11 - .00012 -4.29 ~ 

49 .00058 2. 58 .00042 3.86 0.000822 3.76 .00050 7.49 . 00046 8.91 l:T1 
z 

51 -0.032 -0.92 .00204 .13 -0.221 - l. 17 - .01 38 - l.81 -.015 -2.33 >-l 

52 0.0 0.0 .167 1.82 -0 .0541 -.56 .0229 .39 -0 .060 -3.92 f./l 

64 .00039 l. 38 - .00064 - l.07 -0 .000587 - .59 .00038 l.54 0.00034 2.06 >-l 
> 

66 -0. 449 -2 .89 -.1 80 -.55 -0 .0756 - .13 .585 -4. 93 -0 . 491 - 5.32 ::l 
0 

Constant 9.96 -3. 12 3.33 6.79 6.26 z 
R2 .64 .49 . 35 .61 . 492 

Note that adjusted R2 has been used . 



TABLE 14--RESULTS OF USING STEPWISE REGRESSION TO ESTIMATE SOME OF THE INDEPENDANT VARIABLES 

Fann Fertilizer Seed and Total Cost Corn Yield Machinery and Per cent in Feed, seed, Machinery 
Type Cost per acre supplies per acre per acre Equipment per man harvested crops supplies Cost per acre 

Variable t Variable t Variable t Variable t Variable t Variable t Variable t Variable 

01 22 -45.8 22 -29 . 6 22 112 .0 10 3.2 11 16 . 3 
Grain 24 -36.2 23 -36.2 23 66.9 14 2.8 15 - 2 .5 

25 -67 . 0 25 35. 5 24 35.5 20 11.2 64 - 2. 2 
22 4 . 0 
29 -8.0 
37 4 . 0 
39 -6 . l 
55 4.2 

02 22 -9 . 1 22 - 7. 1 14 -8 . 7 20 4 . 3 12 7. l 20 9.1 23 -9. l ?:I 
Grain- 24 -6.5 23 -6 . 9 15 7 .5 22 -3. 7 29 6.8 23 2. 5 24 -7 . 3 trl 

stock 25 15.5 25 9. 4 22 39 . 1 24 3.4 51 -16.4 52 -2. l 25 22.2 
Ul 
trl 

32 2.5 32 4 . 2 23 26 . 8 29 -3.8 56 -5 . 0 54 3.1 38 7 .0 > 
44 2. 4 24 14.2 34 2.2 65 3.2 62 -2.8 ~ 

58 2 . 4 
() 

62 9.3 :r: 
66 2. 2 to c 

07 Total Cost per acre Silage Yield Acres Corn t-< 
t-< 

Dairy 22 100.0 25 4.9 20 6.0 trl 
23 100.0 35 2. 9 33 -2 .0 .., 
24 38.0 62 -2 . 4 37 -4 . 1 z 

63 4.8 
\() 70 -3. l ,.... ,.... 

Fertilizer Total cost Corn Yield 
Cost per acre per · acre per acre Soybean Yield Feed Cost 

10 22 -116 .6 8 - 16.0 20 7. 3 32 2.5 6 2.9 
General 24 -62. 5 22 52 . 7 29 -5 . 7 35 6. 7 12 4.9 

25 154.9 23 39.6 30 2.7 39 -2 .4 14 18.2 
38 2. 9 24 17 . 0 29 6 . 4 

37 -12.9 41 4.4 
55 20 . l 46 -3.9 
63 18.6 50 2. 8 

52 -6 . 1 
53 2.9 
54 5.2 
55 3. 3 

~ 

·- ' 



ysis variables which are of necessity highly related, e.g. 22, 23, and 24, when es­
timating 25. 

One other use of the stepwise regression routine was to select the variables 
which would have a significant "b" coefficient for forecasting value of farm pro­
duction, management and labor return, management return, management and cap­
ital, percent return on capital, and net earnings per $100 of expenditure for all 
dairy farms recorded in 1961, 1962, and 1963. The independant variables were 8, 
9, 10, 11, 16, 18, 19, 22, 25, 39, 32, 43, 52, 59, 60, 61, and 63. The resulting "t" 
values are shown in Table 15. 

The variables present in all the regression equations were 11, 60, 61, and 63. 
Despite the fact we are using dairy farms, number of cows, and total milk pro­
duction were only significant in two of the six regressions. 

The signs of the variables are what we might expect, perhaps, for the nega­
tive capital coefficient for land and livestock investment. If the dairy group is 
heterogenous, the result may be due to too high a price being paid for land in 
the one case and in the livestock investment case because the income is due to 
crop rather than to cows. The author's lack of familiarity with the Missouri farm 
type prohibits further discussion, but the results are presented in the hope that 
they will help extension workers support or reject their intuitive understandings 
of the relationships. 

TABLE 15--"T" VALUES FOR VARIOUS RETURN MEASURES ON DAIRY FARMS 

Variable 

8 

9 

10 

11 

16 

18 

19 

22 

25 

Value 
Farm 

Production 

2.13 

2. 08 

-2. 48 

4. 12 

29 -1. 9 

Management 
and Labor 

Return 

3.18 

-3. 55 

-3. 11 

-3. 54 

2.40 

0 

3. 10 

-4.06 

32 -2.02 

43 

52 

59 

60 

61 

63 

3.07 

3. 36 

-2 . 29 

6.97 

-6.78 

3. 54 

2.76 

-2. 13 

-4.48 

3.64 

-3. 86 

Management 
Return 

3.11 

-3.51 

-3.01 

-3 .66 

3.03 

2.40 

0 

2.90 

-3.66 

3.96 

-4. 57 

2.72 

-3.84 

Management 
and Capital 

Return 

3.44 

-3.58 

-3 .09 

-3. 66 

3.01 

2.10 

0 

2.82 

-3.59 

4.03 

-4.02 

3.40 

-4.39 

Per Cent 
Return Net Earnings/ 

on Capitul $100 Expense 

l. 91 

-1. 97 

-1. 96 

-2.48 

0 

2.84 

- 3.89 

-4.88 

2.14 

-3.05 

-1 .98 

2. 25 

-3 .57 

-4.67 

2.20 

-2.74 

·: 
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COMPARISON OF THE REGRESSION RESULTS 

AND FACTOR ANALYSIS 

69 

In the previous section we noted that some variables were usually excluded 
from the regression equation becaue they were associated with output. One of 
the variables so excluded was 72, combined labor and machine cost per $100 of 
production. If all other things were equal, using the base of "per $100" would 
standardize the results and it would not necessarily mean that total value of pro­
duction and "per $100 of production" would have much correlation. 25 If so we 
could just as legitimately claim the variable as a predictor as we could fertilizer 
cost or number of cows. 

By excluding 72, a highly significant variable was excluded as its "t" value 
was often above 10 and as high as 15 or 16. One example is: 
X 5 = 13.76 - .02 X2s + .03 X21 - .001 X 28 - 0.1 X 51 + 0.1 X 52 - 0.04 X 66 -

(-1.4) (2.58) (-.6) (-2. 78) (1.42) (.47) 
.195 X12 R 2 = .66 
(-13.07) 

where despite a number of doubtful variables the R 2 is appreciably higher than 
the .49 of the equation used in Table 13. 

Discussion of this point is required because 72, without exception, had the 
highest opposite loading to the income measure on the "income" factor. Variable 
67 which also had a high opposite loading on the "income" factor was present in 
all of the equations of Table 12 and 13 except where it was deliberately excluded 
because it reduced the significance of the other variables. (The justification was 
that we need to see the relationships between the variables rather than just put 
a large value for R2.) 

Therefore, we find that variables which were associated with the "income" 
factor have a very significant relationship when we attempt to evaluate the farm 
returns, although this is not necessarily obvious from the tables above. 

However, useful variables were not confined to those associated with the 
"income" factor which but also could be found in association with other factors. 
Variable 67 is of interest in this regard in that it was a complex variable in some 
instances and fairly simple in others; e.g. it was associated with factors 3, 5, 7, 
and 10 to account for 70 percent of its communality of .76 on the grain farms 
while for all farms 71 percent of a communality of .72 was explained by one fac-

"In faa, the partial correlation coefficients for the five groups are; 

Type t 

01 -.43 -2.7 
02 -.59 -4.6 
67 -.37 ·2.2 

10 -.54 -7.2 

99 -.53 -9.6 
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tor, "income." In other instances it is associated with two factors, and more of its 
communality is explained. 

The grain farm variables of Table 12 and 13 are 23, 24, 32; 49, 62, 63, 67, and 
71. Of these, 23 and 32 have fairly high loadings upon factor 2; 23 and 24 have 
weaker loadings of opposite sign on factor eight; 63 is complex, loading on fac­
tors 1, 5, 9, and 10 (on one occasion in opposition to 67 and the other in asso­
ciation). Sixty-two has the highest loading upon factor 5, and a further weak as­
sociation with 67 on factor 10, while 71 has a very high loading upon factor 7. 
We note that factors 1, 2, 3, 5, 6, 7, 8, 9, and 10 are represented and that for fac­
tors 3, 5, 6, 7, and 10 the variable has the highest loading for one end of the bi­
polar factor. 

The grain and livestock variables were 22, 23, 24, 25, 30, 32, 38, 42, 49, 51, 
52, 54, 66, and 67. The final five were all on one factor, factor 5, and the first four 
were simple, not being associated with the other factors. Variable 30 was present 
also in factors 7 (weakly opposed to 51) and 9 where it weakly associated with 
67 and opposed 32 and 42. Variable 32 was present in factors 3, 6, and 9, being 
weakly associated with variable 64 and opposed to 49. Factors 1, 2, 3, 4, 5, 6, 7, 
and 9 were represented, with factors 4, 5, 6, 7, and 9 each having as one of its 
representatives either the highest or second highest variable. A difference was the 
association of 22, 23, 24, and 25 on one factor. 

The dairy variables were 25, 31, 40, 61, 65, and 67. The most complex vari­
able was 61 with its loading upon factors 2, 5, 7, and 9. In its usual atypical fash­
ion the dairy group has no associated variable for four of the nine factors (though 
it was effective in the factor regression). In factors 4 and 9 the variables had the 
highest loading but in many of the other factors there were variables with much 
higher loadings than those of the regression variable. 

The variables used in the general type regression equation were 25, 32, 36, 
48, 49, 64, 67, and 71. The variables had loadings on all the nine factors except 7. 
Variables 25 and 32 associate on three factors and 25 and 67, on nine. On factor 
one, 64 had a high loading although well down the list; on factors 2, 3, 4, 5, and 
8, the variable had a loading which was either second or third highest. No factor 
had more than two of the variables loaded upon it. 

Finally, we note that for the type all farms there were many variables, some 
with fairly low "t" values. The variables were 22, 24, 25, 28, 32, 36, 48, 49, 51, 
52, 64, 66, and 67. The most complex variable was 49 with its loading upon four 
factors (2, 3, 6, 9) followed by 64 loading upon 1, 6, and 7, and 32 loading upon 
4 and 9. In no case did two of the variables have loadings on more than one fac­
tor. Only factor 8 has no variables from the regression loading upon it. Factors 
2, 3, 4, 5, 6, and 7 each had a variable with either the highest or second highest 
loading. 

The discussion above shows that the regression variables had associations 
with most of the factors extracted with the exception of the dairy farms, and 
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usually the variable had either a high loading on the factor or else it was a com­
plex variable with several factors associated. In some cases both remarks are true, 
e.g. 62 in the all farm type. 

Therefore, apparently there is no anatagonism or conflict in the results ob­
tained using multiple regression and factor analysis. In fact the factor analysis 
would assist in deducting the variables which would be worth applying in a re­
gression. It may not be so clear which variables from a bi-polar factor will give 
the best fit. 

CONCLUSIONS 

The objectives of the study were : 

1. To see if the farm record analysis for different types of farm could be factored 
into common groups. 

2. To see if there were a few standards which could be used to predict farm in­
come, and whether or not such standards were variables which the farmer 
could influence. 

3. To test the hypotheses of Black regarding the appropriate size of an "above 
average" group using the Missouri data. 

The work relative to the third objective has not been reported because there 
was not time to complete the study. The preliminary results suggested that the 
data did not support Black's findings. However, there were only about 40 farms 
for which complete information was available for four consecutive years. These 
farms had changed appreciably in size and they also belonged to different farm 
types. Therefore, the point must be considered unproven one way or the other. 
It would be a most worthwhile point to research, as soon as data for four or five 
consecutive years is available for sufficient farms in any one farm type. 

The first objective was fulfilled, although the data were only studied in detail 
for one year. It was clear that factor analysis would separate out meaningful fac­
tors. Some five of these factors were common to each farm type (as defined for 
this study) except that the dairy farm group fitted the poorest. In all, some 14 
factors were isolated, although ten factors were sufficient to calculate for each 
farm type. The first four factors extracted explained more than 60 percent of the 
explained variation in each type. These four were not all common to the five 
types, but in each case the first factor, which approached most closely to being a 
general factor, was the size factor. The income factor was either the second or third 
factor extracted. However, after that considerable variation occurred, e.g. factor 4 
of the cash-grain type corresponded to factor 8 of the grain-livestock type. 

The 10 factors extracted explained from 70 to 80 percent of the variance of 
the 72 variables. The variables usually showed a high communality except for a 
group, fairly common to all the types, which exhibited an average communality 
of about .34. This group accounted for a large part of the variance which was due 
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to specific factors or error. A number of variables showed they were likely to have 
high error of measurement, e.g. yield of hay silage, permanent pasture. However, 
variable 32, yield of corn, was a member of the group so it may be that it should 
be thought of as a specific factor. Others of this group of variables, such as wheat 
and soybeans, were frequently not grown on farms. So they may affect the analy­
sis, which is based on the concept of a normal distribution. In further develop­
ment of this work it may be wise to exclude from the analysis variables which 
measure performance of activities which are present on a limited number of farms. 
It was noted that variables with low communality usually had very low simple 
correlations. An arbitrary method of selecting the variables, for an analysis of this 
type, might be to exclude any variable which did not have a simple correlation 
greater than .50. 

The factors were such that they would assist an extension worker in compre­
hending the importance and relationship of the variables for each farm type. They 
demonstrated that these relationships changed from one type of farm to another. 
In Appendix A it is shown that for one type of farm the variables seem to have 
fairly similar relationships from one year to another; also, that if the same vari­
ables are subject to factor analysis in different years, similar factors emerge with 
variables showing much the same order of weighting on the factor. 

The second objective was to test the relationship between some of the vari­
ables and two measures of returns. It was possible to formulate equations with 
an R2 of .98. Such equations, however, had as their most significant variables, 
variables which were measures of returns. After excluding some of these variables 
it was possible to estimate the returns with an adjusted R 2 ranging from 0.5 to 
0.8. Examples of the variables which were significant were fertilizer cost per acre, 
seed and supplies per acre, number of beef cows, labor cost per farm, cr9p 
PMWU, and (for all types) fixed and variable machinery costs per $100 of pro­
duction. Number of cows had a negative coefficient which no doubt was due to 
the low returns from cattle feeding in 1964. Clearly, these equations must be 
treated with care. The relationships may not hold from year to year. Nevertheless 
the fact that some inputs are highly correlated with returns should be of value in 
extension. Perhaps these figures could be highlighted in future reports. Presum­
ably, fertilizer response is not linear and it may be that Cobb-Douglas type esti­
mates should be run as part of the record analysis and used to support appropriate 
levels of fertilizer expenditure. 

The factor analysis showed that many variables would cluster on one factor. 
When these variables were used to replace one another in the regression analy­
sis, frequently, while the estimate was not as good, the variable would still be 
significant. Therefore, it would seem quite possible to reduce the number of stan­
dards and relationships calculated in the records analysis. In particular, the extent 
that data which is applicable to relatively few farms should be circulated and used 
as averages over the whole group should be reconsidered.24 Only 22 of the 67 

26Ir should be noted rhac in 1965 the Missouri record analysis did show the number of farms which had repotted 
each irem. 
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variables (deducting the five net income measures) were used. It may be that 

quite different reports should be issued, one to farmers which highlights the re­
sults of their group and has a minimum of standards shown and another version, 

perhaps similar to the existing report, which could be made available to the coun­

ty agents. It may be worth the duplication of effort of presenting the abbreviated 

type reports as given to the farmer as appendices to the general report. 
Finally, this work is exploration. No firm recommendation could be made 

without at least a further year's analysis to ensure that the factors are consistent 

and that the relationships do hold from year to year. Presumably, climate, with 
its effect on yields, will cause changes in some of the factors. Furthermore, the 

numbers in the different groups were small and it may be that efforts should be 
made to check the results by using a larger sample, either by a special survey or 

by interstate cooperation. 
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APPENDIX A. 

Prior to the 1964 data's becoming available some analyses were made of the 
dairy farm type for the years 1961, 1962, and 1963. Only this type was analyzed 
because there were insufficient farms in the other groups for a meaningful analy­
sis. Also it was believed that the dairy farms constituted a more homogeneous 
group. At this time the computer available could only handle up to 49 variables 
for factor analysis. The initial work was carried out to check if factor analysis ap­
pear to be a useful tool. It appeared that it was, which lead to the program re­
ported above being carried out. 

To obtain sufficient numbers of farms it became necessary to aggregate the 
data for several years. One factor analysis for the combined years was made us­
ing 35 variables which had appeared most likely to be meaningful for the dairy 
farms. The same variables were factored using the 1964 data. Table 16 shows the 
comparison between the two analyses. In each case the same variables tended to 
have similar weights on the six factors. One outstanding difference is variable 26, 
return tO land and labor per crop acre, which for the 1964 data weighed heavily 
on factor two, the "income" factor, but in the other case was associated with fac­
tor three. If 26 is excluded the rank correlation of factor three is .715, but this 
reduces to .58 if it is included. Variable 59 occurs in the first factor in both in­
stances but weakly in 1964. If it is excluded; the rank correlation of factor 1 is 
.94 but if included the correlation falls to .79. The rank correlation of the second 
factor is . 70. 

It is clear that the basic factors seem constant but that some individual items 
may have substantial changes in their weighing on a factor. Note that because 
of the reduced number of variables the factors are not necessarily directly com­
parable with the factors which appear when all the variables are present; e.g. fac­
tor 1 of Table 16 appears to be a composite of factors one and three of Table 4. 

One item of interest was that the simple correlation between the variables 
for the years 1961, 1962, and 1963 were calculated. After aggregating the data 
there was a decline in the simple correlation. Nevertheless, considering changes 
due to weather and prices from year to year, and that there were different farms 
reporting in the various years the constancy speaks well of the consistency of re­
lations between the variables. Some of the variables are shown in Table 17. The 
first of the return measures was selected and its correlation was calculated with 
the remaining variables for the individual years 1961 and 1964, and the combined 
years 1961 and 1963; 1961, 1962, 1963; and 1961-1964, inclusive. It is evident that 
the relationship with crop production measures fluctuates considerably. This is, no 
doubt, a weather effect. The numbers of farms reporting were 38, 26, 35, and 33 
from 1961 through 1964. 
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TABLE 16--A COMPARISON OF THE FACTOR LOADINGS OF 35 VARIABLES ON SIX FACTORS FOR 
DAIRY FARMS FOR YEARS 1961, 1962, 1963, and 1964. 

VARIABLE 

No. Name 

8 Total ca pi ta 1 managed 
9 Capital - land & improvements 

13 Total value farm production 
14 PMl<U 
15 Man Years of labor used 
39 Acres of silage 
47 Value all livestock pro-

duction 
48 Val ue of feed fed to live-

stock 
49 Return above feed cost 
52 Number of dairy cows 
59 Total milk produced 
64 Labor charge per farm 
68 Mach . & equip. charge per 

farm 

2 Operators labor & management 
3 Management return 
4 Man. & capital return 
5 Per cent return to ca pital 

25 Crop cost per crop acre 
61 Value of production per man 

18 Total value of harvested crop 
26 Return to land & labor per crop 

One 

a* 

• 76 .66 
.68 .46 
.83 .67 
. 95 . 91 
.89 .93 
. 48 . 19 

. 95 . 97 

.88 . 90 

. 83 .86 

. 91 .94 

.93 . 55 

. 92 . 91 

. 74 .48 

Two 

-.89 -.93 
-.89 -.95 
-.75 -.85 
~.97 -.92 

. 21 - .02 
-.51 -.52 

acre - . 77 
29 Total acres of crop harvested 
63 Capital invested per man 
68 Mach . & equip. cost per farm .74 .48 
62 PMWU per man 

44 Permanent pasture - y ield 
57 Milk per cow 

32 Corn - yi e ld per acre 
38 Hay - yield per acre 
40 Silage - yield per acre 

* a - Factor loading for years 1961 -62-63 . 

- Factor loadings for 1964. 

FACTOR 

Three 

.57 -.68 

.62 -.74 

.45 -.63 

.54 -.67 

.61 - .57 

.51 - .60 

. 71 - . 10 

. 79 - .69 

.85 - . 78 

. 54 - .67 

Four Five 

a b 

-.36 . 24 

.46 - .39 

. 76 - .90 

. 30 . 13 

. 63 . 68 

75 

Six 

~ .34 . 26 . 

. 58 .34 

.46 . 45 

. 37 .63 

. so . 57 
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TABLE 17- -S I MPL E CORRELATION BETWEEN "MANAGEMENT AND LABOR RETURN" AND OTHER VARIABLES 

VARIAB LE YEARS 

1961 1964 1961 & 63 1961, 62, 63 1961, 62 , 63 , 64 

Management Return .98 .98 . 96 . 97 . 97 
Management and ca pi ta l return . 79 . 95 . 85 .85 .88 
Per cent return on ca pi ta l .80 . 86 . 82 .84 .84 
Net earning per $100 invested . 80 .93 . 84 .84 .87 
Crop P M W U . 40 .42 .21 . 24 .28 
Acres crop harvested . 36 .Sl .17 . 19 .27 
Management and l abor return 

to capital . 70 .81 .78 .80 . 80 
Va l ue harvested crop .42 .70 . 28 . 22 . 32 
Value harvested crop per acre . 52 .28 .2g . 28 . 28 
Machine costs per acre . 08 - .03 - . 03 - . 22 - . 14 
Fertilizer cost per acre .04 .21 .04 - . 03 . 00 
Seed, suppl i es cost per acre .22 .05 - . 06 - . 17 - . ll 
Tota l cost per acre .11 . 06 -.02 - . 22 - . 13 
Return to land and labor p/a . 49 . 71 . 47 . so . 54 
Corn Yield .32 .36 .20 .14 .21 
Corn acres . 27 . S3 .04 .06 . 19 
Silage acres .22 - . 13 - .30 - . 16 - . 14 

Sileage yield per acre .04 .21 .19 . 09 . 14 
Rotated pasture - acres - .02 - . 23 - .D6 .OS - .D6 
Rotated pasture - yield .04 . 19 - .D9 - .06 . 04 
Permanent pasture - acres . 12 - .1 2 -. 14 - . 09 - .1 0 
Permanent pasture - yield .07 . 32 .07 .04 . 12 
Livestock P M W U . 36 .15 .08 - .07 .00 
Value of livestock production . 45 .26 .18 . 12 . 14 
Val ue of fe ed fed to lives t ock . 3S . 18 -. 04 - . 12 - .05 
Returns after fee d cost . 50 .34 .46 .42 . 39 
Return per livestock P M W U .53 .33 . Sl .SS . 47 
Return per $100 feed fed .40 . 25 .41 .46 .41 
Hay acres . 03 .19 .00 .06 .09 
Hay yie l d . 01 .06 .14 . l S . ll 
Labor per P M W U - . 19 - .13 - . 30 - . 16 - . 14 
Labor per $100 prod uction - . 56 - .60 -.63 - . 65 -.62 
Capital per man .26 .12 .14 .17 . 14 
Pr oduction per man .66 .57 .S5 . S7 . S7 
Harvested crop acr es per man . 2S .23 . lS . 18 .19 
Mach. & equip. cost per crop acre .03 - . 13 .03 - . 19 - .09 
Mach . operat i ng cost per farm .34 .15 .16 .16 . 15 
Mach. operating cost per crop acre . 06 - . 13 - .02 - . 23 - .20 
Mach. operat i ng cost per $100 prod. - .S6 - .S8 - .56 - . S4 - . 55 
Fa rm returns per P M W U . 59 .83 . l s . 78 .81 
Total labor . 26 . 36 - .02 - .07 - .01 
Labor cost per man .21 -.13 - .16 - . 16 - . 16 
Milk per cow . 22 - . 28 .18 . 24 .07 
Mi lk produced . 42 -.26 . 17 .09 .01 
Number of cows .39 . 20 .D7 -.OS .01 
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