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ABSTRACT

With large amount of protein sequences generated by genome-sequencing projects,

the lack of tertiary structures is a main obstacle to fully understanding the functions

of these proteins. Traditionally, experimental determination of protein structures has

utilized both X-ray crystallography and nuclear magnetic resonance (NMR), which

are time consuming and costly. Computational structure prediction from amino acid

sequence is a viable solution. Recent reviews showed that predicted models of different

qualities can be used in various applications from drug design to helping predict

protein functions.

Although several decades of efforts have been made to push protein structure

prediction forward, it is still challenging nowadays. The major reason for this is

the difficulty to capture the fundamental relationship between protein sequences and

structures, especially when the sequence similarities among proteins are relatively

low. The widely used method for protein structure prediction is comparative protein

modeling, which heavily relies on fold recognition performance and alignment accu-

racy. Another step in protein structure prediction is the structural assessment for

predicted protein structures, which obviously plays a critical role.

In this thesis, we discussed several methods for protein structure prediction to

address the two important issues. The corresponding tools have been applied in

our in-house protein structure prediction platform (MUFOLD). More specifically,

we implemented a protein sequence alignment tool which is based on Conditional

Random Field and improved its alignment quality by incorporating more complex

scoring models. After deeper study of fold recognition and alignment problem, we

xvi



proposed a new protocol to improve the quality of sequence profiles, which intrinsically

affects the performance of fold recognition and alignment accuracy.

Besides this, several machine learning methods have been proposed to combine

knowledge scoring functions and consensus methods from different perspectives for

structural quality assessment purpose. For example, graphical probability models

such as Hidden Markov Model and Conditional Random Field have been used to

combine sequence and structural features to predict the structural quality of predicted

protein models. These tools have demonstrated good performance in discriminating

protein models of different qualities.
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Chapter 1

Introduction

1.1 Introduction to Protein Structure Prediction

Proteins are large biological molecules consisting of one or more chains of amino acids

performing a vast array of functions within living organisms. Proteins differ from one

another primarily in their sequence of amino acid, which make proteins folding into

different and unique three dimensional structures. The functionalities of proteins are

determined by their structures.

Massive amounts of protein sequence data are produced by modern large-scale

DNA sequencing efforts such as the Human Genome Project. The lack of tertiary

structures is a main obstacle to fully understand the functions of these proteins. Tra-

ditionally, experimental determination of protein structures has utilized both X-ray

crystallography and nuclear magnetic resonance (NMR), which are time consuming

and costly. As of January 21, 2014, there are in total 37,371,278 protein sequences
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available from http://www.ncbi.nlm.nih.gov/RefSeq/, however, only 98,285 struc-

tures have been resolved and deposited in RCSB Protein Data Bank database (PDB)

[1], since January 1, 1972.

Computational structure prediction from amino acid sequence is a viable solution

for this situation, which has been a hot research topic for more than two decades and

still remains challenging in order to improve the accuracy and lower the computation

[2, 3]. Recent reviews illustrated the applications of predicted protein models with

different qualities [4, 5]. For example, high-resolution models with root mean square

deviation (RMSD) of 1 to 1.5Ȧ are useful for almost any application, including drug

design; and even if the model quality decreases to about 6Ȧ RMSD, the function of the

protein could still be predicted thereby enabling prediction methods like mutagenesis

to be designed based on the model.

Basically, there are two different types of methods for protein structure prediction,

comparative protein modeling and Ab initio modeling. Comparative protein modeling

uses solved PDB structures as templates and assumes that homologous proteins will

share similar structures. This is effective as more and more protein structure have

been solved and deposited into PDB database. Structure prediction methods such as

Robetta [6], I-TASSER [7, 8], and MUFOLD [9] and Modeller [10] with alignments

belong to this category. Ab initio- or de novo- protein modeling method goes a

different way to build three-dimensional protein models "from scratch", which is

based on physical principles and energies learned from previously solved structures.

This method suffers from a computation bottleneck when the protein is relatively

large, for example, longer than 100 amino acids. Rosetta [11] is a typical tool for ab

initio modeling.
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Currently, almost all protein structure prediction methods, comparative protein

modeling and ab initio modeling, adopt a sampling-selection strategy. This is rea-

sonable as it always increases the chance of producing better candidate models by

sampling. With this strategy, the first step is to generate a large number of candidate

models with a sampling procedure; and the second step is to apply a scoring method

to identify the most native-like conformations. For this protocol to work, it is required

that the sampling procedure is capable of producing at least some near-native con-

formations and the scoring method is able to identify native-like structures from the

structural model pool. Accordingly, this makes protein structure quality assessment

(QA) play an important role in protein structure prediction.

The basic components of comparative protein modeling method is shown Figure

1.1, which sequentially include

Figure 1.1: Flowchart of Comparative Protein Modeling

1. Fold recognition and alignment generation: search the query sequence against
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PDB [1] database using alignment tool such as PSI-BLAST [12] or HHSearch

[13]. Fold recognition is about the selection or ranking of protein templates

from PDB. And the alignment is the residue mapping between the query and

template protein.

2. Template selection and alignment evaluation: select the best templates and

alignments using the confidence scores such as the E-Value given by PSI-BLAST

or HHSearch.

3. Three-dimensional structure modeling: input the alignments to the model gen-

eration module such as Modeller [10] to build the three dimensional structures.

4. Model quality assessment (QA) and refinement. This step is to select the most

near-native structures from the candidate pool and refine the selected protein

models by solving their steric conflicts and making them more protein like.

1.2 Methods Developed for Protein Structure Pre-

diction

Each of the steps plays its critical role for the overall prediction performance. In this

dissertation, we present several methods for protein structure prediction that have

been applied to the framework of MUFOLD [9] system.

Fold recognition and alignment between the query sequence and template struc-

ture is the first step in protein structure prediction, which is often involved together

as alignment based template selection is more straightforward and accurate. Cur-

rently, the most accurate alignment and fold recognition tool is HHSearch [13] and
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conditional random field (CRF) based threading tool [14, 15]. We implemented our

own CRF threading tool and improved it by incorporating a more complex model

and tuned the tool to its best performance by optimizing its parameters and input

features. This tool serves as an alignment platform for continuous improvement in

future development.

Better alignment sensitivity and accuracy requires good quality of sequence profile

as it is the one of the indispensable features used in current fold recognition and

alignment methods. Currently, the default procedure to build sequence profile is to

use PSI-BLAST to iteratively and incrementally search a sequence database, such as

non-redundant sequence database (NR). However, there exists several problems of this

method such as inclusion of non-homologous sequences into the hit list and domain

shifting issue which means the query domains are aligned to non-conserved regions

and extended to neighboring domains in template protein. In order to overcome these

issues, we proposed and implemented a new procedure to improve the sequence profile

quality based on Pfam [16], which is an domain annotated sequence database.

The step of quality assessment (QA) of predicted structures is the second step of

sampling-selection strategy. A lot of work has been done in the area, particularly the

development of knowledge based scoring functions such as OPUS-CA [17], DFIRE

[18] and the efforts to combine these scoring functions with consensus methods to

achieve better QA performance.

As most of the prediction methods adopt a sampling strategy to generate a num-

ber of near-native structure candidates, consensus method is the most effective to

evaluate the structural quality of decoys. This is specially the case in Critical As-

sessment of Protein Structure Prediction (CASP) [19], in which all attending groups
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submit their most native like structures. However, for those "hard" cases for which

we cannot find good templates or significant homologous, the sampled decoys are

diversely distributed and naive consensus method often fails.

Unlike pure consensus method which uses only geometrical information from decoy

structures, knowledge based scoring functions, such as OPUS-CA and DFIRE, con-

sider the sequence and structure relationship and score the models based on the sta-

tistical information of structural attributes in known native structures. These scoring

functions are widely used in protein structure prediction. However, knowledge-based

scoring functions can only reflect some aspects of protein structures. For example,

OPUS-CA uses the distance-dependent energies from the C-alpha atoms of a model.

To improve the protein structure quality assessment performance, it is a wise

strategy to combine the advantages of knowledge based scoring functions and con-

sensus methods, and avoid their shortcomings. For this purpose, we proposed and

implemented several methods for this purpose. For example, in chapter 6, we devel-

oped a scheme to combine different knowledge based scoring functions and consensus

GDT [20] based on pairwise comparison.

1.3 Thesis Organization

In Chapter 2, we presented a threading alignment method which is based on condi-

tional random field (CRF) and functional gradient tree boosting and compared its

alignment quality to the state-of-art alignment methods.

In Chapter 3, we explained the shortcomings of the current sequence profile gen-

eration method by PSI-BLAST and proposed a new protocol to improve the sequence
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profile quality based on PSI-BLAST and Pfam database.

Chapters 4, 5, 6, 7 and 8 talked about the methods we have developed for protein

structure quality assessment (QA). Specifically, Chapter 4 gave the introduction of

QA problem in protein structure prediction. Chapter 5 and 6 proposed two new

methods to combine naive consensus GDT [20] method and knowledge based scoring

functions for QA purpose. In Chapters 7 we discussed about a new Hidden Markov

Model (HMM) to capture the sequence and structure compatibility, which can be

used to as a scoring function for single structure quality assessment. And Chapter 8

presented a new QA method which used our in-house CRF framework to combine the

protein sequence and structural features and consensus GDT information to predict

the actual distance of the decoy to its native structure.

Finally, Chapter 9 summarized the work in the thesis and discussed some ideas

or directions for future development.
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Chapter 2

Protein Threading Alignment
Based on Conditional Random
Field and Functional Gradient Tree
Boosting

2.1 Introduction

In template based protein modeling, an alignment between the query sequence and

template structure is the starting point, which has great impact to the performance of

this method. The alignment quality varies with the sequence similarity between the

two proteins. When the sequence similarity is low, it is difficulty to construct accurate

alignments. Researchers have shown that alignment quality drops rapidly when two

protein share less than 25% sequence identity [21, 22]. Therefore, the design of scoring

functions and optimal alignment algorithms have been extensively studied to improve

the alignment quality for less similar proteins. The major difference among most of
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current alignment methods is the scoring function, (along with the features it used),

which will be optimized by the dynamic programming procedure.

A number of alignment methods are based on the comparison between sequences or

sequence profiles, such as BLAST or PSI-BLAST [12, 23, 24, 21]. These pure sequence

profile based alignment methods have been very successful in both fold recognition, i.e.

identifying correct template, and alignment accuracy, especially when the sequence

similarity of proteins is not low. However, it has been demonstrated that incorporat-

ing structural information into the alignment model can bring further improvement.

For example, PROSPECT [25, 26] and RAPTOR [27, 28, 29] use structure informa-

tion such as secondary structure, solvent accessibility and contact capacity. SPARKS

[30] uses additional residue depth information. FUGUE [31] and GenTHREADER

[32] makes use of structural profile derived from structure alignments.

Most of the methods mentioned above use a scoring function that is a linear com-

bination of several scoring terms. HHSearch [13], which is based on the comparison of

profile Hidden Markov Models (HMM), is a typical alignment method to be compared

with in alignment benchmark. In HHSearch, one alignment between two proteins is

a co-emission path of the two corresponding profile HMM, and the raw score of the

alignment is the probability of the co-emission path. Also, in HHSearch, secondary

structure information is added to the model, which significantly improves the perfor-

mance. However, Hidden Markov method has its own limitations from the perspective

of learning power. Conditional Random Field (CRF) as a modern extension of HMM

was proposed by John Lafferey in [33]. For the protein threading problem, CON-

TRAlign [34] implemented CRF model, where the internal feature function is linear

combination of several terms. In [15, 35], a more complex CRF model for protein
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alignment was developed based on gradient tree boosting training method proposed

by [36]. In this model, the feature function is a non-linear function represented by a

regression tree.

We have implemented our own threading alignment tool which is similar to the

work of [15]. We improved the performance by incorporating a more complex scoring

model and optimizing the underlying parameters and features. This tool has achieved

significant better alignment accuracy when compared to HHSearch [13] and servers

as a platform for continuous improvement for future development.

2.2 Method

2.2.1 Tree CRF Model for Protein Threading Alignment

Conditional Random Field (CRF) is a probabilistic graphical model that has been

widely used in sequence labeling problem. In protein threading scenario, for a given

pair of proteins, their sequence and structure features are regarded as known obser-

vations and the alignment between them is regarded as the label sequence.

Let Q and T respectively denote the query sequence and template structure and

the corresponding sequence and structure features. For both Q and T , the sequence

information such as sequence profile by PSI-BLAST, predicted secondary structure

by PSIPRED [37, 38] are available. The structure information is available only for

T . Let the alphabet of Σ = {M, Iq, It} be the set of all possible alignment state,

where M means two positions from query and template are matched; Iq means an

insertion of amino acid occurs in query protein and It means an insertion in template
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protein. An alignment of length L between Q and T is a sequence of alignment state

denoted by a = [a1, a2, .., aL], ai ∈ Σ. CRF model for threading defines the conditional

probability of a given Q and T as follows

Pθ(a|Q, T ) =

∑L
i=1 F (ai−1, ai, Q, T )

Z(Q, T )
(2.1)

where Z(Q, T ) is a normalization factor to make the right hand part be a probability

and F (ai−1, ai, Q, T ) is the potential function that indicates the likelihood of the

alignment state at alignment position i, given the input query sequence and template

structure. There are in total 9 potential functions we need to train as there are

total 3 different alignment states. In reality, the potential functions for the transition

Iq → It or It → Iq are forbidden as these two alignment state transitions are rarely

seen in actual alignments. The potential function F (ai−1, ai, Q, T ) in this model is

a non-linear function which is represented by a weighted sum of a set of regression

trees.

2.2.2 Training Tree CRF by Functional Gradient Boosting

To train this model, we need to calculate the functional gradient of the conditional

probability with respect to F (ai−1, ai, Q, T ) [36, 15].

∂lnP (a|Q, T )

∂F (u, v, Q, T )
= I(ai−1 = u, ai = v)− P (ai−1 = u, ai = v|Q, T ) (2.2)

where I(, ) is a indicator function with values of 0 or 1. It is not difficulty to un-

derstand the probabilistic meaning of the functional gradient of Eqn. 2.2, for which,

an ideal model will make it zero. That means, given a training alignment, if the
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transition u → v is observed at alignment position i, the perfect model will have

P (ai−1 = u, ai = v|Q, T ) = 1, otherwise P (ai−1 = u, ai = v|Q, T ) = 0. So, giv-

en an initial model F (u, v, Q, T ), in order to maximize P (a|Q, T ), we only need to

update the current model in the direction of gradient by adding the a new mod-

el ∆F (u, v, Q, T ) which fits the gradient by Eqn. 2.2. The model will be in the

following form

Fm(u, v, Q, T ) = F0(u, v, Q, T ) + w1∆F1(u, v, Q, T )+, ...,

+ wm∆Fm(u, v, Q, T ) (2.3)

where ∆Fk(u, v, Q, T ) =
∂lnP (a|Q,T )

∂Fk−1(u,v,Q,T )
, which is represented by a regression tree.

Given a CRF model, which is a set of seven F (u, v, Q, T ) functions and a training

alignment, we can calculate the probability P (ai−1 = u, ai = v|Q, T ) using the forward

and backward method. In the following, we use i as the position index in query

protein and j in template protein. Let’s define the forward variable α(v, i, j) to be

the combined probability of all alignments up to the positions (i, j), ending in state

v and the backward variable β(v, i, j) be the combined probability of all alignments

starting from the positions (i+1, j+1), assuming that all alignments start from state

v. As shown Figure. 2.1, each edge in the trellis matrix corresponds to an alignment

state and each path from the left-top to right-bottom is an alignment. Let’s define

the parents of one edge e as p(e) be the set of adjacent edges in the left-top corner

and the children of e as d(e) be the set of adjacent edges in the right-bottom corner.

And we also use ind(e) = (i, j) to denote the position of each e. So, we have the

12



Figure 2.1: Trellis Matrix for CRF

following iterative form

α(v, i, j) = P (x1...xi, y1...yj, sij = v)

=
∑

u,u∈p(v)

eF (u,v,Q,T )a(u, ind(u)) (2.4)

and

β(u, i, j) = P (xi+1...xLq, yj+1...yLt|sij = u)

=
∑

v,v∈d(u)

eF (u,v,Q,T )β(v, ind(v)) (2.5)

For example, if v is a match state

α(M, i, j) = eF (M,M,Q,T )α(M, i− 1, j − 1)

+ eF (It,M,Q,T )α(It, i, j − 1)

+ eF (Iq,M,Q,T )α(Iq, i− 1, j) (2.6)
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and

β(M, i, j) = eF (M,M,Q,T )β(M, i+ 1, j + 1)

+ eF (M,It,Q,T )β(It, i+ 1, j + 1)

+ eF (M,Iq,Q,T )β(Iq, i+ 1, j + 1) (2.7)

Then

P (ai−1 = u, ai = v|Q, T ) =
a(u, ind(u))eF (u,v,Q,T )β(v, ind(v))

Z(Q, T )
(2.8)

The normalizer Z(Q, T ) does not depend on the position

Z(Q, T ) =
∑

u∈C

a(u, ind(u))β(u, ind(u)) (2.9)

where C is a set of edge such that every path in the trellis matrix going from the left-

top corner to the right-bottom corner goes through the set, for example, the darken

line in the right sub-figure in Figure. 2.1.

Given a set of training alignments, the gradient tree boosting based training pro-

cedure is shown as follows.

Function TreeBoosting(Data)

//Data = {(aj , Qj, Tj)}, where j indicates the jth training example

for state transitions u → v

initialize F0(u, v, ) = 0

end for

// training at most M iterations
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for m from 1 to M

for state transitions u → v

S(u, v) = GenerateGradient(u, v,Data)

Tm(u, v) = FitRegressionTree(S(u, v))

Fm(u, v) = Fm−1(u, v) + Tm(u, v)

end for

end for

return Fm(u, v) as fm(u, v, Q, T )

end function

Function GenerateGradient(u,v,Data)

for all training alignment a

for each edge in CRF trellis, calculate α and β

for each state transition in CRF trellis, calculate gradient using Eqn. 2.2

δ(u, v, Q, T ) = I(ai−1 = u, ai = v)− P (ai−1 = u, ai = v|Q, T )

insert an example data (δ, Qi, Tj) into S(u, v)

end for

end for

return S(u, v)

end function
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2.2.3 Query-Template Alignment Algorithm

After the CRF model is trained, we can find the best alignment a by maximizing

P (a|Q, T ), which is done by dynamic programming.

2.2.4 Sequence and Structure Features

Evolutionary and structural information are typically used for protein threading align-

ment. We generated position specific score matrix (PSSM) for template sequence and

position specific frequency matrix (PSFM) for query sequence using PSI-BLAST (re-

leased in 2010) with five iterations against the NR database (release in 2010) and the

E-Value is set to 0.001. PSSM(i, a) is the mutation potential for amino acid a at

template position i and PSFM(j, a) is the occurring frequency of amino acid a at

position j in query sequence. Secondary structure of query sequence is predicted by

PSIPRED [37, 38]. Secondary structure of template is calculated by DSSP program

[39]. We used the following features for all types of state transitions.

1. Sequence profile similarity: sequence profile similarity score between two aligned

positions is calculated by
∑

a PSSM(i, a)× PSFM(j, a).

2. Environmental fitness score: this score measures the propensity of an amino acid

type a to appear in a structure type, which is specified by the combinations of

three types secondary structure (Helix, Beta sheet, and loop) and three types

of solvent accessibility (Fully buried, intermediate and fully exposed) [25, 26].

The environment fitness score is given by
∑

a PSFM(j, a)× F (envi, a).

3. Secondary structure (SS) Match Score: suppose the secondary structure type

at template position i is SSd, and a predicted secondary structure for query
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sequence is SSp with confidence value C given by PSIPRED, the matching

score is the probability of SSd predicted to be (SSp, C), which is specified by a

look-up table.

4. Solvent accessibility (SA) matching scores: similarly to secondary structure

match score, the predicted SA SAp is done by SSPro [40] and the true SA SAd

for template is computed using DSSP with cutoff 25% (above which means the

exposed state and otherwise the buried state). If the SA state is matched, the

score is 1 otherwise 0.

5. Secondary structure type SSp and SSd.

6. Solvent accessibility type SAp and SAd.

7. Hydrophobic count for query and template sequence with a window of 5 residues

centered at each position [34].

2.2.5 Improving the CRF Model

From Eqn. 2.3, we see that the CRF model is a set of regression trees, added together.

We improved the model by adding a constant offset to the function and searched for

the best weight for each newly added tree at each iteration.

Fm(u, v, Q, T ) = F0(u, v, Q, T ) + w1∆F1(u, v, Q, T )+, ...,

+ wm∆Fm(u, v, Q, T ) + bm (2.10)

where bm is the offset for Fm(u, v, Q, T ).
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2.3 Performance

From PDB database, we collected three non-overlaping datasets for training and

testing the model. The training dataset contains 50 pairs of proteins, the validation

dataset contains 200 pairs and the test dataset contains 447 pairs. The average size

of these proteins is about 200 residues. For each pair of proteins, PSI-BLAST fails

to generate reasonably good alignments. The true alignments used for training and

validation are structure alignments generated by TMAlign [41]. The model perfor-

mance is evaluated by the average alignment quality which is measured by the GDT

score of the alignment using the query protein as reference.

2.3.1 Training Performance

Figure. 2.2 shows the training performance using the model defined by Eqn. 2.3.

The blue curve shows the performance of the model at each iteration, and the red
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Figure 2.2: CRF Model without offset b

curve shoes the performance on the validation dataset. We can see that the model
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converges very fast. And also, we see that the performance on validation dataset

keeps decreasing after it reach the maximum. The reason might be the over fitting

problem, although some techniques have been taken to avoid it. Similarly, Figure.

2.3 shows the training performance using the improved model defined by Eqn. 8.4.
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Figure 2.3: CRF Model with offset b

Figure. 2.4 compares the performance on the validation dataset of the two models,

one has no the offset term defined in Eqn. 2.3 (blue curve) and the other one with

the offset term defined in 8.4 (red curve).

We can see that adding an additional term the to potential function significantly

increases the learning capability of the model.

2.3.2 Performance on Testing Dataset

The testing performance of CRF method is compared with HHSearch [13], which

is the state-of-art method in terms of alignment accuracy. Figure. 2.5 compares

the alignment generated by the structure alignment by CE [42], HHSearch and CRF

specified by Eqn. 2.3, which does not contain the offset term. From the figure, we can
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Figure 2.4: Comparison: with offset or not not

see that CRF is better than HHSearch in terms of alignment accuracy with average

GDT improvement of 0.356− 0.339 = 0.017. Figure. 2.6 shows the comparison when

the CRF is modeled by Eqn. 8.4, which has a constant term in the potential function.

The performance of CRF method is slightly better, changing from 0.356 to 0.369.

Now, the alignment GDT gain of CRF comparing to HHSearch is 0.369−0.339 = 0.03.

Figure. 2.7 shows the performance when CRF is modeled by Eqn. 2.3 and Eqn. 8.4

respectively.

Testing on CASP9 Dataset

In order to use CRF threading on CASP9 data set, we need to generate the alignment

between the query and each template from PDB database. It is quite time consuming

to use CRF to search the entire PDB database as reading features from text files

requires heavy IO operations. We can speed up this by rewriting all the features of

the database into binary files. And the final time efficiency should be comparable

to HHSearch as both do the dynamic programming for one alignment for one pair
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Figure 2.5: Test of CRF without offset term

0 50 100 150 200 250 300 350 400 450
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Mean GDT: 0.522 0.339 0.369

Al
ig

nm
en

t G
DT

Alignment Accuracy Comparison with offset

 

 
CE
HHSearch
CRF

Figure 2.6: Test of CRF with offset term
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Figure 2.7: Comparison of two CRFs on testing data

of proteins. However, one problem is that we cannot directly use the probability

given by Eqn. 2.1 as different pair of proteins have different alignment space and

the probabilities associated with different alignment spaces are not comparable. We

take the advantage of strong fold recognition capability of HHSearch by redoing the

alignments between the query protein and the top templates reported by HHSearch.

Figure. 2.8 shows the average GDT of top-1 alignment for HHSearch, CRF

Threading and PSI-BLAST on CASP 9 sequences. As we can see from the figure, HH-

Search achieved the average GDT score of 0.492 and CRF threading with HHSearch

achieved 0.518, both of which was much higher than that of PSI-BLAST. Figure.

2.9 shows the average GDT of top-5 alignments for HHSearch, CRF Threading with

HHSearch and PSI-BLAST. CRF threading with HHSearch achieved almost 3 GDT

points hight than that of HHSearch.
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Figure 2.8: Top-1 Alignment Quality
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Figure 2.9: Top-5 Alignment Quality
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Chapter 3

Improving Sequence Profile Using
PFam Database

3.1 Introduction

Fold recognition and the alignment between query sequence and template protein

from PDB [1] is the very first step for protein structure prediction. Better alignment

and fold recognition performance requires good quality of sequence profiles. Sequence

profile is a pattern describing a family of related protein sequences. A closely related

concept is protein domain. Proteins are generally composed of one or more domains

with different combinations. A protein domain is a conserved part of a given protein

sequence and structure that can evolve, function, and exist independently of the rest

of the protein chain. Proteins from the same family or supper family usually share

some domains. Therefore, sequence profiles need preserve the domain information of

the member sequences.
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BLAST or PSI-BLAST [12] are widely used to build sequence profiles by search-

ing the query sequence against a Non-redundant sequence database in iterative and

incremental manner. PSI-BLAST is much more sensitive than BLAST in detecting

distant homologous due to its iterative profile based search strategy. However, PSI-

BLAST has made at least two types of errors. One is the relatively high false positive

rate, which means non-homologous proteins are included and given high statistical

significance [43]. Several work has been done to improve the performance of PSI-

BLAST, for example [44] proposed a method to adjust the E-value score using the

first round results, which is less corrupted. The second one is the alignment problem,

even the subject protein is a homolog to the query protein. Query domains sometimes

are aligned to non-conserved regions and extended to neighboring domains [45]. This

problem gets more severe when the involving sequences have multiple domains. In

[46], a protocol was proposed to clean PSI-BLAST-generated profile of errorneous

extension caused by domain insertions for single domain sequences. In this method,

the domain boundary at the insertion point was detected to build the alignment.

In this project, we did some analysis on how the sequence profile quality affects

the performance of PSI-BLAST and proposed a protocol based on Pfam [16] database

and PSI-BLAST to build better sequence profiles.

3.2 Profile Quality Analysis

The most straightforward way to test the quality of a sequence profile is to use

it to search against the sequence database using PSI-BLAST. By checking the top

hits returned by PSI-BLAST, we can know the performance of PSI-BLAST scoring
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system and the quality of the input sequence profile. We collected 26002 sequences

from released PDB files, among which the mutual sequence identity was less than

70%, and searched each sequence against the sequence database using PSI-BLAST

and found that for 813 sequences, the query sequence itself was ranked out of top 10.

selfRank topAlnIden selfAlnIden avgAlnIdenAhead maxAlnIdenAhead
22.22 0.26 0.99 0.23 0.32

Table 3.1: Average Performance of PSI-BLAST Picking out Query. "selfRank" is the
rank of query given by PSI-BLAST; "topAlnIden" is the alignment identity of top
hit; "selfAlnIden" is the alignment identity of self alignment; "avgAlnIdenAhead" is
the average alignment identity of hits in front of query and "maxAlnIdenAhead" is
the maximum alignment identity of front hits.
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Figure 3.1: Self-Rank Performance of PSI-BLAST.

Table 3.1 showed the performance of PSI-BLAST finding the query itself. Figure.

3.1 showed the rank of query sequence for each test cases. Figure. 3.2 showed the
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Figure 3.2: Alignment Identity of Top Hit.
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Figure 3.3: Average Alignment Identity of Front Hits.
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Figure 3.4: Maximum Alignment Identity of Front Hits.

alignment identity of top hit and Figure. 3.3, 3.4 showed the average and maximum

alignment identity of those hits ahead of the query in details. From Table 3.1 and

Figure. 3.1, we can see that the average self-rank is around 22, which means that

PSI-BLAST ranked the query sequence itself at the 22nd place, when searching a

sequence database containing the query sequence. And also, Table 3.1 showed that

the average and maximum alignment identity of those hits ahead of the query was

only 0.23 and 0.32 respectively, which means that those hits may not belong to the

same fold of the query. From these observations, we see that the ranking of hits by

E-Value had relatively high false positive rate.

For those 813 sequences, we checked how the alignments cover the domains spec-

ified by Pfam annotation. If a domain is covered more than 80% of its region by

an alignment, we say the domain is hit by the alignment. In total 1708 alignments,
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Figure 3.5 showed the histogram of the domain coverage ratio which is defined as the

ratio between the common domains hit by the alignment and the number of query

domains hit by the alignment. From the figure, we can see that for several hundreds
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Figure 3.5: Common Domain Ratio in Alignment Region.

of alignments, the ratio is 0, which means in the alignment region, the domains are

totally different. One of the reason is because the alignments do not align the two

domains together.

From the above observations, the sequence profile generated by PSI-BLAST can

be easily corrupted due to the high false positive rate of non-homologous proteins and

domain shift problem in the alignments.
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3.3 Related Work

In this project, we tried to use a domain-annotated sequence database to build se-

quence profiles of better qualities. One of the related work is DELTA-BLAST which

searches the query sequence against a database of pre-constructed position specific

score matrix (PSSM) before searching a sequence database. This yields better and

faster homology detection [47]. As shown in Figure 3.6, DELTA-BLAST first us-

Figure 3.6: DELTA-BLAST Method

es RPS-BLAST to search the query sequence against a conserved domain database

(CDD) to obtain the initial PSSM. In CDD database, each conserved domain (CD)

represented by a multiple sequence alignment (MSA) of homologous sequence seg-

ments is converted to a PSSM to facilitate efficient search [48]. Then a PSSM is

constructed from the multiple alignments of the CDs. The new PSSM can be used
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by PSI-BLAST to search the sequence database. The right part of Figure 3.6 shows

how to combine the multiple alignment of CDs into a PSSM. The PSSM can also be

iteratively updated in the way of PSI-BLAST.

DELTA-BLAST is faster and expected to be more sensitive than the original PSI-

BLAST. However, the MSA DELTA-BLAST constructs is still a star MSA, which

means all the sequences are aligned with the query sequence as a reference. On the

other hand, the CDD database is used only once to build the initial PSSM to speed up

the entire process. In this project, we introduced the Pfam database into the process

of PSSM construction of PSI-BLAST and proposed a new protocol to improve the

quality of sequence profiles.

3.4 Pfam Database

The Pfam database is a large collection of protein families, each represented by mul-

tiple sequence alignments and hidden Markov models (HMMs). Pfam database con-

tains two main components, Pfam-A and Pfam-B. Pfam-A entries are high quality,

manually curated sequence families while Pfam-B is automatically generated and has

relatively lower quality.

3.4.1 Structure Distribution of Pfam Families

We scanned the PDB entries which have been assigned Pfam domains to analyze the

structure distribution of each Pfam family with the following steps.

1. Get the sequence for each Pfam domain.
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2. Remove domains with too few sequences.

3. Remove redundant sequences using CD-Hit [49] with the mutual sequence iden-

tity cutoff of 80%.

4. Remove domains with too few sequences again.

We studied the average GDT, standard deviation of GDT and the fold ratio, which is

defined as the number of pairs that are of the same fold (TMScore >= 0.5) divided

by the total number of pairs of structures within the domain annotation. Figure. 3.7

showed the structural distribution of each of 723 Pfam families. From Figure. 3.7,
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Figure 3.7: Structure Distribution of Pfam Domains. The blue curve is the fold ratio;
average GDT of structures pairs from each domain are shown in red points and black
stars are the standard deviation of GDT for structures from each domain.

we can see that the structures in most of the domains are closely distributed with

relatively high average GDT and low standard deviation.
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3.5 A New Protocol to Generate PSSM

The default procedure of PSI-BLAST to generate PSSM is shown in Figure. 3.8

described in the following steps.

1. Search the query sequence against a database such as non-redundant sequence

database, such as NR database without PSSM or an empty PSSm, this is e-

quivalent to simple BLAST.

2. Construct a multiple sequence alignment (MSA) and build a PSSM from the

list of significant hits or alignments from step 1.

3. Search the query sequence against the database with the PSSM.

4. Construct a new MSA and update the PSSM from the alignments.

5. Go back to step 3 to search again until no new significant hits found.

From the analysis before, we know some of the errors or shortcomings of current

protocol PSI-BLAST uses to build sequence profiles. In order to improve the sequence

profile quality, we proposed a new protocol to take the advantages of accurate domain

information from Pfam database and avoid some of the issues with PSI-BLAST. The

Figure. 3.9 shows the protocol that is based on PSI-BLAST and Pfam database.

1. Search the query sequence against the Pfam sequence database.

2. Get the significant hits specified by PSI-BLAST E-Value with cutoff being 0.001

3. Group the alignments according to the domains specified by Pfam annotation.
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Figure 3.8: PSI-BLAST Default Procedure

4. Filter the domains. If the more than one domains covers the same region, the

domain with less number of hits will be removed. And also, if a domain with

less than three hits, the whole domain will be removed, as usually, one domain

5. Generate the MSA using the Hidden Markov Model (HMM) of the Pfam do-

main. This is assuming that the hit sequences are generated by the Hidden

Markov Model of the domain sequence profile.

6. Generate the overall PSSM using the MSA from each domain

7. Generate Hidden Markov Model using the overall PSSM for HHSearch.

In the first step, we used PSI-BLAST to search the query sequence against Pfam

domain sequence database, instead of non-redundant sequence database, which would
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Figure 3.9: PSSM Construction Using PSI-BLAST and Pfam.

produce better sequence alignments as the Pfam domain sequences are of high quality

and manually curated according to their domain assignment. In step 3, we grouped

the significant hits according to the domains assigned by Pfam database, which great-

ly reduced the chance of including non-homologous sequences. Step 4 removed those

domains that are not consistent with others within the hits returned by PSI-BLAST,

which would help improve the alignment quality. In step 5, the HMM models associ-

ated with each Pfam domain were used to generate the multiple sequence alignment,

which ensured the good quality of the alignments.
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3.6 Benchmark Performance

To compare the performance of the new protocol and PSI-BLAST default procedure,

we tested the sequence profiles from different protocols in real application by search-

ing it against PDB database and checked the alignment quality and fold recognition

performance. We input the sequence profiles from different protocols to HHSearch

[13], which converted the sequence profiles into profile HMM models. The quality of

different sequence profiles are then compared in terms of the alignment quality and

fold recognition performance of HHSearch measured by corresponding GDT scores.

The reason for comparing the quality of different sequence profiles this way is that

HHSearch is the state-of-art alignment and fold recognition tool which can conve-

niently takes external sequence profiles as input. We used 99 of CASP 9 sequences

and the database before CASP 9 as the benchmark dataset.

3.6.1 Performance of PSI-BLAST Using NR or Pfam Se-

quence Database

Figure. 3.10 and Figure. 3.11 compared the Top-1 alignment quality and fold recogni-

tion of PSI-BLAST between using NR database and Pfam sequence database, which

contains the sequence of all the domains of PfamA database. From these two figures,

we can see that the replacing NR database with Pfam sequence improves the fold

recognition, especially for those "hard cases", for which the default PSI-BLAST fails

to find the right template. But in terms of alignment accuracy, the alignments by the

default procedure using NR database is significantly better than that of using Pfam

sequence database.
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Figure 3.10: Top-1 Alignment Accuracy of PSI-BLAST: NR vs Pfam Sequence
Database. Blue curve is the top-1 alignment accuracy of PSI-BLAST using NR
database, and black dots are for that of using PfamA sequence database.
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Figure 3.11: Top-1 Fold Recognition of PSI-BLAST: NR vs Pfam Sequence Database.
Blue curve shows the fold recognition performance of PSI-BLAST using NR database
and black dots are that of using PfamA sequence database.
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3.6.2 Performance of DELTA-BLAST

Figure. 3.12 and 3.13 compared the top-1 alignment accuracy and fold recogni-

tion performance of PSI-BLAST with NR database and DELTA-BLAST with CDD

database without iterative PSSM refinement and with iterative PSSM refinement. As

we can see that DELTA-BLAST did not improves the top-1 alignment quality, when

compared to the original PSI-BLAST. In terms of fold recognition, the overall per-

formance was the same as that of PSI-BLAST. But from the Figure 3.13, we can see

that for those cases on which PSI-BLAST fails, DELTA-BLAST improves observably.
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Figure 3.12: Top-1 Alignment Accuracy: PSI-BLAST vs DELTA-BLAST. Blue line
shows the alignment accuracy of PSI-BLAST with NR database, black curve is the
corresponding performance of DELTA-BLAST without iterative PSSM refinement
and red points are that of DELTA-BLAST with iterative PSSM refinement.
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Figure 3.13: Top-1 Fold Recognition: PSI-BLAST vs DELTA-BLAST. Blue line
shows the top-1 fold recognition performance of PSI-BLAST with NR database, black
curve is the corresponding performance of DELTA-BLAST without iterative PSSM
refinement and red points are that of DELTA-BLAST with iterative PSSM refinement.
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3.6.3 Performance of the New Protocol

Figure. 3.14 and Figure. 3.15 compared the top-1 alignment accuracy and fold recog-

nition performance of HHSearch default method and the protocol shown in Figure

3.9. As we can see that the protocol improves the top-1 fold recognition over the

original HHSearch, for quite a number of cases, the improvement is significant, the

average of which is 0.559 − 0.547 = 0.12 GDT point. In terms of top-1 alignment

quality, the performance is slightly worse than that of original HHSearch. But for

those cases in the leftmost region of Figure 3.15 , HHSearch fails to find the right fold

as the top-1 template, this method achieves quite good improvements.
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Figure 3.14: Top-1 Alignment Accuracy: Protocol1 vs HHSearch Default. Blue line
shows the base line performance of HHSearch default procedure in terms of top-
1 alignment accuracy. Black dots are the corresponding performance of the new
protocol.

41



0 10 20 30 40 50 60 70 80 90 100
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
Top−1 Fold Recognition: HHSearch vs method1

GD
T

Mean: 0.547 0.559

 

 
HHSearch
method1

Figure 3.15: Top-1 Fold Recognition: Protocol1 vs HHSearch Default. Blue line
shows the base line performance of HHSearch default procedure in terms of top-1 fold
recognition performance. Black dots are the corresponding performance of the new
protocol.
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Chapter 4

Introduction To Protein Model
Quality Assessment

Currently, almost all protein structure prediction methods, comparative protein mod-

eling and ab initio modeling, adopt a sampling-selection strategy. In this strategy,

the first step is to generate a large number of candidate models with a sampling pro-

cedure; and then apply structural quality assessment methods to identify the most

native-like conformations. This is reasonable as it always increases the chance of

producing candidate models with better quality. For this protocol to work, it is re-

quired that the sampling procedure is capable of producing at least some near-native

conformations and the scoring method is able to identify more native-like structures

from the structural model pool. Accordingly, this makes protein structure quality

assessment (QA) play an important role in protein structure prediction.
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4.1 Quality Measures for Protein Structures

A number of measures have been proposed by publications to measure the similar-

ity or distance between two protein structures. In order to calculate the structural

distance or similarity between two structures, structural alignment is required when

we consider the comparison is sequence independent, in which the positional corre-

spondence between the comparing structures is unknown. On the other hand, when

the comparison is called sequence dependent, we only need to optimize the structural

translation and rotation between the structures to calculate the score. In QA scenari-

o, we are assuming the structure comparison is sequence dependent in the following

scores.

Let d1,2(i, j) be the distance between the ith residue of structure 1 and the jth residue

of structure 2, and L is the protein length. The following scores are typical and often

used in protein structure prediction.

• Root Mean Square Deviation (RMSD) between two structures is defined as

RMSD =

√

∑L
i=1 d

2
1,2(i, i)

L
(4.1)

When the difference between two structures is not too big, RMSD is a good

measure.

• Global Distance Test Total Score (GDT) was proposed by Zemla in [20].

The score is defined as

GDT =
n1 + n2 + n4 + n8

4 ∗ L
(4.2)

44



Where ni, i = 1, 2, 4, 8 is the number of positions where the distance between

the two residues is less than iÅ. To calculate this, it is required to search for

the optimal superimposition four times, independently. Unlike RMSD, GDT

score is a similarity score between two structures. If we define

GDTi =
ni

L
(4.3)

where i can be any number which is usually an integer within (0 8]. Thus, the

GDT score defined above can be rewritten as

GDT =
GDT1 +GDT2 +GDT4 +GDT8

4
(4.4)

• TMScore was proposed by the work of [50] to extend GDT score so that the

score is less dependent on the protein size for randomly selected structure pairs.

TMScore = max

[

1

L

L
∑

i=1

1

1 + ( di
d0
)2

]

(4.5)

where di is the distance between the ith pair residues after the optimal su-

perimposition and d0 is a scale to normalize the match difference. One of the

advantages of TMScore over GDT is that only one time searching for optimal

spatial superimposition is needed.
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4.2 Introduction to Protein Structure Quality As-

sessment

4.2.1 Types of Protein Structure Quality Assessment

Protein structure Quality Assessment (QA) can have different types from different

perspectives. Global quality assessment is to assign a score to each decoy to indicate

its overall structural quality, while local quality assessment assigns a score to each

position in the structure. QA score can can be interpreted either as a geometrical

distance or similarity, which measures the actual distance to the corresponding native

structure, or a confidence score which tells how likely the predicted decoy is close to

the native. For example, the score given by OPUS-CA [17] can only be thought of

as confidence, meaning the more negative the score is, the better quality the struc-

ture might have. QA methods can also be divided into two categories depending

on the input structures. If the method relies on the decoy itself only, we call it a

single model QA method, otherwise it is a consensus method, which takes a set of

peer structure decoys (predicted decoys from the same sequence) as the input. For

example, OPUS-CA is a method that can evaluate each individual protein structure

while the consensus methods always need a set of structures.

4.2.2 Measures for Quality Assessment Methods

A lot of work has been done for protein structure assessment. Selection and correlation

performance are typically used to compare different QA methods. For a given set of

protein decoys of the same sequence, QA method is used to assign a score to each

decoy. In the meanwhile, each structure candidate has its GDT score to the native
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structure. For selection performance we consider the structural quality of the selected

top-1 structure and the average quality of the selected top-5 structures, in terms of

the GDT score to the native structure. For correlation performance, we only consider

Pearson and Spearman correlation between the assigned score and actual GDT score.

4.3 Existing Methods for Protein Model Quality

Assessment

As mentioned above, QA includes global quality assessment and local quality assess-

ments. In this selection, we mainly review the current methods in global quality

assessment as the methods in this thesis work mainly focus on this category.

4.3.1 Global Quality Assessment Methods

A lot of work have been done in this area since Critical Assessment of Protein Struc-

ture Prediction (CASP) [19] which takes place every two years.

Single Model QA Methods:

Single model QA methods evaluate the structural quality of the single protein struc-

ture from the input. These methods fall into different categories according to the

underlying scoring function.

Physical-based energy functions [51, 52, 53, 54, 55, 56, 57, 58, 59] compute the

energy of a protein structure based on physics principles at the atomic level. Physi-

cal energies are often too sensitive to small atomic changes, and hence they are not
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widely used in practical model selection.

Knowledge-based scoring functions, such as OPUS-CA [17], DFIRE [18], DDFIRE

[60], RW [61] and QMEAN [62, 63] score the models based on the statistical infor-

mation of structural attributes in known native structures. These scoring functions

are widely used in protein structure prediction. However, knowledge-based scoring

functions can only reflect some aspects of protein structures. For example, OPUS-CA

uses the distance-dependent energies from the C-alpha atoms of a model, while RW is

a side-chain orientation dependent potential. While some success is achieved, overall

they have limited discerning power for ranking structural models.

Several machine learning based methods have been proposed to evaluate single

structure quality, such as [64, 62] and MULTICOM series for single QA [65, 66, 67].

For example, in [65], a method was proposed to assign GDT score to a structure mod-

el by comparing its actual secondary structure, relative solvent accessibility, contact

map, and beta sheet structure with their counterparts predicted from its primary

sequence.

QA Methods Based on Structure Set:

QA methods of this category take advantages of the mutual distance or similarity

between decoys from a common set and assume that the a decoy which is more

structurally similar to other candidates in the decoy set has better quality with respect

to the native structure. For example, naive consensus GDT is defined as follows.

Given a set of predicted decoys d1, .., dN for a certain protein, the consensus GDT
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score for each decoy

CGDTi =

∑N
j=1GDT (i, j)

N
(4.6)

where GDT (i, j) is the GDT score between decoy i and decoy j calculated by structure

comparison and N is the number of decoys in the set. Naive consensus GDT method

takes all the decoys from the set as the reference set to calculate CGDT score. Several

methods tried to use different schemes to create better reference set to improve the

performance of CGDT score. For example [68] adaptively selected reference decoys

based on the attributes of the whole decoy set and excludes those decoys that are

too similar or too different from the reference set. This approach has been the most

successful for model quality assessment in CASP, where the model pool contains the

top predictions submitted by the attending groups. However, when it is difficulty

to find out the structurally similar templates from PDB [1] database for the query

protein, the resultant decoy set is no more dominated by a set of decoys, let alone

dominated by good decoys. In these situations, naive consensus methods often do

not work well as it only considers the structural or geometrical information. To

address the problem, a lot of work have been done to combine the structural consensus

information with sequence or structural features such as single QA scores [69, 70, 62,

71, 72] using machine learning methods and clustering methods such as MULTICOM-

REFINE [66, 67] and ModFOLD [73, 74].

4.3.2 Local Quality Assessment

Local quality assessment is also very important, especially for the structure refine-

ment. Given a set of structure candidates, local quality of each structure can be
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predicted based on consensus structure. For example, MULTICOM-REFINE [66, 67]

and IntFold-TS [75] calculates the local quality score as the average absolute differ-

ence between each residue in the decoy and the residue in the decoy from a selected

reference set. For a single structure, its local quality can also be predicted using the

sequence-structure relationship, for example, the match scores of secondary structures

and solvent accessibility comparison [76].
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Chapter 5

Protein Structural Model Selection
Based on Protein-dependent
Scoring Function

5.1 Introduction

Knowledge based scoring functions have performance inconsistencies for different pro-

teins. We believe that combining several scoring function can result in better perfor-

mance as they complement each other to some extent. Although consensus methods

do not work well for a decoy set that does not contain predominantly good models,

one may overcome this by selecting a subset of good models using scoring functions.

Based on these considerations, in this study, we proposed a two-stage optimiza-

tion approach to take advantages of scoring functions, consensus method and machine

learning. In the first protein-dependent optimization, different "noisy" scoring func-

tions were combined to improve the sensitivity of scores for model selection. In this
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step, each target protein has a pool of structural models without knowing the native

structure. For each protein, a subset of models was selected using basic scoring func-

tions to remove likely poor models. Then weights for these scoring functions were

optimized on the selected model set of each protein. Ideally, we should use the real

GDT-TS score [20] (one of the most widely used scores for protein quality) of models

to optimize the weights. Due to lack of native structures, we replaced the real GDT-

TS score with a consensus GDT-TS score, which is an estimate of GDT-TS using a

consensus approach. The sum of these scores with the optimized weights can be di-

rectly used to rank models. However, it was still "noisy" due to the errors introduced

by scoring functions and the consensus method. In the second stage optimization, we

integrated the weighted scoring functions, correlations of these scores to consensus

GDT-TS, model quality computed by consensus method and structural features to

train an Support Vector Machine (SVM) that maps these features to the real GDT-

TS scores based on separate protein targets with structural model pools and known

native structures. Through the two sequential optimizations, the resulting score can

gain sufficient discerning power to outperform basic scoring functions and consensus

method for model selection.

We have applied this new method to two benchmarks and demonstrated that the

weighted sum of individual scoring functions improved the top-1 and top-5 model

selection performance, and a following SVM gained further improvement.
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5.2 Methods

An overview of our method is presented in Figure 5.1. The first step was to compute

the basic scores for each model using scoring functions. Then for each protein, the best

weights for scoring functions were obtained through the protein-specific optimization

on the subset (at most top 300) models selected by the average rank based on basic

scores. The resultant weighted sum (S1 in Figure 5.1) can be directly used to rank

the models. The basic scores and weights were integrated into the second stage

optimization using an SVM which was trained on models from different proteins with

the real GDT-TS score of each model as the target value.

Figure 5.1: Method Flowchart
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5.2.1 Scoring Functions

In this method, five published protein structure quality assessment (QA) scores were

selected, namely OPUS-CA [17], OPUS-PSP [77], DFIRE [18], DDFIRE [60] and

RW [61]. These scores evaluate structure models from different perspectives. Also

we computed two additional statistical based scores, i.e., environment fitness score

and secondary structure similarity score, which are widely used in threading-based

protein structure predictions [26, 25].

Environment Fitness Score

This score measures the propensity of an amino acid type a to appear in a structural

environment envj on the model. The environment type is specified by the secondary

structure type (H: helix, E: beta sheet, or C: coil) and solvent accessibility type (B:

buried, I: intermediate or E: exposed). The environment fitness score is given by

envfitness =

N
∑

j=1

20
∑

a=1

prob(envj , a)× prob(j, a) (5.1)

where N is the protein sequence length. prob(envj , a) is the probability of amino

acid type a to appear in structural environment envj obtained through statistical

analysis on a set of training native structures [26, 25]. It is worth mentioning that

these structures had no overlap with the ones used in the following benchmark tests.

prob(j, a) is the probability of amino acid type a occurring at position j of the pro-

tein, which can be calculated from the sequence profile generated by PSI-BLAST [12].

Secondary Structure Similarity Score
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For each model, we computed its actual secondary structure based on its 3D coor-

dinates using DSSP [39] . We also used PSIPRED [37, 38] to predict the secondary

structure from its amino acid sequence. The similarity between these two secondary

structures is a good indication of model quality. Higher secondary structure similarity

usually means better model quality. Suppose the secondary structure type at position

j of model is Sd, and the corresponding predicted secondary structure from sequence

by PSIPRED is Sp with confidence value P , the score is defined as

sssimilarity =
N
∑

j=1

probj(Sd, Sp, P ) (5.2)

where Sd, Sp ∈ {H,E,C}, P ∈ [0, 9] and prob(Sd, Sp, P ) is the probability of Sd being

predicted as Sp with confidence value P , obtained from a training dataset whose

proteins had no overlap with the ones used in the following benchmark tests.

5.2.2 Protein-dependent Weights Optimization

Let s1, s2, .., s7 be the seven scores of a model, and w1, w2, .., w7 be the weights for

the scores. We optimized the weights by minimizing

L2 =
∑

i1,i2

[ 7
∑

j=1

wj(s
i1
j − si2j )− [GDT (i1)−GDT (i2)]

]2

where wj < 0 and i1, i2 are two structural models of the same protein. si1j is score j

of structure model i1 and GDT (i1) is the GDT-TS score of model i1.

In practice, GDT-TS score is not available as we do not have the native structure.

So we used consensus GDT-TS score, cgdt(), to approximate the real GDT () score.
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A reference set R containing the top 300 models was selected according to the average

rank using the seven basic scores. cgdt of a model is defined as the average GDT-

TS score to the remaining models in R. Thus the weights were optimized on R by

minimizing

L2 =
∑

i1,i2∈R

[ 7
∑

j=1

wj(s
i1
j − si2j )− [cgdt(i1)− cgdt(i2)]

]2

Let xkj = si1j − si2j and yk = cgdt(i1)− cdgt(i2), we have

L2 =
∑

k

[ 7
∑

j=1

wjx
k
j − yk

]2

, wj < 0 (5.3)

Further, let W = [w1, .., w7]
T and Xk = [xk1, .., x

k
7]

T , Eqn. (5.3) becomes

L2 = W T
∑

k

XkX
T
k W − 2W T

∑

k

ykXk (5.4)

+
∑

k

y2k, W < 0

Minimization of Eqn. (5.4) was solved by quadratic programming. Before opti-

mization, all the scores were normalized to Z-score. Z-score of score S is defined as

Z = S−avg(S)
dev(S)

, where avg(S) is the mean value and dev(S) is the standard deviation

in the structural model pool. Each scoring function has its "direction"; for example,

OPUS-CA is "negative" compared to GDT-TS, which means lower OPUS-CA values

usually have higher GDT-TS scores. In the actual optimization, the "directions" of

seven scores were all adjusted to be "negative." Also, due to the noise in the training

data, weights were constrained to be less than −0.0001 to keep the optimization from

reversing or disabling any scores. After optimization, weights were obtained for each
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score and the score S1 in Figure 5.1 was S1 =
∑7

j=1wjsj.

5.2.3 Second Stage Optimization

This optimization was implemented as an SVM. The input features for each model

included:

• Weighted scores wjsj, j = 1, .., 7.

• Spearman correlation of each score sj, j = 1, .., 7 to consensus GDT-TS score.

The correlations of different scores indicate their relative performance on models

of a specific protein.

• Naive consensus GDT-TS score cgdt.

• Another secondary structure score to strengthen the similarity between the

actual secondary structure in model and the predicted one from sequence. It is

defined as SSIden =
∑N

j=1
δ(SSp,SSd)

N
, where N is protein sequence length and

δ(SSp, SSd) =











1 SSp = SSd

0 SSp 6= SSd

• Solvent accessibility (SA) matching scores, which is similar to SSIden. SAIden =
∑N

j=1
δ(SAp,SAd)

N
, where N is protein sequence length and

δ(SAp, SAd) =











1 SAp = SAd

0 SAp 6= SAd
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SAp is the predicted solvent accessibility by SSPro [40] and SAd is computed

from models by DSSP with cutoff 25% (above which means the exposed state

and otherwise the buried state).

Although the secondary structure and solvent accessibility information were used in

the seven scores, SSIden and SAIden were more direct to help SVM to learn the

"weak" relationship between features and real GDT-TS score. The SVM was trained

using SVMLight with a linear kernel.

5.2.4 Dataset

We applied the method to two benchmarks produced by different model generation

methods. Benchmark1 was from Yang Zhang’s lab

(http://zhanglab.ccmb.med.umich.edu/decoys/), generated by the I-TASSER ab i-

nitio modeling tool, containing 56 proteins. The other one, benchmark2, included

models generated by Robetta or Rosetta, containing 34 CASP8 proteins. Each pro-

tein in both benchmarks had hundreds of decoys. Figure 5.2 shows the maximum,

average and minimum GDT-TS score of models of each protein for both benchmarks.

The best model of each protein had a GDT-TS score greater than 0.4, which ensured

that the pool contained some reasonably good models.

5.3 Results

In the test, each score was used to rank the models of a given protein. We used four

metrics to compare the performance of each scoring method. In the following tables,

”GDT1” is the average GDT-TS score of top 1 model; ”avgGDT5” is the average of
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Figure 5.2: Model quality measured by GDT-TS score to the native structure. The
X-axis is the proteins of each benchmark sorted by the GDT-TS score of the best
model. (A) Model quality distribution of benchmark1. (B) Model quality distribution
of benchmark2.

the mean GDT-TS score of top 5 models. ”Pearson” indicates the Pearson correlation

to real GDT-TS and ”Spearman” is the Spearman correlation to real GDT-TS score.

Table 5.1 and 5.2 compares seven basic scores mentioned above, avezscore, averank

and S1 on benchmark1 and benchmark2, where ”avezscore” is the sum of the seven

scores after normalization; ”averank” is the average rank using seven basic scores.

”S1” is the weighted sum of basic scores. The term averank was used to select the

top 300 models for each protein to optimize the weights for S1. Table 5.3 shows the

selection performance of cgdt and S2 on the subset models selected by averank.

As shown in Table 5.1 and 5.2, weighted sum with the optimized weights improved

over seven basic scores, in top-1 and top-5 selection performance. For example, for

benchmark2, the best scoring function was DDFIRE, which had GDT1 performance

of 0.3976 and avgGDT5 of 0.3833, while S1 achieved GDT1 of 0.4012 and avgGDT5

of 0.3977. Furthermore, weight optimization improved over avezscore and averank

59



Benchmark1
GDT1 avgGDT5 Pearson Spearman

GDT-TS 0.6918 0.6737 1.0000 1.0000
OPUS-CA 0.5935 0.5904 0.4952 0.4159
OPUS-PSP 0.5670 0.5715 0.2893 0.2906
DFIRE 0.5984 0.5882 0.5332 0.4416
DDFIRE 0.5984 0.5883 0.5328 0.4411
RW 0.5927 0.5855 0.4909 0.4178
envfitness 0.5604 0.5691 0.3805 0.2985
sssimilarity 0.5836 0.5823 0.3578 0.2938
avezscore 0.5966 0.5919 0.5486 0.4530
averank 0.5970 0.5895 0.5126 0.4562
S1 0.5989 0.5953 0.5824 0.4841

Table 5.1: Comparison of scores based on their performance.

Benchmark2
GDT1 avgGDT5 Pearson Spearman

GDT-TS 0.5504 0.5281 1.0000 1.0000
OPUS-CA 0.3769 0.3705 0.2980 0.2709
OPUS-PSP 0.3171 0.3253 0.0993 0.0941
DFIRE 0.3389 0.3277 0.0723 0.0786
DDFIRE 0.3976 0.3833 0.3050 0.2718
RW 0.3707 0.3738 0.2987 0.2727
envfitness 0.3501 0.3396 0.1050 0.0962
sssimilarity 0.3571 0.3623 0.2366 0.2152
avezscore 0.3856 0.3823 0.3291 0.2987
averank 0.3861 0.3707 0.3200 0.2969
S1 0.4012 0.3977 0.3709 0.3489

Table 5.2: Comparison of scores based on their performance.
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in selection performance, especially for benchmark2, as our optimization was carried

out on the subset selected by averank. For Pearson and Spearman, we can see from

Table 1 that S1 had the best correlation to the real GDT-TS score among the scores

being compared on both benchmarks. For example, for benchmark1, although the

selection improvement of S1 over the best of other scores was small, the improvement

in correlation was quite significant. In Figure 5.3 we took the protein 1SHF from

benchmark1 as an example to show the score distribution. It is evident that S1 had a

much better correlation to real GDT-TS than sssimilarity and the top model selected

by S1 was better than the one by sssimilarity.

Figure 5.3: Score distributions for models of protein 1SHF from benchmark1. (A)
Score distribution of sssimilarity with respect to GDT-TS. (B) Score distribution
of S1 with respect to GDT-TS. The point highlighted in the box is the top model
selected by the score.

Table 5.3 shows that after selecting the top 300 models for each protein using

averank, the GDT-TS loss between the best model in the 300-model set and the best

model in the entire pool was acceptable for benchmark1; the average GDT-TS loss

was only 0.6918− 0.6892 = 0.0026. For benchmark2, the best models of all proteins

were kept in the selected top-300 model set, i.e., with 0 GDT-TS loss. Table 5.3
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Benchmark1 Benchmark2
GDT1 avgGDT5 GDT1 avgGDT5

GDT-TS 0.6892 0.6713 0.5504 0.5273
cgdt 0.6047 0.6030 0.4351 0.4217
S2 0.6098 0.6034 0.4446 0.4220

Table 5.3: Comparison of scores based on reference set. ”S2” corresponds to the SVM
output in Figure 5.1.

also shows the leave-one-out performance of the SVM. This research trained different

models for benchmarks 1 and 2 as they were generated by different methods and

had quite different structural characteristics and distributions which were reflected

by the diverse performances of basic scores. In leave-one-out training and testing, all

proteins were tested using one model while the remaining were used as training data.

Table 5.3 shows that S2 improved over cgdt on both benchmarks, especially in GDT1

performance. For benchmark1, GDT1 of S2 was 0.6098, which gained about half

a GDT-TS point (0.6098 − 0.6047 = 0.0051) over cgdt (0.6047). For benchmark2,

the improvement over cgdt in GDT1 was 0.4446 − 0.4351 = 0.0095 ∼= 0.01. On

the other hand, S2 had significantly better GDT1 and avgGDT5 performance than

basic scores. Especially, for benchmark2, the best basic scoring function was DDFire,

whose GDT1 was 0.3976, while S2 had GDT1 of 0.4446. The improvement was

0.4446− 0.3976 = 0.047.

5.4 Discussion

Our new approach combined the advantages of various methods and avoided some

of their limitations. Existing scoring functions such as OPUS-CA and DFIRE do

not work consistently well for model selection of different proteins especially when
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models are generated by different methods. Consensus method depends only on the

dataset itself and does not use any information from native structures. In order to

improve the selection performance, for each protein, we trained the weights for each

score on a reference set which was selected to enrich the overall quality of the smaller

pool. The resultant weighted score was less noisy and more correlated with the real

GDT-TS score. With the weighted scores, it is more advantageous for the second

stage optimization to learn the weak intrinsic correlation between input features and

real model quality.

However, several factors may affect the performance of our method. One such

factor is model distribution. S1 and S2 had more GDT-TS loss between the selected

top-1 model and the best model in the pool in benchmark2 than in benchmark1.

Specifically, GDT-TS loss of S2 in benchmark1 was 0.6918 − 0.6098 = 0.082; while

for benchmark2, the GDT-TS loss was 0.5504 − 0.4446 = 0.1058. Comparing the

two distributions of model pools in Figure 5.2, it is evident that the gap between

max and mean GDT-TS in benchmark2 was much bigger than that in benchmark1.

The distribution difference also affects the performance of other scores in the same

way. For benchmark2, GDT1 of the real GDT-TS score was 0.5504, while all basic

scores were less than 0.4, losing more than 0.15, significantly bigger than that in

benchmark1.

For the second stage optimization, selection of features and learning method di-

rectly affects the performance of S2. Although S2 is not significantly better than cgdt

on either of the two benchmarks, the S2 method has some merit. In particular, cgdt

and basic scoring functions have different properties and combining them theoretical-

ly may improve the performance. Furthermore, the performance of cgdt depends on
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the distribution of the model pool or how the model pool is generated. The model

pool generated in CASP or by the tools that guarantee good sampling of structural

conformation can lead to good performance of cgdt; otherwise the performance of

cgdt may not be good. In addition, this research concluded that the S2 method has

significant room for improvement. We are exploring a better way to do the second

stage optimization and combine the two stages. For example, one may use the priori

general information of model quality vs. a given scoring function and use that in-

formation to guide optimization. The SVM here was developed to demonstrate that

integrating weighted scores, their statistical features and structure-related features

into optimization over different proteins can improve the performance over any indi-

vidual feature. On the other hand, more advanced machine learning techniques, such

as random forests may further enhance the performance.

There are some limitations of our method. Given that it is based on training from

a model pool, it may not be applicable to simultaneously assess models from different

generation methods as they may have different characteristics or distributions. For

example, our method may not be applicable to the model pool generated by different

servers in CASP. Our method is mainly designed for model selection with a single

tool which is most practical in protein structure prediction applications.
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Chapter 6

Protein Structural Model Selection
by Combining Consensus and
Single Scoring Methods

6.1 Introduction

Consensus and knowledge-based scoring functions reveal different but complementary

aspects of structural models. Consensus method utilizes geometric information from

the decoy set only, without taking advantages of the biophysical properties within

and between primary sequences and 3D structures. In [72], we developed a protein-

dependent scoring method to combine consensus and single scoring functions for de-

coy selection. In this method, the optimal weights for each component scores were

obtained in the first optimization step. Then the weighted scores and other sequence-

structure features were combined by an support vector machine (SVM) in the second

step. This method achieved improvement over naive consensus GDT (CGDT) score
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and single scoring functions in selection performance.

However, it still had room for further improvement for two reasons. On one hand,

it mapped feature scores to the actual structure quality in terms of native structure,

which is relatively difficulty to machine learning methods such as SVM or neural

network to capture. On the other hand, it is computationally intensive to optimize

the weights in the first step. Here we proposed a new method to combine consensus

GDT and knowledge-based scoring functions to obtain better discerning power for

QA. First, a consensus method called Position Specific Probability Sum (PSPS) was

developed as one of the feature scores. Here, the structural state of each residue was

represented by the bond angles of four consecutive residues in a decoy. Thus, each

decoy was represented by a sequence of structure code. A probability score was calcu-

lated for each decoy of a set based on consensus. Although this method alone did not

have outstanding performance in decoy selection, it was quite different from all other

methods, and outperformed CGDT when combined with other methods such as RW

[61], OPUS-CA [17] and DDFIRE [60]. Second, a two-stage method was developed

to perform QA. We trained two neural-network models to capture the underlying

correlation among different features (scoring functions). Specifically, for every two

decoys, the first neural-network model decided whether they were structurally close

or not, and subsequently the second model determined which one was better than

the other in term of GDT score to the native. After the comparison between all pairs

of decoys, we calculated a score for each decoy in the pool based on the number of

winning times.

We applied this method to three benchmark data sets from different protein struc-

ture prediction methods and demonstrated significant improvements over CGDT and
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state-of-art single scoring functions in terms of best model selection performance and

Spearman correlation to actual GDT score.

6.2 Method

6.2.1 Position Specific Probability Sum (PSPS) Score

Each decoy in a decoy set was transformed to a sequence of structural alphabet based

on the study in [78]. For each residue xk, we calculated angle triplet (θk, τk, θk+1) of

four consecutive C-alpha atoms, where θk is the bend angle of (xk−2, xk−1, xk), τk is the

dihedral angle of (xk−2, xk−1, xk, xkk + 1) and θk+1is the bend angle of (xk−1, xk, xk+1).

xk was assigned to one of the 17 clusters (states) according to the following Gaussian

Figure 6.1: Angles of four residues

Mixture Model:

P (Ci|xt) ∝ πiP (xt|Ci)

∝ πi|Σi|
− 1

2 · e−
1

2
(xt−ui)′Σ

−1

i (xt−ui) (6.1)
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and,

i = arg max
1≤i≤17

P (Ci|xt) (6.2)

For more details about this, please refer to Appendix A.

After we had all the 4-mer sequences of the decoys for the same protein, we

calculated Position Specific Frequency Matrix (PSFM). PSFM(i, j) is the occurring

frequency of state i at sequence position j, where i is the state index from 1 to 17,

representing the 17 clusters; j is the residue position from 3 to L− 1 (L is the length

of protein). This matrix was counted in the model pool and normalized by dividing

the number of decoys. We then got Position Specific Probability Sum (PSPS):

PSPS(k) =
L−1
∑

j=3

PSFM(SAk
j , j) (6.3)

where k is the decoy index and SAk
j is the cluster state of position j in the structure

code (state) sequence of decoy k.

6.2.2 Combine Consensus and Single Scoring Functions

For a set of decoys of a target protein, the input features for every decoy-pair were

the respective differences between OPUS-CA, RW, DDFIRE, PSPS and CGDT of

the two decoys.

Sij
(k) = Si

(k) − Sj
(k) (6.4)

where i, j are decoy indexes, and k represents different scores.
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Two neural-network models were used to compare a decoy pair. Model 1 was

trained to determine whether two decoys were significantly different in terms of the

GDT score to their native. We chose the cutoff to be 0.025, which meant if the

GDT difference of two decoys was larger than 0.025, these two decoys were treated as

significantly different. Model 2 was used to predict whether one decoy was better than

the other. To train this model, considering the training error, we removed those of

pairs whose GDT difference is less than 0.01 from training data. Model 2 was tested

only on the pairs that were predicted to be significantly different by Model 1. After

the comparison between all pairs of decoys, the final score, named as PWCom, for

each decoy was simply the number of winning times during the pair-wise comparison.

The training and testing were done in a leave-one-out manner at protein (target)

level, which meant each target (decoy set) was tested on the models trained on all

other targets (decoy sets).

Figure 6.2: Neural Networks for Pairwise Comparison
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6.2.3 Dataset

We applied the method to three benchmark datasets from different model prediction

methods. Each target (protein) had hundreds of decoys. The best decoy in each target

had a GDT score greater than 0.4, which ensured that the pool contained reasonably

good decoys. The first dataset contained 56 targets with decoys generated by I-

TASSER ab initio modeling method (http://zhanglab.ccmb.med.umich.edu/decoys/).

The second dataset consisted of 35 CASP 8 targets predicted by Rosetta or Robetta.

The third dataset contained 50 CASP 9 targets with decoys generated by our in-house

template-based model generation tool MUFOLD. Figure 6.3, 6.4 and 6.5 show the

GDT distribution information, i.e. maximum, average and minimum GDT of each

dataset respectively.

Figure 6.3: GDT score distribution of Benchmark 1
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Figure 6.4: GDT score distribution of Benchmark 2

6.3 Result

In the test, each score was used to rank the decoys of a given protein. We studied the

selection performance using three measures to compare each method. In the following

comparison tables, "GDT1" is the average GDT score of top 1 model; "avgGDT5" is

the average of the mean GDT score of top 5 models; and "Spearman" is the average

Spearman correlation coefficient.

6.3.1 Performance Statistics

As shown in Table 6.1, 6.2 and 6.3, CGDT has better performance than all other

single scoring functions in terms of three measures. Specifically, in benchmark 1,

although CGDT’s top-1 selection performance is not significantly better than that
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Figure 6.5: GDT score distribution of Benchmark 3

Top1 Best5 Mean5 Pearson Spearman
GDT 0.6946 0.6946 0.6767 1.0000 1.0000
CGDT 0.6058 0.6287 0.6045 0.7125 0.5845
DDFIRE 0.6006 0.6387 0.5906 0.5328 0.4405
OPUS-CA 0.5959 0.6367 0.5925 0.4949 0.4156
RW 0.5954 0.6381 0.5879 0.4912 0.4173
PSPS 0.5847 0.6161 0.5734 0.4213 0.3302
PWCom 0.6104 0.6353 0.6065 0.6169 0.6034
WQA [72] 0.6098 0.6034

Table 6.1: Performance on Benchmark 1.
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Top1 Best5 Mean5 Pearson Spearman
GDT 0.5449 0.5449 0.5219 1.0000 1.0000
CGDT 0.4255 0.4622 0.4060 0.5303 0.5588
DDFIRE 0.3901 0.4666 0.3788 0.3065 0.2726
OPUS-CA 0.3763 0.4551 0.3663 0.3012 0.2742
RW 0.3662 0.4567 0.3696 0.3026 0.2766
PSPS 0.3435 0.4173 0.3534 0.2482 0.2462
PWCom 0.4529 0.4796 0.4309 0.5313 0.5616
WQA [72] 0.4446 0.4220

Table 6.2: Performance on Benchmark 2.

Top1 Best5 Mean5 Pearson Spearman
GDT 0.6503 0.6503 0.6431 1.0000 1.0000
CGDT 0.6023 0.6160 0.6042 0.3105 0.3199
DDFIRE 0.6091 0.6255 0.6094 0.3315 0.3049
OPUS-CA 0.6054 0.6246 0.6085 0.2611 0.2395
RW 0.6008 0.6215 0.6056 0.2345 0.2233
PSPS 0.5987 0.6166 0.6002 0.2457 0.2307
PWCom 0.6131 0.6271 0.6136 0.3328 0.3377

Table 6.3: Performance on Benchmark 3.
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of other feature scores, its correlation (Spearman: 0.5845) is much higher than the

others, among which DDFIRE is the best (Spearman: 0.4403). In benchmark 2,

CGDT is significantly better than OPUS-CA, DDFIRE, RW and PSPS in terms

of all three measures. Its top-1 selection performance (average GDT: 0.4255) has

more than 3 GDT points than DDFIRE (0.3901), which is the best among remaining

feature scores. In benchmark 3, the top-1 selection performance of all feature scores

are similar, but in terms of Spearman correlation, CGDT is still the best (0.3199)

with DDFIRE at the second place (0.3049).

From Table 6.1, 6.2 and 6.3, we can see that PWCom is significantly and consis-

tently better than CGDT in three benchmarks. Notably, in benchmark 2, the top-1

GDT performance of PWCom is much higher than that of CGDT, with the improve-

ment of 0.4529 - 0.4255 = 0.0274. In the other two benchmarks, PWCom score still

improves in top-1 average GDT over CGDT, and even more over single scoring func-

tions. As for Spearman correlation, PWCom is consistently better than CGDT in all

three benchmarks.

6.3.2 Case Study

From the average performance, CGDT is consistently better than single scoring func-

tions such as OPUS-CA, RW and DDFIRE. Here we show some individual cases from

these benchmark datasets to see more detailed comparison. The bigger black spot in

the following figures are the selected best decoy according to the scores.
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Top1 Mean5 Pearson Spearman
GDT 0.6295 0.6179 1.0000 1.0000
CGDT 0.5446 0.5268 0.7681 0.7551
DDFIRE 0.4464 0.4696 0.2879 0.2675
OPUS-CA 0.5670 0.5330 0.4083 0.3870
RW 0.5134 0.5411 0.2025 0.1437
PSPS 0.4330 0.5035 0.1764 0.1739
PWCom 0.5804 0.5339 0.7674 0.7556

Table 6.4: Comparison of 1NE3 from benchmark 1

Figure 6.6: Distribution of CGDT and PWCom for 1NE3 from benchmark 1. The
big black spot on the top is the selected best decoy according to PWCom and the
one at the bottom according to CGDT
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Top1 Mean5 Pearson Spearman
GDT 0.5900 0.5816 1.0000 1.0000
CGDT 0.5000 0.4896 0.4798 0.3924
DDFIRE 0.5770 0.5808 0.7965 0.8158
OPUS-CA 0.5670 0.5670 0.8640 0.8886
RW 0.5770 0.5744 0.7504 0.7709
PSPS 0.5350 0.5150 0.3532 0.3013
PWCom 0.5810 0.5808 0.8624 0.8742

Table 6.5: Comparison of T0527 from benchmark 3

Figure 6.7: Distribution of CGDT and PWCom for T0527 from benchmark 3. The
big black spot on the top is the selected best decoy according to PWCom and the
one at the bottom according to CGDT
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Top1 Mean5 Pearson Spearman
GDT 0.7810 0.7591 1.0000 1.0000
CGDT 0.7762 0.6852 0.8921 0.9098
DDFIRE 0.4000 0.4724 0.4226 0.3677
OPUS-CA 0.2595 0.4586 0.1838 0.1514
RW 0.3786 0.4029 0.2846 0.2600
PSPS 0.6071 0.5919 0.4971 0.4990
PWCom 0.7333 0.6819 0.8471 0.8954

Table 6.6: Comparison of T0396 from benchmark 3

Figure 6.8: Distribution of CGDT and PWCom for T0396 from benchmark 2. The
big black spot on the top is the selected best decoy according to PWCom and the
one at the bottom according to CGDT
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6.4 Discussion

Our new approach combined the advantages of consensus GDT method and sin-

gle scoring functions through pairwise comparison and a two-stage machine-learning

scheme. Consensus GDT method depends on the decoy distribution and relies on

geometric information of protein structures only, while single scoring functions pro-

duce a wide range of values for different decoys, which makes their scores unstable

and noisy. Our method tries to capture the correlation between score differences and

actual structural difference as well as the complementarity among these scores. The

resulting score (PWCom) is less noisy and more correlated to the real GDT score

with respect to the native structure.

Our test result shows that PWCom was better than CGDT or single scoring

functions in selection performances (GDT1 or avgGDT5) and correlations. PWCom

is also better than our previous method WQA. This may be because WQA trained a

SVM to directly map feature scores like CGDT, OPUS-CA score etc. to actual GDT

scores of decoys, which is less stable generally when applied to different kinds of

structural models. In addition, the weights of WQA for single scoring functions were

optimized through quadratic programming, which required much more computation

than PWCom.

PWCom combines CGDT and single scoring functions. Its performance is affected

by the performances of the individual scores. For example, in the target shown in

Figure 6.8 and Table 6.6, PWCom is worse than CGDT. Like CGDT and WQA,

PWCom was also inevitably affected by the decoy distribution. Comparing Table 6.2

to Tables 6.1 and 6.3, we can see PWCom score got more improvement over other

scores in benchmark 2 than those in benchmark 1 and 3. For example, in benchmark
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2, the top-1 selection performance of PWCom was 0.4529, while the best of others was

CGDT (0.4255). The improvement was 0.4529 - 0.4255 = 0.0274; while in benchmarks

1 and 3, the improvement was less significant. Comparing the decoy distributions of

benchmark 2 to 1 and 3, the gap between maximum and mean GDT curve in Figure

6.4 was much bigger than that of Figure 6.3 and 6.5 [72]. And also, for quite a few

targets in benchmarks 1 and 3, the gap between maximum and minimum GDT was

quite small. This may explain that the average top-1 selection performance of single

scoring functions was close to that of CGDT in these two benchmarks. In spite of

this, in terms of Spearman correlation, CGDT was still better than single scoring

functions.

This method still has significant room to improve as the training errors and pa-

rameter optimization problem may exist. We empirically chose 0.025 as the cutoff for

neural-network model 1 and 0.01 to screen training data for neural-network model

2. Large-scale training and testing may help find better values for these cutoffs and

other parameters in this approach. On the other hand, in terms of model training

itself, we trained two neural-network models to predict whether two decoys are similar

and which one is better than the other. An alternative method is regression, which

might help further improve over classification methods. Finally, testing more feature

scores and their combinations may also lead to more significant improvements.
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6.5 Modification For CASP 10 Quality Assessmen-

t

We modified this method specifically to attend the QA session in CASP10, as shown

in the flowchart. The basic idea is to compare any two decoys in terms of their

structure quality first and then combine all the comparisons for QA of each decoy.

First, the difference between feature vectors of a decoy-pair A and B were input to

two independent neural network models to decide whether A or B is closer the native

structure, in terms of GDT score. The first model was to judge whether two decoys

are significantly different. If yes, the second model was used to decide which one of

the two was better.

The feature vector for each decoy included

1. Structural environment fitness score between sequence and decoy structure.

2. Secondary structure (SS) matching score between the true secondary structure

(SSd) of decoy computed by DSSP

3. Solvent accessibility (SA) matching scores

4. Naive consensus GDT Scores of each decoy at eight thresholds. CGDTi, i =

1, 2, .., 8 using the definition of 4.3 and 4.6

5. Mean square error between predicted angles and actual decoy angles. The Mean

Square Error (MSE) between the true φ and ψ angles and the predicted ones

respectively, which is computed by SPINE [79].

The neural networks were trained and tested on CASP9. 44 targets were used as

test cases and the remaining were used as training data. For each decoy set, the top
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150 were selected using the naive consensus GDT on the original data set.

top1 top5 Spearman
GDT 0.6412 0.6243 1.0000
CGDT 0.5861 0.5851 0.8408
PWCom 0.5958 0.5904 0.8499

Figure 6.9: Pearson Score of CASP10 QA Servers

Figure 6.10: Spearman Score of CASP10 QA Servers
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Pearson ZScore of Pearson FisherZ ZScore of FisherZ Spearman
Pcomb 52.92 52.77 68.21 54.14 52.77
MUFOLD-Server 51.49 44.61 65.94 44.54 52.61
Pcons 46.39 38.44 58.94 37.30 46.58
ProQ2clust 50.11 37.71 65.48 38.42 50.00
MULTICOM-CONSTRUCT 49.62 36.90 65.36 38.68 49.80
ConQ 45.71 36.61 55.21 32.15 46.33
MULTICOM-REFINE 49.80 36.56 65.03 37.44 50.12
PconsQ 45.67 35.60 57.83 34.21 45.97
GOAPQA 47.43 32.23 63.12 40.93 51.84
MQAPsingle 45.70 31.65 59.39 34.29 45.87
MQAPfrag 45.70 31.65 59.39 34.29 45.87
MQAPfrag2 45.70 31.65 59.39 34.29 45.87
MQAPmulti 45.90 30.43 60.06 31.04 45.80
ModFOLDclust2 47.56 29.34 61.33 29.01 47.70
Ariadne 43.23 27.49 56.91 31.47 46.67
Pcons-net 44.47 26.98 57.97 26.77 44.49
ProQ2clust2 43.32 25.93 54.98 25.23 43.54
ModFOLD4 46.67 23.73 59.49 21.73 46.43
MUFOLD-QA 44.59 22.62 57.31 23.55 45.50
G-QA 43.48 17.87 55.81 19.86 44.01
PMS 40.71 11.24 46.72 4.79 42.73
PconsD 39.02 8.34 47.98 4.40 40.40
TSlab-tbQA 39.80 5.98 48.58 4.16 37.75
ProQ2 39.35 5.20 44.38 -2.38 39.12
MULTICOM 26.30 -17.13 29.75 -22.57 25.10
MQAPsingle2 32.16 -18.28 40.68 -15.64 32.29
chuo-binding-sites 11.89 -20.03 15.34 -18.77 14.24
GOBA-y579 3.86 -20.84 4.01 -21.66 4.44
MULTICOM-CLUSTER 32.05 -23.36 35.46 -30.42 32.70
TSlab-psQA 27.61 -23.94 30.36 -29.99 25.28
MULTICOM-NOVEL 31.74 -25.83 35.45 -32.09 32.38
GOBA-579 1.25 -30.05 1.37 -28.81 1.41
keasar 28.74 -31.96 32.01 -36.62 28.95
ModFOLD4-single 31.71 -32.13 39.32 -35.13 32.83
BITS 17.09 -83.04 20.12 -82.06 19.11
MQAPmulti2 10.24 -98.37 14.33 -94.91 9.50
MUFOLD-HQA -26.79 -256.55 -28.95 -231.64 -27.33

Table 6.7: Scores of CASP10 QA Servers
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Chapter 7

A New Hidden Markov Model for
Protein Quality Assessment Using
Protein Sequence-Structure
Compatibility

7.1 Introduction

In Chapter 5 and 6, we proposed two differnt methods to combine single model scoring

functions and consensus GDT information for protein structure quality assessment

(QA) purpose. Single model scoring functions capture the sequence-structure rela-

tionship among proteins and play a critical role in protein structure prediction, such

as fold recognition, threading alignment (or sequence-structure alignment), and pro-

tein structure quality assessment. In this work, we developed a new Hidden Markov

Model (HMM) to assess the compatibility of protein sequence and structure for cap-

turing their complex relationship. More specifically, the emission of the HMM consists
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of protein local structures in angular space, secondary structures, and sequence pro-

files. This model has two capabilities: (1) encoding local structure of each position

by jointly considering sequence and structure information, and (2) assigning a global

score to estimate the overall quality of a predicted structure, as well as local scores

to assess the quality of specific regions of a structure, which provides useful guidance

for targeted structure refinement.

To measure the sequence-structure compatibility, the structure environment of

a protein residue is specified by a number of variables. Then a score is assigned

for the observation of an amino acid type occurring in the structure environment.

Some simple measures have been widely used in threading alignment methods [80,

81, 14, 13]. For example, the secondary structure matching score is the match ratio

between the predicted secondary structure from an amino acid sequence and the

actual ones calculated from the template structure. Another one is the environmental

fitness score, which measures the propensity of an amino acid type to appear in

the structure environment specified by three types of secondary structures (Helix,

Sheet and Coil) or three types of solvent accessibilities (Buried, Intermediate and

Exposed). More advanced work has been done to address this problem, which mainly

differ in the definition of structure environment and the method to calculate the

compatibility score (probability or pseudo-energy) [82, 83, 84, 85, 86]. For example,

in [83], three-dimensional profiles were derived from native structures to measure the

compatibility in which the structural environment was defined by parameters such

as the area of the side chain that is buried and the secondary structure type; in

[86], more complex structural environment was defined in which side chain packing

and hydrogen bonding were used as one of its four measurement functions; a neural
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network was trained to predict the probability of observing an amino acid type given

the structural environment [82].

It is commonly observed that proteins have recurrent local sequences and struc-

ture patterns. The sequence-structure dependency at local levels leads researchers to

use the Hidden Markov Model (HMM) approach to describe the proteins. In [87, 88],

an HMM was used to compress protein three-dimensional conformations into a one-

dimensional series of letters of a structural alphabet, where the emission of the HMM

at each state is a multi-dimensional Gaussian distribution for the distance configura-

tion of four consecutive neighboring Cα atoms. In [89], a more complex HMM based

method, HMMSTR was proposed to capture local sequence-structure correlations, in

which four types of emissions were defined, i.e. amino acid types, secondary structure

types, backbone angle region (i.e. using the (φ, ψ) plot to partition the protein chain

into several non-overlapping regions) and structural context descriptor (for example,

distinguishing a hairpin turn from a diverging turn). However, the structure informa-

tion contained in this HMM is not informative enough as it only contains discretized

backbone angle region types and secondary structures.

A number of knowledge-based scoring functions such as OPUS-CA [17], DFIRE

[18] and RW [61] for protein structure quality assessment can also be considered as

sequence structure compatibility measures at global levels. Most of these scores are

weighted sums of several energy terms obtained through statistics over native struc-

tures. For example, OPUS-CA uses the distance distributions of residue pairs and

DFIRE constructs residue-specific all-atom potential of mean force from a database

of native structures.

More advanced descriptions of local structures are important for improving HM-
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M’s capability of capturing sequence structure relationship. For this purposes, we

defined new emission functions for the HMM to describe the local sequence-structure

relationship. The structural emission contains information for every four consecu-

tive Cα atoms, which is represented as three-dimensional Gaussian distributions in

the angular space. Another important emission is about the sequence profile, which

contains the distribution of 20 types of amino acids and the insertion and deletion

during the evolution process. The HMM model has two capabilities: (1) encoding

local structure of each position by considering of the local sequence-structure rela-

tionship and (2) assigning a global score to estimate the overall quality of a predicted

structure, as well as local scores to assess the quality of a specific structural segment.

The new model was tested and compared with the state-of-art single structure

QA methods. Test results demonstrated that the model can achieve better overall

selection performance than the comparing QA methods.

7.2 Methods

Our goal is to construct a new Hidden Markov Model to encode the compatibility

between protein sequence and structure, and capture their complex relationships.

First, the emission of the HMM is defined based on protein local structures in the

angular space, secondary structures, and sequence profiles. Second, with a training

data set, the proposed HMM was trained using the Expectation Maximization (EM)

algorithm.
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7.2.1 Sequence and Structure Representation

For each protein, we calculated the sequence profile matrix PSFM [] and SEQ[]

from the output alignments of PSI-BLAST [12] running against the non-redundant

(NR) sequence database (released in 2010, ftp://ftp.ncbi.nih.gov/blast/db/)

three rounds with an E-value cutoff of 0.001. Each row of the matrix PSFM [] is

a vector of 21 dimensions containing frequencies for 20 types of amino acids and

indels (insertions and deletions ) in the multiple sequence alignment (MSA), while

SEQ[] only contains amino acids distribution information with each row being 20

dimensions.

The local structure of a protein is represented in the angular space according to the

work of [78]. Specifically, for each residue xk in a protein structure, we calculated an

angle triplet (θk, τk, θk+1) for four consecutive Cα atoms (xk−2, xk−1, xk, xk+1), where

θk is the bend angle of (xk−2, xk−1, xk), τk is the dihedral angle of (xk−2, xk−1, xk, xk+1)

and θk+1 is the bend angle of (xk−1, xk, xk+1), as shown in Figure 7.4. Let xk ≡

(θk, τk, θk+1), a protein of length L is represented by a list of xk, where k goes from 3

to L− 1.

The probability distribution of an angle triplet x for the entire structure space

was approximated by a Gaussian mixture model of 17 components [78], i.e.,

P (x) =
17
∑

i=1

πiNi(x; ui,Σi) ; (7.1)

Ni(x; ui,Σi) = (2π)−3/2|Σi|
−1/2e

1

2
(x−ui)·Σ

−1

i ·(x−ui) (7.2)

where Ni(x; ui,Σi) is the i-th normal distribution, πi is the corresponding weight, and

ui, Σi are the mean vector and covariance matrix, respectively.
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7.2.2 HMM Definition

Let Y = [y1, y2, .., yT ] and O = [o1, .., oT ] be the state sequence and observation

sequence of length T , respectively. The basic form of HMM, denoted by Λ, can be

written as the joint probability of Y and O,

p(Y,O|Λ) = πy0

T
∏

t=1

ayt−1yt

T
∏

t=1

byt(ot) (7.3)

where yt is the state of position t, ayt−1yt is the transition probability from state yt−1

to yt and byt(ot) is the emission probability for state yt. In this work, the emission

probability is defined as

byt(ot) =

[ 17
∑

k=1

wyt,k ·Nk(xt; uk,Σk)

][ 21
∑

a=1

fyt,a · PSFM [t, a]

]

[ 20
∑

b=1

syt,b · SEQ[t, b] · env(b, SSd, SAd)

]

(7.4)

The first part of Eqn. 7.4 describes the structure information, where Nk(xt; uk,Σk)

is the k-th Gaussian function, whose parameters were taken from Eqn. 7.2 and xt

is the angle triplet defined above. The second part of Eqn. 7.4 is the sequence

profile distribution, where PSFM [] is the sequence profile matrix. The third part of

Eqn. 7.4 describes the sequence-structure distribution, where evn(b, SSd, SAd) is the

probability score of amino acid type b appearing in the structure environment specified

by three types of secondary structures SSd and three types of solvent accessibilities

SAd [80, 81]. For the simplicity of implementation, currently only parameters wyt,k,

fyt,a and syt,b in the emission function need to be trained by the learning procedure.

Therefore the number of states is set to 17 by default [78], which can be optimized by
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Bayes Information Criteria (BIC) or other model selection techniques such as cross

validation. We have tried different number of states, the test results did not show

any significant improvement.

7.2.3 Scoring Structures by HMM

Once the HMM is given, we can assign a score to measure the global sequence struc-

ture compatibility of a protein by

V = argmax
Y ∗

P (Y,O|Λ) (7.5)

or

Z =
∑

Y

P (Y,O|Λ) (7.6)

where Λ is the model, O is the observation and Y is the state sequence. Practically,

the probability given by Eqn. 7.6 is more robust than that of Eqn. 7.5. Throughout

this work, we use HMM.Z to denote the score defined by Eqn. 7.6.

7.2.4 Training Data Set

Considering the diversity of structural space, each test protein will have its own

training dataset. First, for each protein in testing data, we use PSI-BLAST to search

the sequence against the PDB [1] database to find out significant templates, remove

those templates having more than 70% sequence identity to test sequence. If no or too

few templates remains, we add a random subset from the following default data set

to constitute the training data set of about 200 chains for this protein. The default
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data set for training is extracted from PDB according to the following steps:

1. Filtering the entire PDB database with the following setting:

• X-Ray structure with resolution less than 2.0 Å.

• All residues have 3D coordinates, at least for backbone atoms.

• Sequence length L ∈ [50 300].

2. Remove all chains that have sequence similarity higher than 70% to any test

sequence using BLAST [12].

3. Remove redundant proteins within the training data set by decreasing the mu-

tual sequence similarity to 40% using CD-Hit [49].

With this data set, the proposed HMM is trained using the Expectation Maximization

(EM) algorithm.

7.2.5 Test Data Set

We tested the method in protein structure selection scenario using Global Distance

Test score (GDT) [20] as structure similarity measure. GDT is defined as N1+N2+N4+N8

4L
,

where Ni, i = 1, 2, 4, 8 is the number of positions with distance less than iÅ after op-

timal structural superimposition and L is the protein length. Therefore, GDT value

being 1 means two structures are exactly the same. We applied the method to four

benchmark datasets from different protein structure prediction methods. The first

dataset, I-TASSER-DATA, contains 56 targets (proteins) with decoys generated by I-

TASSER ab initiomethod [7, 8] (http://zhanglab.ccmb.med.umich.edu/decoys/).

The second one, Modeller-DATA, has 55 targets, with decoys generated by Modeller
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[10]. In both datasets, each target has ∼ 500 decoys, and the best decoy for each

target has a GDT score greater than 0.4, which ensures that the pool contains at

least some good-quality decoys. Figure 7.4 (a) and (b) show the GDT distribution

information, i.e., maximum, average and minimum GDT of I-TASSER-DATA and

Modeller-DATA, respectively. The third benchmark data has 20 targets, containing

FISA, LMDS V2 and SEMFOLD from the Decoys ’R’ Us decoy set [90]. The fourth

one is HG STRUCTAL from Decoys ’R’ Us containing 29 targets.

7.3 Results

We compared the score HMM.Z with the state-of-art QA tools, OPUS-CA, DFIRE

and RW, all of which make use of global contact information in protein structures.

We also compared the score HMM.Z with the secondary structure matching score

(SSMatch) and environmental fitness (Fitness) which is the summation of compat-

ibility score of all positions in a protein structure. In the test, scores were used to

rank the decoys of a given protein. In the following tables, we use the criteria below

to study the selection and ranking performance:

• Top1: the GDT score of the top-1 selected model;

• Top5: the best GDT of selected top 5 models;

• Mean5: the average GDT score of the top 5 models;

• Pearson: Pearson correlation coefficient between the QA score and the true

GDT score,
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• Spearman: Spearman correlation coefficient between the QA score and true

GDT score.

7.3.1 Performance of Global QA

Tables 7.1 and 7.2 show the global QA performance of score HMM.Z, compared with

OPUS-CA, DFIRE and RW on I-TASSER-DATA and Modeller-DATA, respectively.

We can see that HMM.Z achieved the best average top-1 selection performance on

both datasets and the best correlation (Pearson and Spearman) to GDT score on

Modeller-DATA. In particular, in Table 7.1 HMM.Z has comparable performance to

the three QA methods in which OPUS-CA is the best. But in Table 7.2, HMM.Z

achieved the best top-1 selection performance (GDT: 0.60), which is significantly

better than that of OPUS-CA (0.58) and RW (0.57). Figure 7.4 compares the top-

1 selection performance of HMM.Z to that of OPUS-CA on I-TASSER-DATA and

Figure 7.4 compares HMM.Z to DFIRE on Modeller-DATA. We can find that for

many targets, the decoys selected by our method are significantly better than those

from OPUS-CA or DFIRE. In Figure 7.4, although the average performance is similar

to that of OPUS-CA, we can see that for quite a number of targets HMM.Z selected

almost the best model in the pool. The result in Figure 7.4 shows that HMM.Z

outperformed DFIRE, which ranked the best in the three QA methods on Modeller-

DATA. Table 7.3 compares the global QA performances on FISA, LMDS V2 and

SEMFOLD together. As we can see, HMM.Z achieves the best selection performance

with top-1 selection performance of 0.485 which is 0.016 higher than the second

best method, DFIRE, and 0.021 higher than OPUS-CA and RW. Figure 7.4 shows

the detailed comparison between HMM.Z and DFIRE. Table 7.4 shows the average
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performance on HG STRUCTRAL data set. HMM.Z has nearly the same average

performance as OPUS-CA, DFIRE and RW, all of which are close to the limit. From

Figure 7.4, we see that except for one case, HMM.Z can select almost the best decoy

from the decoy pool. Tables 7.1-7.4 also compare the global QA performance of

HMM.Z with Fitness and SSMatch. Overall, HMM.Z is consistently better than

Fitness and SSMatch in terms of selection and correlation performance on four

benchmark datasets.

7.4 Discussion and Conclusions

Our Hidden Markov Model is modeled in the sequence-structure space, in which the

emission contains sequence profile information and continuous (instead of discrete)

structural content. As one of its advantages, HMM considers the dependency be-

tween adjacent local sequences and structures. The emission of HMM contains rich

information about the sequence profile, secondary structures, solvent accessibilities

as well as local conformation represented in the angular space. The model for each

test protein is trained on its homologous structures (if available) obtained by tem-

plate searching, which greatly reduce the noise in the training procedure and help

capture the true relationship between the sequence and the native structure. From

the test results, comparing to the three single model QA methods OPUS-CA, DFIRE

and RW, our test results have shown clear improvement of score HMM.Z in selection

performance on the second (Modeller-DATA) and third (FISA + LMDS V2 + SEM-

FOLD) datasets and comparable performance on the first one (I-TASSER-DATA)

and the fourth one (HG STRUCTAL). From the detailed comparisons, we can con-
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clude that for a significant number of cases HMM.Z is able to select almost the best

model from the pool and achieve significant better selection performance than oth-

er comparing scores, which means our HMM method is more sensitive in selecting

near-native structures.

However, our HMM method has room for improvement. In a few cases HMM.Z

are significantly worse than the corresponding best method. One example is the 30th

target in Figure 7.4, which is 2CR7 from I-TASSER-DATA. And another example

is the one in Figure 7.4 from the FISA + LMDS V2 + SEMFOLD data set. We

manually checked the case of 2CR7. HMM mis-selected a protein decoy whose local

structures are very similar to the native one, but having a different packing, as shown

by Figure 7.4. Table 5 shows the pairwise GDT score between the native structure

and the top-1 models selected by all the methods. RW and DFIRE also selected an

incorrect decoy similar to the one selected by HMM.Z, while OPUS-CA chose a decoy

with correct packing. This indicates that adding global pairwise contact information

into our method for HMM.Z might lead to further improvement. We are investigating

those cases that HMM.Z loses more than 10 GDT points to the best decoy for further

possible improvement. As one of the future work, we will derive informative scores

from this method for local structure assessment and compare with existing local QA

methods.

Our HMM method can be used as a component tool for protein structure predic-

tion to evaluate the global structure quality of predicted decoys. It will be released

when the stand-alone tool is ready.
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Figures and Tables

Figure 7.1: Angles of four consecutive Cα atoms.

Figure 7.2: Decoy distribution of I-TASSER-DATA (a) and Modeller-DATA (b). The
dashed curve shows the maximum GDT score, the solid curve shows the mean GDT
score, and the stared curve shows the minimum GDT score in the pool for each target.
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Figure 7.3: Detailed comparison of global QA on I-TASSER-DATA. The widest curve
represents the best true GDT score of the decoy for each target. The middle curve
shows the performance of OPUS-CA. The thinnest one represents the GDT score
achieved by our method HMM.Z. The circled stars indicate that our method HM-
M.Z performs significantly better than OPUS-CA on the corresponding targets. The
boxed stars show that HMM.Z significantly underperforms over OPUS-CA on the
corresponding targets.
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Figure 7.4: Detailed comparison of global QA on Modeller-DATA. The widest curve
represents the best true GDT score of the decoy for each target. The middle
curve shows the performance of DFIRE. The thinnest one represents the GDT s-
core achieved by our method HMM.Z. The circled stars indicate that our method
HMM.Z performs significantly better than DFIRE on the corresponding targets. The
boxed stars show that HMM.Z significantly underperforms over DFIRE on the cor-
responding targets.
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Figure 7.5: Detailed comparison of global QA on combined set of FISA, LMDS V2
and SEMFOLD data. The widest curve represents the best true GDT score of the de-
coy for each target. The middle curve shows the performance of DFIRE. The thinnest
represents the GDT score achieved by our method HMM.Z. The circled stars indicate
that our method HMM.Z performs significantly better than DFIRE on the corre-
sponding targets. The boxed stars show that HMM.Z significantly underperforms
over DFIRE on the corresponding targets.

98



Figure 7.6: Detailed comparison of global QA on HG STRUCTAL data. The widest
curve represents the best true GDT score of the decoy for each target. The middle
curve shows the performance of RW. The thinnest one represents the GDT score
achieved by our method HMM.Z. The circled stars indicate that our method HMM.Z
performs significantly better than RW on the corresponding targets. The boxed stars
show that HMM.Z significantly underperforms over RW on the corresponding targets.
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Figure 7.7: The sub-figure (A) shows the native structure of protein 2CR7 and (B)
is the top-1 model selected by HMM.Z.

Top1 Best5 Mean5 Pearson Spearman
GDT 0.705 0.705 0.693 1.000 1.000
OPUS-CA 0.614 0.646 0.613 0.322 0.237
DFIRE 0.609 0.641 0.608 0.312 0.231
RW 0.610 0.636 0.609 0.278 0.196
Fitness 0.607 0.641 0.606 0.176 0.119
SSMatch 0.617 0.651 0.616 0.216 0.166
HMM.Z 0.615 0.651 0.616 0.265 0.192

Table 7.1: Global QA performance on I-TASSER-DATA.
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Top1 Best5 Mean5 Pearson Spearman
GDT 0.688 0.688 0.675 1.000 1.000
OPUS-CA 0.579 0.627 0.584 0.192 0.175
DFIRE 0.587 0.623 0.585 0.175 0.157
RW 0.569 0.613 0.574 0.104 0.093
Fitness 0.558 0.621 0.567 0.018 0.020
SSMatch 0.578 0.624 0.580 0.075 0.067
HMM.Z 0.594 0.631 0.593 0.227 0.205

Table 7.2: Global QA performance on Modeller-DATA.

Top1 Best5 Mean5 Pearson Spearman
GDT 0.623 0.623 0.598 1.000 1.000
OPUS-CA 0.464 0.517 0.450 0.274 0.274
DFIRE 0.469 0.525 0.468 0.288 0.282
RW 0.463 0.524 0.465 0.268 0.268
Fitness 0.470 0.542 0.465 0.190 0.186
SSMatch 0.467 0.519 0.451 0.172 0.166
HMM.Z 0.485 0.525 0.464 0.236 0.218

Table 7.3: Global QA performance on data of FISA + LMDS V2 + SEMFOLD.

Top1 Best5 Mean5 Pearson Spearman
GDT 0.860 0.860 0.836 1.000 1.000
OPUS-CA 0.840 0.858 0.823 0.779 0.739
DFIRE 0.844 0.856 0.824 0.806 0.756
RW 0.847 0.858 0.824 0.812 0.759
Fitness 0.826 0.854 0.803 0.740 0.592
SSMatch 0.789 0.845 0.795 0.680 0.625
HMM.Z 0.839 0.857 0.813 0.780 0.721

Table 7.4: Global QA performance on HG STRUCTAL data.
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Native OPUS-CA DFIRE RW HMM.Z
Native 1.000 0.662 0.525 0.525 0.442
OPUS-CA 1.000 0.521 0.521 0.463
DFIRE 1.000 1.000 0.762
RW 1.000 0.762
HMM.Z 1.000

Table 7.5: Pairwise GDT of selected top-1 models for protein 2CR7 from I-TASSER-
DATA. Native means the native structure of protein 2CR7,OPUS-CA means its se-
lected top-1 model, and similarly for DFIRE, RW and HMM.Z.
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Chapter 8

Protein Structural Model
Assessment Based on Conditional
Random Field

8.1 Introduction

In Chapter 5 and 6, we proposed two methods to combine knowledge based scoring

functions with consensus GDT [20] score from different perspectives, in which the

combining methods treated the input scoring functions as black boxes. And those

scores can be replaced by any other scoring functions. In Chapter 7, we presented

a new hidden moarkov model (HMM) based method to evaluate protein structure

quality which did not rely on any other "black-box" scores and can be used as a scoring

function to evaluate single models, just like OPUS-CA [17] and DFIRE [18]. Although

the score given by the HMM model reflected the sequence-structure relationship of

proteins to some extent, it can be improved from two different perspectives. The first
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one is the score given by the HMM is a confidence score, which does not indicate

the exact structural quality of protein models. On the other hand, in terms of the

descriptive power, HMM has its shortcomings when compared to conditional random

field (CRF), which is a modern extension of HMM. From the HMM model analysis

in Chapter 7 and Appendix B, we can see that the biggest shortcoming of HMM is

its inconvenience to handle complex features and the simple form of the transition

probability matrix, which limits the learning capability of HMM.

In this work, we formulate the protein structural quality assessment problem as

sequence sequential labeling (SSL) problem and train a CRF model from sequence

or structural features to predict the actual GDT score of decoys. In more details,

the structural quality at each position of the decoy structure is labeled by one of the

predefined states. We train a CRF model and predict the structural quality state

at each position of the decoy structure. The first advantage of this method is that

CRF is capable of handling complex sequence and structural features from different

resources. The second one is the predicted structural state for each position can be

used as local quality assessment for that position, and the overall quality score is

simply the sum of the state sequence.

8.2 Method

8.2.1 Define the Target States

In this method, the protein quality assessment (QA) problem is formulated as SSL

problem. Therefore, the first step is to define the states to indicate the structural
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quality at each position of the structure. One straightforward way to define the

states is to discretize the distance between each residue to the corresponding one in

the native structure after optimal superimposition. Let dj denote such a distance at

position j. For example, we can define state sj as

sj =















































1 0 < dj <= 1

2 1 < dj <= 2

3 2 < dj <= 3

4 3 < dj <= 4

... ...

Also, there is another way to define the local structural states, which is based the

GDT [20] score. For every decoy structure, we convert its GDT score with respect to

the native structure to a vector during the training stage.

Expand GDT Score as GDT Vector

From the definition of GDT score, we see from Eqn. 4.3 that GDTi is the sum of a

binary vector, each 0/1 element of which indicates whether or not the distance dj at

protein position j is less than the corresponding cutoff i. Let gdtV eci denote such a

binary vector for GDTi, see Chapter 4 for more details. Then according to Eqn. 4.2

and 4.4, the GDT vector between two decoys p1 and p2 can be defined as

gdtV ec(p1, p2) = gdtV ec1 + gdtV ec2 + gdtV ec4 + gdtV ec8 (8.1)

The GDT score between p1 and p2 simply equals to gdtV ec(p1,p2)
4∗L

, where L is the protein
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length. Now, the structural state sj at position j of decoy pk is

skj = gdtV ec(pk, native)[j] (8.2)

where skj ∈ {0, 1, 2, 3, 4}. skj is the target for CRF to learn during the training stage.

8.2.2 Model Definition

Similar to the CRF model for threading alignment in Chapter 2, the CRF model for

QA is defined by the following conditional probability

Pθ(s|X) =

∑L
j=1 F (sj−1, sj, X)

Z(X)
(8.3)

where Z(X) is a normalization factor to make the right hand part be a probability and

F (sj−1, sj, X) is the potential function that indicates the likelihood of the structural

state at protein position j, given the input feature set X .

There are at most 25 potential functions we need to train as there are total 5

different structural states. In reality, we ignore some potential functions as we don’t

have enough training data examples. For example, the transition 4 → 0 indicates

a sudden change in the protein structure, which can be treated as an error. So the

potential for this transition is forbidden. Potential functions F (sj−1, sj, X) in this

model is a non-linear function which is represented by a weighted sum of a set of

regression trees.
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8.2.3 Learning and Predicting with CRF

The model Eqn. 8.3 can be incrementally trained using functional gradient tree

boosting methods [36].

Fm(u, v,X) = F0(u, v,X) + w1∆F1(u, v,X)+, ...,

+ wm∆Fm(u, v,X) + bm (8.4)

where bm is the offset for Fm(u, v,X), which is a regression tree fitted to the gradient

at each step.

The features mainly include two parts. The first part is the sequence and struc-

tural features of a decoy which directly related to its sequence and structure prop-

erties. The second one is the consensus geometrical information obtained from a set

of peer candidates. This information is a strong indication of the structural quality

when the decoy comes from a structure pool which is dominant of good candidates.

The following features are used for all types of state transitions.

1. Sequence profile similarity: sequence profile similarity score at sequence position

j between the query sequence and template
∑

a PSSM(i, a)× PSFM(j, a).

2. Environmental fitness score: this score measures the propensity of an amino acid

type a to appear in a structure type, which is specified by the combinations of

three types secondary structure (Helix, Beta sheet, and loop) and three types

of solvent accessibility (Fully buried, intermediate and fully exposed) [25, 26].

The environment fitness score is given by
∑

a PSFM(j, a)× F (envi, a).

3. Secondary structure (SS) Match Score: suppose the secondary structure type
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at template position j is SSd, and a predicted secondary structure for query

sequence is SSp with confidence value C given by PSIPRED, the matching

score is the probability of SSd predicted to be (SSp, C), which is specified by a

look-up table.

4. Solvent accessibility (SA) matching scores: similarly to secondary structure

match score, the predicted SA (SAp) is done by SSPro [40] and the true SA

(SAd) for template is computed using DSSP with cutoff 25% (above which

means the exposed state and otherwise the buried state). If the SA state is

matched, the score is 1 otherwise 0.

5. Dihedral angle difference: the difference between the predicted φ and ψ angles

and the actual ones from decoy structure. The predicted φ and ψ angles are

computed by SPINE [79].

6. Consensus GDT information: the consensus GDT information for each decoy is

similar to naive GDT score, as defined by Eqn. 4.6, except that the GDT score

is represented by its vector form.

8.2.4 Dataset

We tested the method on two benchmark datasets. The first one contained 56 targets

with decoys generated by I-TASSER ab initio modeling method (http://zhanglab.

ccmb.med.umich.edu/decoys/), which was also used as benchmark dataset in Chap-

ter 7. The second dataset consisted of 62 targets from CASP 10 QA category, section

2, each of which contained 150 decoys. Figures 8.1 and 8.2 show the GDT distribution

information, i.e. maximum, average and minimum GDT of each dataset respectively.
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Figure 8.1: Decoy Distribution of Dataset 1

8.3 Benchmark Result

In the test, we compared the QA performance of the new score, i.e. CRFCom, to

naive consensus GDT (CGDT) and three knowledge based scoring functions, namely,

OPUS-CA, DFIRE and RW. Each score was used to rank the decoys of a given

protein. We studied the selection performance using three measures. In the following

comparison tables, "GDT1" is the average GDT score of top 1 model selected out by

each QA method; "avgGDT5" is the average of the mean GDT score of top 5 models;

and "Spearman" is the average Spearman correlation coefficient.

Table 8.1 and 8.2 compared the average performance of different QA methods

on the two datasets respectively. Dataset 2 was not tested using OPUS-CA as the

method failed to output scores for quite a number of decoys due to the structural
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Figure 8.2: Decoy Distribution of Dataset 2

abnormality or too many steric conflicts in CASP models. From these two tables, we

can see that the new method, i.e. CRFCom, achieved significantly better performance

than knowledge based scoring functions such as OPUS-CA, RW and DFIRE. More

specifically, for dataset 1, CRFCom has achieved top-1 selection 0.631, significantly

better than that of OPUS-CA (0.614), which is the best one among the three scoring

functions. On dataset 2, CRFCom has top-1 selection performance of 0.562, which is

about 1 GDT point better than that of RW (0.554). Besides the better top-1 selection

performance, CRFCom also has higher correlation to GDT score than OPUS-CA,

DFIRE and RW on these two datasets.

Although CRFCom has better performance than the three knowledge based s-

coring functions, it has not achieved significant improvement over CGDT score in

selection performance. And in terms of correlation, CRFCom is worse than that of
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Figure 8.3: Detailed Comparison of Top-1 Selection between CGDT and CRFCom on
Dataset 1. The points in circles are targets on which CRFCom has selected a much
better model than that of CGDT, the vice are points shown in square boxes.
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Figure 8.4: Detailed Comparison of Top-1 Selection between CGDT and CRFCom
on Dataset 2
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Top1 Best5 Mean5 Pearson Spearman
GDT 0.705 0.705 0.693 1.000 1.000
OPUSCA 0.614 0.646 0.613 0.322 0.237
DFIRE 0.609 0.641 0.608 0.312 0.231
RW 0.610 0.636 0.609 0.278 0.196
CGDT 0.629 0.641 0.625 0.540 0.407
CRFCom 0.631 0.641 0.614 0.420 0.308
HMM.Z 0.615 0.651 0.616 0.265 0.192

Table 8.1: QA performance on Dataset 1.

Top1 Best5 Mean5 Pearson Spearman
GDT 0.608 0.608 0.598 1.000 1.000
DFIRE 0.547 0.571 0.549 0.362 0.372
RW 0.554 0.577 0.553 0.282 0.315
CGDT 0.560 0.575 0.560 0.543 0.546
CRFCom 0.562 0.574 0.553 0.469 0.474
PWCom 0.564 0.576 0.562 0.566 0.580

Table 8.2: QA performance on Dataset 2.

CGDT, for example, on dataset 1, CGDT has Pearson correlation of 0.540, while

CRFCom has only 0.420.

Figures 8.3 and 8.4 shows the detailed comparison between CRFCom and CGDT

in top-1 selection performance. As we can see that for most targets from the two

datasets, CRFCom has similar performance, except for the noticeable three points in

Figure 8.3, in which CRFCom has selected out much better models than CGDT.

8.4 Analysis and Conclusion

The new method combines consensus GDT score with sequence and structural fea-

tures to predict the real GDT score of decoys. One of the advantages of this method
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is that the output score is a approximation of the actual GDT score of a decoy, which

directly indicates the distance of the decoy to its native structure. The scores pro-

duced by OPUS-CA, RW and DFIRE can only be used as a confidence, for which

the absolute value does not has actual meaning. Another advantage of this method

is that the score can be used for local quality assessment, as CRFCom score is the

summation of the local QA score at each protein position.

Table 8.1 also compares the performance of CRFCom to the score of HMM.Z,

which is described in Chapter 7. CRFCom has better performance than HMM.Z

in both selection and correlation performance. Two reasons may account for this.

The first reason for this is that conditional random field is more convenient to adopt

complex and redundant features and thus more capable of learning the underlying

intricate relationship between protein sequence and structures. The second reason is

CGDT score, as one of major features of CRFCom, captures the global contact infor-

mation of the decoy from the decoy set. This reason also accounts for the comparison

in Table 8.2 between CRFCom and PWCom, which is described in Chapter 6. In

this comparison, PWCom has achieved slightly better performance than CRFCom

in terms of selection and correlation performance. PWCom combines CGDT with

several powerful knowledge based score functions, most of which were build upon

global contact potential within proteins. This also indicates that we need incorporate

more global contact information in order to further improve the performance of this

method. Although PWCom has achieved better performance than CRFCom, espe-

cially in correlation performance, CRFCom has its own advantages over PWCom.

The first one is CRFCom is much faster than PWCom which does N2 comparisons,

where N is the number of decoys. The other advantages is that CRFCom can be
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used for local structural assessment.
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Chapter 9

Conclusion and Future Work

9.1 Conclusions

In this dissertation, we have presented several methods developed for protein struc-

ture prediction and the tools have been applied to MUFOLD, which is platform for

template based protein modeling.

The conditional random field based threading alignment tool is the state-of-art

alignment method, which is more capable of combining the complex sequence and

structural features from query sequence and template structure respectively, and helps

build good alignment for proteins with less sequence similarity. The test result has

demonstrated the improvement in alignment accuracy over HHSearch, which is based

on profile hidden markov model. And this tool serves as a platform for continuous

improvement in future development.

To ensure good alignment quality and fold recognition performance, sequence
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profile plays an important role. In order to improve the sequence profile quality,

the proposed protocol based on Pfam database and PSI-BLAST achieved better fold

recognition comparing to the default procedure of PSI-BLAST and HHSearch.

Protein structure quality assessment (QA) is one of the most important steps

of protein structure prediction. In Chapters 5 and 6, we discussed two methods

to combine naive consensus GDT score and knowledge based scoring functions in

order to achieve better selection and correlation performance. More specifically, in

Chapter 5, the scoring functions weighted by the optimal weights obtained by the

quadratic programming achieved better decerning power than the original scoring

functions. The pairwise comparison based method proposed in Chapter 6 avoided

directly mapping the sequence and structure features to the actual GDT score of

protein models and compared all pairs of involving structure candidates to determine

their ranking in terms of structure quality.

In Chapter 7, a new Hidden Markov Model (HMM) based method was proposed to

capture the sequence structure compatibility, which is the essence of knowledge based

scoring functions. The HMM was designed to capture the complex relationship among

sequence profile, secondary structures and three dimensional structure information,

from which, the score can be used as a confidence measure to indicate the structural

quality of single protein models.

In Chapter 8, we proposed a new conditional random field based method for

structural quality assessment. This method combined consensus GDT information

with sequence and structure features to predict the actual structural quality state

at each protein position through the strong descriptive power of conditional random

field. The score can be used for both global and local structure quality assessment.
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9.2 Future Work

Although these methods have achieved improvement in benchmark tests, there are

still large rooms to improve their performance. For remote homologous proteins,

the alignment quality is still not enough. More specifically, The conditional random

field based threading alignment tools can be further improved by adopting even more

powerful machine learning methods and more informative sequence and structure

features.

Sequence profile quality critically affects alignment accuracy and fold recognition

performance. The Pfam based sequence profile generation protocol has better fold

recognition performance than HHSearch default procedure, but the accuracy of top-1

alignment is worse than that of HHSearch default. The reason for this might be that

HHSearch parameters are not optimal any more on the new sequence profiles. And

the protocol itself also has a lot of aspects to tune.

Protein structure quality assessment methods, especially the methods based on

hidden markov model and conditional random field are promising to be good scoring

functions. As we discussed previously, global contact information is effective in dis-

criminating near native structures from fair predictions. Introducing more informative

features and better tuning the learning model could lead to further improvement to

these methods.
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Appendix A

CLE: A Structure Alphabet

A.1 Protein Structure Representation By Pseudo-

bond Angles

For each protein structure, only Ca atom of residues are chosen as the representative

points. In this representation, two adjacent residues in a protein sequence are virtually

bonded, forming pseudo-bond.

The virtual bond bending angle θ defined for three contiguous points (a, b, c) is the

angle between the vectors rab = rb − ra, i.e. θ =
rab·rbc
|rabrbc|

. The angle of θ is [0, 2π]. The

virtual torsion angle τ is defined for four contiguous points (a, b, c, d) is the dihedral

angle between the plans abc and bcd. The range of τ is (−π, π]. For four consecutive

Ca atoms (Xk−2, Xk−1, Xk, Xk+1), three angles are defined (θk, τk, θk+1), where θk is

the bend angel of (Xk−1, Xk, Xk+1) and τk is the dihedral angle of (Xk−2, Xk−1, Xk, Xk+1)

and θk+1 is the bend angle of (Xk−1, Xk, Xk+1), as shown Fig. A.1.
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Figure A.1: Dihedral Angles of Four Points

Let the xk ≡ (θk, τk, θk+1), a protein of length L is represented a list of xk, where k

goes from 3 to L− 1. So, total number of xk is L− 3.

A.2 Gaussian Mixture Model for the Angle Prob-

ability Distribution

The method clusters the angle-triplet of the four consecutive residues into 17 groups.

The probability distribution of point x is given by a Gaussian mixture model

P (x|M) =
17
∑

i=1

πiN(ui,Σi) (A.1)

where N(u,Σ) is the normal distribution.

N(u,Σ) = (2π)−3/2|Σ|−1/2e
1

2
(x−u)·Σ−1·(x−u) (A.2)

The probability for a point to belong to the i-th category Ci according to the Bayes
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formula is

P (Ci|x) ∝ πiP (x|Ci)

∝ πi|Σi|
− 1

2 · e−
1

2
(x−ui)

′Σ−1

i (x−ui) (A.3)

and,

i = argmax
i
P (Ci|x) (A.4)

The parameters of this model are trained using (Expectation-Maximization) EM al-

gorithm, which are shown in Table A.1.

u Σ−1

State π |Σ|−1/2 θ τ θ′ θθ τθ ττ θ′θ θ′τ θ′θ′

I 8.20 1881 1.52 0.83 1.52 275.40 -28.30 84.30 106.90 -46.10 214.40
J 7.30 1797 1.58 1.05 1.55 314.30 -10.30 46.00 37.80 -70.00 332.80
H 16.20 10425 1.55 0.88 1.55 706.60 -93.90 245.50 128.90 -171.80 786.10
K 5.90 254 1.48 0.70 1.43 73.80 -13.70 21.50 15.50 -25.30 75.70
F 4.90 105 1.09 -2.72 0.91 24.10 1.90 10.90 -11.20 -8.80 53.00
E 11.60 109 1.02 -2.98 0.95 34.30 4.20 15.20 -9.30 -22.50 56.80
E 7.50 100 1.01 -1.88 1.14 28.00 4.10 6.20 2.30 -5.10 69.40
C 5.40 78 0.79 -2.30 1.03 56.20 3.80 4.20 -10.80 -2.10 30.10
D 4.30 203 1.02 -2.00 1.55 30.50 9.10 8.70 6.00 5.70 228.60
A 3.90 66 1.06 -2.94 1.34 26.90 4.60 4.90 9.50 -5.00 54.30
B 5.60 133 1.49 2.09 1.05 163.90 0.60 3.80 2.00 -3.70 32.30
G 5.30 40 1.40 0.75 0.84 43.70 2.50 1.40 -7.00 -2.90 34.50
L 3.70 144 1.47 1.64 1.44 72.90 2.10 4.80 1.90 -7.90 72.90
M 3.10 74 1.12 0.14 1.49 25.30 3.20 3.10 9.90 0.90 83.00
N 2.10 247 1.54 -1.89 1.48 170.80 -0.70 3.70 -4.10 3.10 98.70
P 3.20 206 1.24 -2.98 1.49 48.00 8.20 7.30 -4.90 -6.60 155.60
Q 1.70 25 0.86 -0.37 1.01 28.40 1.50 1.20 3.40 0.10 19.50

Table A.1: Parameters for CLE Model
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Appendix B

Hidden Markov Model (HMM)

A hidden Markov model (HMM) is a statistical Markov model in which the system

being modeled is assumed to be a Markov process with unobserved (hidden) states.

Its configuration λ is defined as follows:

• N: number of states

• L: number of observations

• xt, t = 0, 1, .., L − 1: the observation at position t, X be the corresponding

vector

• yt, t = 0, 1, .., L− 1: state at position t, and Y be the corresponding vector

• πi = P (y0 = i), i = 0, .., N − 1: initial probability of being state i

• Tij = P (yt+1 = j|yt = i), i = 0, .., N−1, j = 0, .., N−1, t = 0, .., L−2: transition

probability satisfying
∑N−1

j=0 Tij = 1

122



• bj(xt), j = 0, .., N − 1, t = 0, .., L − 1: emission probability of observing xt at

state j

We need to define the forward and backward variable for model inference.

Forward variable at(i) = P (x1, .., xt, yt = i|λ) is the joint probability of the partial

observation x1, .., xt and state yt at position t.

1. a0(i) = πibi(x0), i = 0, .., N − 1

2. at+1(j) = bj(xt+1)
∑N−1

i=0 at(i)Tij , j = 0, .., N − 1

Backward variable βt(i) = P (xt+1, .., xL−1|yt = i, λ) is the the probability of ob-

serving the remaining observations xt+1, .., xL−1 given any starting state yt = i.

1. βL−1(i) = 1

2. βt(i) =
∑N−1

j=0 βt+1(j)Tijbj(xt+1)

The sum of the probability of all possible paths is defined as

Z ≡ P (X|λ) =
∑

i

at(i)βt(i), ∀t (B.1)

which does not depend on the position of t.

Gamma variable γt(i) = P (yt = i|X, λ) is defined as the probability of being in

state yt = i, given the observation sequence and the model λ. From the forward and

backward variables, we have

γt(i) = P (yt = i|X, λ)

=
at(i)βt(i)

Z
(B.2)
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Let ξt(i, j) be the probability of being yt = i and yt+1 = j, given the model and the

observation sequence.

ξt(i, j) = P (yt = i, yt+1 = j|X, λ)

=
at(i)Tijβt+1(j)bj(xt+1)

Z
(B.3)

It is easy to see that

γt(j) =

N
∑

j=1

ξt(i, j) (B.4)
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Appendix C

Expectation-Maximization (EM)
Algorithm

EM is a general method of finding the Maximum Likelihood Estimation (MLE) es-

timate of parameters of an underlying distribution with hidden variables or missing

data. Let’s define the following three variables

• x: the observed data

• y: the hidden variable

• θ: the distribution to estimate.

C.1 Derivation Of EM Algorithm

According to the Bayes principle, we have

logP (x|θ) = logP (x, y|θ)− logP (y|x, θ) (C.1)
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where P (x, y|θ) is the likelihood function L(θ; x, y). Multiply the equation by P (y|x, θt)

and sum up over all possible y,

logP (x|θ) =
∑

y

P (y|x, θt)logP (x, y|θ)−
∑

y

P (y|x, θt)logP (y|x, θ) (C.2)

where θt is the current available model. Let

Q(θ|θt) =
∑

y

P (y|x, θt)logP (x, y|θ) (C.3)

In order for logP (x|θ) to be larger than logP (x|θt), we only need try to let the

following equation greater than zero.

logP (x|θ)− logP (x|θt) = Q(θ|θt)−Q(θt|θt) +
∑

y

P (y|x, θt)log
P (y|x, θt)

P (y|x, θ)
(C.4)

The last term is the relative entropy and it is always non-negative. So

logP (x|θ)− logP (x|θt) ≥ Q(θ|θt)−Q(θt|θt) (C.5)

So, to maximize logP (x|θ), we only need to choose θ to maximize Q(θ|θt).

C.2 EM for HMM

In HMM, we want to maximize the likelihood

logP (x|θ) =
∑

y

logP (x, y|θ))
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where y is path states, which is hidden. x, y are vectors of the same length of the

number of observations. In the following, we use t as the position index in sequence

and θ′ to denote the previous model.

Q(θ|θ′) =
∑

y

P (y|x, θ′)logP (y, x|θ)

=
∑

y

P (y|x, θ′)× log

[

πy0

T
∏

t=1

Tyt−1yt

T
∏

t=1

byt(xt)

]

=
∑

y

P (y|x, θ′)×

[

log(πy0) +
T
∑

t=1

log(Tyt−1yt) +
T
∑

t=1

log[byt(xt)]

]

=
∑

i

γ0(i)log(πi) +
∑

i

∑

j

∑

t

ξt(i, j)log(Tij) +
∑

y

P (y|x, θt)

T
∑

t=1

log[byt(xt)]

≡ Qπ +Qt +Qe (C.6)

P (y|x, θ′) is just a constant weight when y is fixed. Qπ, Qt are easy to maximize

using Lagrange multiplies with corresponding constraints. Qe is sometimes difficulty

to optimize, depending on the function of byt(xt).

Qπ =
∑

i

γ0(i)log(πi) + λ(
∑

i

πi − 1) (C.7)

∂Qπ

∂πi
=

1

πi
γ0(i) + λ = 0 (C.8)

Summing over i, we have
∑

i γ0(i) + λ
∑

i πi = 0. So, we have λ = −1 which means

that

πi = γ0(i) (C.9)
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For Qt, we have

Qt =
∑

i

∑

j

∑

t

[

ξt(i, j)log(Tij)

]

+
∑

i

[

λi(
∑

j

Tij − 1)

]

(C.10)

Let

Qi
t =

∑

j

∑

t

[

ξt(i, j)log(Tij)

]

+ λi(
∑

j

Tij − 1) (C.11)

∂Qi
t

∂Tij
=

∑

t

ξt(i, j)
1

Tij
+ λi = 0 (C.12)

Summing over j, we have

∑

t

∑

j

ξt(i, j) = −λi
∑

j

Tij (C.13)

which gives
∑

t

γt(i) = −λi (C.14)

Substitute λi into Eqn. C.12, we have

Tij =

∑

t ξt(i, j)
∑

t γt(i)
(C.15)

The optimization of Qe depends on the the emission function byt(xt). Usually the

emission function needs to be careful design so that the optimization is feasible.
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