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ABSTRACT

A face verification problem is very popular in computer vision area. In this thesis,

we developed a face verification demo using high-dimensional feature. We first used

Adaboost Cascade Classifier to detect face then using facial points detector get the

points which we want to build the high-dimensional based on them. To the face

verification problem, we used a ”smart” algorithm Bayesian Face Revisited. Finally,

we apply the face verification model into a face recognition without data training.
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Chapter 1

Introduction

Face verification is very important application in computer vision. Different from face

recognition, face verification focus on the match and mismatch problem. Moreover,

the people for testing will not be appeared in the training part in face verification

problem. In 2007, Gray B. Huang build a face verification dataset Laleled Faces in the

Wild(LFW)[1] which collected face images from the Internet and most of face images

in this dataset have different expressions and illuminations. And most popular face

verification methods has been tested in this dataset.

A very famous method face recognition using eigenfaces came up by Matthew A.

Turk and Alex P. Pentland[2]. However, before a reliable facial landmarks detector

developed, people seldom use face verification based on facial points. With some

reliable facial landmarks detector developing, for example, Active Shape Model[7]

and facial landmarks learned by SVM [8], people began focused on face verification

using facial points.

Based on the reliable facial landmarks and Bayesian face recognition[9]. Dong

Chen use a Bayesian Face Revisited to get state-of-art performance in LFW dataset[10].

Further more, he pointed out the higher dimension can get a better result [11].

To achieve real-time face verification with sliding windows. We apply a face
1



detection [3] and facial landmarks detector [7]. After this process, we using Local

Binary Feature and facial points to generate high-dimensional feature and finally

apply them into Joint Bayesian Formulation. The process as showed in Figure 1.1.

Face Detection
Image Facial

Landmarks
Detection

Face
Alignment

Face
Verification

Figure 1.1: Face Verification System
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Chapter 2

Face Detection

In the first step for a face verification system, we should build a face detection algo-

rithm. Face detection is concerned with finding whether or not there are any faces in

a given image. In this work, we used a famous Robust Real-time Object Detection

by Paul Viola and Michael Jones[3]. We use a kind of feature called Haar feature to

separate the face and non-face images. Moreover, in the purpose of speeding up the

speed of extracting features, we use integral image to compute rectangle features. In

the classification part, to get a faster classification speed, we use a cascade adaboost

classifier.

2.1 Introduction

One of the main challenges of computer vision is detecting and classifying objects in

an image efficiently. However, the main point for detection is to reduced the momory

needed for machines.

An efficient face detection system presented by Viola and Jones in 2001[3]. They

adopted Cascade AdaBoost to select a set of features and train a classifier. The

3



detector reduces the number of features by adopting a cascade structure.

The remainder of the work is organized as follows. Section 2.2 gives some related

work. Section 2.3 describes the Haar feature. Section 2.4 discusses the implementation

of cascade Adaboost for face detection.

2.2 Related Work

In 2001, Paul Viola and Micheal J.Jones[3] developed a window scanning method and

Adaboost to detect object in real time. The most critical problem for object detection

is increasing the speed. They implemented a face detection process at 15 frames per

second.

Based on the way of window-Adaboost, Stan Z. Li further developed the detec-

tion system to ignore the influence of image rotation directions[4]. There are more

examples of visual detectors using Adaboost.

Also, people use another way to detect face other than Haar-like feauture. In [5]

Shin showed a more reliable way to develop face detection based on skin color. Qsuna

used support vector machines to do the face detection [6].

2.3 Image Feature

In our work, we used a kind of simple feature to build weak classifiers. From [3],

Viola and Jones came up with using features called Haar-like feature rather than

using pixels directly. On the other hand, a feautre-based detector is much faster than

a pixel-based detector.

There are three kinds of Haar-like features. The value of a two-rectangle feauture

is the difference between the sum of pixels within two retangular regions. As seen in

Figure 2.1, it can be built as horizontally and vertically adjacent. A three-rectangle

4



feature computes the difference of the sum within two outside rectangular regions and

the sum in middle region. Finally, a four-rectangle feature computes the difference of

two pairs of diagonal regions.

A B

C D

Figure 2.1: Haar-like feature for face detection. The feature extracted by the dif-
ference between sum of the pixels in white rectangle and in gray rectangle. A and
B show the two-rectangle feature, C is the example of three-rectangle feature and D
belongs to four-rectangle feature.

2.3.1 Integral Image

Rectangle features can be rapidly computed using an intermediate representation for

the image called integral image. The value of integral image at location x, y is the

sum of pixels in the region of the above and the left.

ii(x, y) =
∑

x′≤x,y′≤y

i(x
′
, y

′
) (2.1)
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Where ii is the integral image and i is the pixel in the original gray image. Also, we

can use the following equation to get the integral image:

s(x, y) = s(x, y − 1) + i(x, y) (2.2)

ii(x, y) = ii(x− 1, y) + s(x, y) (2.3)

Where s(x, y) is the cumulative sum of row pixel. The above this integral image can

be computed by one pass over the image.

After we get the integral image, we can get the sum of a certain region as shown

in the figure 2.2.

Figure 2.2: Integral Image.

In Figure 2.2, 1, 2, 3, 4 means the value of integral image in current location. The

value of region D can be computed as (4 + 1) − (2 + 3). Therefore, the size of the

retangle region has no relationship with the computation time using integral image.

6



2.4 Cascade Adaboost Classifier

Considering the huge number of Haar features that will be generated from a image, we

should build a classifier which can choose the most particular feature that seperates

positive and negative samples efficiently. Moreover, with the large number of features,

even one of the features responses are very simple to compute, to apply all of the Haar

feature would be too expensive both in memory and time. Therefore, we use Ada-

boost classifier to get a set of features which represents all possible faces. Also, if

we wanted to speed up the time of classification, we would build a cascade adaboost

classifier which can eliminate negative samples faster.

2.4.1 Learning with Adaboost

Weak Learners. The face detection system uses weak learners constrained to eval-

uating a feature. For each trial, one weak classifier is a feature evaluation followed

by an optimal thresholding. This threshold means the number of misclassification

samples is minimum. A weak classifier consists of a feautre fi and a threshold Θi:

h =

 1 fi(x) < Θi

0 otherwise.
(2.4)

Adaboost training. Adaboost is used to find the best weak learners and their

corresponding weights. The boosting algorithm maximizes the margin between pos-

itive and negative samples. The algorithm first gives all features from both positive

and negative examples and their labels {1,−1}. At the second step, it initializes the

corresponding weights which depends on the number of positive and negative samples.

The boosting algorithm runs a series of trials T , each trial selects a new best weak

learner. At the first round, it normalized the weights sum to 1. Next, the algorithm

get the best learners with the minimum number of misclassifications number with
7



respect to the weight vector. After the best weak learner has been selected, the

algorithm update the weight vectors and run the next trial.

Algorithm 1 Adaboost algotithm

• Given example images (x1, y1),(x2, y2),...,(xn, yn) where y is the label for positive
and negative examples.
• Initialize weights wi = 1/2m,1/2l for different label, where m and l are the
number of negatives and positives respectively.
for t = 1,...,T : do

1. Normalizie the weights

wt,i ←
wt,i

Σn
j=1wt,j

so that wt is a probability distribution.
2. For each feautre, j, train a classifier hj which using a single feautre. The error
for each single feature classifier can be represented as: εj = Σiwi|hj(xi)− yi|.
3. Choose a classifier which has the lowest error.
4. Updata the weight

wt+1,i = wt,iβ
1−ei
t

where ei = 0 is the example xi classified correctly, ei = 1 otherwise, and βt = εt
1−εt

end for
• The final strong classifier is

h =

{
1 ΣT

t=1αtht(x) > 1
2
ΣT
t=1αt

0 otherwise.

where αt = log 1
βt

.

Combined with normalization, this update leads to most of the weight being placed

on hard to classifiy examples. Therefore, with the number of trials increasing, the

error rate also increases. This results in smaller α values for weak learners selected

later in the training process.

2.4.2 Cascade Adaboost

Scanning window scans all possible sub-windows in an image. Evaluating all sub-

windows becomes intractable when the classifier classify all sub-windows’ feauture.

As Paul Viola and Michael J. Jones pointed out[3], the first two features selected by

8



adaboost can detect almost all faces with 40% false positive rate. Based on this, we

build a ”cascade” classifier.

The cascade adaboost classifier is construted such that the first layer evaluates

a small number of features and the next layer adds more and more features. The

threshold of each layer must satisfy the detect rate and false positive rate given before

training. Once an example is rejected by one layer, it will not be output to next

the classifier. The initial layer eliminates a large number of negative examples with

very little processing. Subsequent layers eliminate additional negatives but require

additional computation. A well constructed decision tree significantly reduces the

number of features evaluated for each sub-window while maintaining accuracy close

to the exhaustive approach. The structure of the cascade is shown in Figure 2.3.

T T T T

F F F

...

sub-window

layer 1 layer 2 layer n accept

reject

Figure 2.3: Cascade Adaboost Classifier
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Chapter 3

Facial Landmarks Detection

3.1 Introduction

The detection of facial landmarks like nose, mouth coners, eyes is an essential part

of face recognition or verification system. The accuracy of location for the detection

significantly influences the result of face verification.

In this part of thesis, I will introduce the method we will in the facial landmarks

detection which developed by Stephen Milborrow[7].

The remainder of the work is organized as follows. Section 3.2 gives some re-

lated work. Section 3.3 describes the active shape model. Section 3.4 discussed the

implementation of feature descriptors.

3.2 Related work

To high dimensional feature face verification, the detection of facial landmarks is an

essential part. The problem of detection facial landmark is largely considered to be a

scientific problem. In 2012, M. Uricar, V. Franc develop an facial landmarks detection

10



using structured Output SVM[8]. In 2008, Stephen Milborrow develop an extended

active shape model to locate facial feature.

In 2014, Stephen Milborrow further combined locate feature descriptor SIFT[12],

Multivariate Adaptive Regression[13] and Active Shape Model to detect facial points

which get a better result and faster speed.

3.3 Active shape model

3.3.1 Shape

Suppose we have n landmark points, {xi, yi}, for a 2-D image, we can form a vector

X with 2n element vector.

X = (xi, ..., xn, y1, ..., yn)T (3.1)

These landmarks points are related to each other in some invariant sense. No mater

how to rotate, expand or move it, it will be the same shape. The common way to

measure the distance of two points is the euclidean distance.

A shape can be aligned to another shape by appling a linear transform which has

the minimum distance between the shapes. From our purpose, we want this transform

should be rotating, scaling and linear translation. Based on this, we use the follow

transform:  x

y

 =

 xtranslate

ytranslate

+

 s ∗ cosΘ s ∗ sinΘ

−s ∗ sinΘ s ∗ cosΘ


 x

y

 (3.2)

Cootes and Taylor[14] gives methods to align two shape by using a least-squares

procedure. Accurate alignment could be deemed more important for certain points

11



than others.

To a set of shapes can be aligned using a iterative algorithm as shown in algorithm

2.

Algorithm 2 Shape alignment

Require: Input set of unaligned shapes
1. Choose a reference shape
2. Translate each shape so that it is centered on the origin.
3. Scale the reference shape to the unite size.
repeat

Align all shapes to the mean shape
Recalculate the mean shape from the aligned shapes
Constrain the current mean shape

until
convergence

Ensure: output set of aligned shapes and mean shape

3.3.2 The Active Shape Model

The ASM starts the search for landmarks from the mean shape aligned from the

position and size. The task of ASM is to convert the shape which given from the

profile models to an allowable face shape. The shape model includes the mean shape

x, selected eigenvector φ of covariance matrix Ss and parameter vector b. Where

covaraince matrix can be represented as:

Ss =
1

nshapes − 1
Σ
nshapes

i=1 (xi − x)(xi − x)T (3.3)

And one shape vector define as:

x̂ = x+ φb (3.4)

We generate different shapes with Equation 3.4 by modifying the vector parameter b.

Given a suggested shape x, we can calculate the parameter b that allows Equation 3.4

best fit x with model shape x̂. Cootes and Taylor[14] describe an iterative algorithm

12



that gives the b and T that minimizs

distance(x, T (x+ φb)) (3.5)

Where T is the similarity transform that maps the model into the image.

3.4 SIFT Descriptors

In the ASM context, we can use a gradient descriptor so that each element of an array

can represent the gradient at the corresponding pixel in the patch. We choose SIFT

[15] descriptors because their well known good sensitivity and specificity properties.

The SIFT descriptors takes the form of an array of histograms. The feature

generated from the patch we get around the landmark points. To ASM application,

we use 15×15 patch and 4×5 histogram array. In common use, we separate 360 degree

to 8 bins, that is, 45 degree per bin. The array of histograms is stored internally as

a vector with 4× 5× 8 = 160 elements.

To avoid the abrupt jump from one histogram bin to another caused by the small

change in the orientation, we do the interpolation of orientations across histogram

bins. For example, a gradient with a 45◦ orientation is shared both 0 − 45◦ and

45◦ − 90◦ bins.

At the last step, we take the square root of each element and after that normalize

the resulting vector to unit length. The effect of extreme can be reduced by these

feature processes.

13



3.5 Descriptor Matching

Once we have the local feature descriptor, the next step is to build a feature matching

measure. The most simple way is take the Euclidean distance detween two descriptors.

However, it will lost the affect of some important pixel because this method gives every

histogram bin weight equally. Also, we can take Mahalanobis and SVM to do the

descriptor matching but both of them are slow.

From [7], the author give a traditional way to adopt Multivariate Adaptive Re-

gression Spline(MARS) model can give ASM result almost as good as SVM and is

mush faster.

3.5.1 Multivariate Adaptve Regression Spline

Multivariate adaptive regression splines(MARS) is a form of regression analysis in-

troduce by Jerome H.Friedman[13]. It is a non-parametric regression technique au-

tomatically models non-linearities and interaction between variables.

To further explain the relationship between MARS and feature descriptors, we

give an example of implement the descriptor match at the buttom left eyelid in the

full scale image as follows:

match = 0.026 + 0.095max(0, 1.514− b5)

+0.111max(0, 2.092− b10)

+0.258max(0, b12 − 1.255)

−0.108max(0, 1.574− b13) . . .

(3.6)

Where bi means the ith bin from feature descriptor. The MARS model generate

from the training data. And each facial point has the similar formula.

However, we just use some certain bins in the MARS formula. From Equation 6,

we only use 17 bins information. Once the bin in the formular, we can ignore the

14



other bins because it involves little few information. Usually the final formula is quite

short and the compute time is quicker than other descriptor matching such as SVM.

15



Chapter 4

High Dimensional Face Verification

In this work, we implemented a face verification application. Our face verification

algorithm employs a high dimensional LBP feature and a joint bayesian formulation

as classifier. We establish a benchmark dataset for face verification, named Labeled

of Wild(LFW) dataset covers 13,233 images and 5749 different individuals. The face

verification achieves good results on LFW dataset.

4.1 Introduction

Face verification is a sub-problem of face recognition, and face verification has been

a hot topic in both the supervised and unsupervised field.

The remainder of the work is organized as follows. Section 4.2 details our face

verification implementation. The face verification result for LFW dataset details are

presented in Section 4.3.

16



4.2 Face Verification

4.2.1 High dimension feature

We built high dimension feature simply by extracting a small patch around dense

facial landmarks in different image pyrimid sizes. Because our feature is based on the

accurate and dense facial landmark, in this part of the experiment, we only focus on

the high-dimensional feauture extracted by accurate facial landmarks. To avoid the

wrong facial landmarks, we use the position of landmarks in LFW dataset offered by

a recent face alignment method explicit shape regression [16].

Figure 4.1: Dense facial landmarks

Multiple scales. After we have the position of facial landmarks, we use image

pyramid to build a higher dimensional feature. As shown in Figure 4.1, we construct

feature in three image pyramid. At each landmark we crop a fixed size patch around

landmark and divied the patch into a 4x4 cell. Finally we using LBP feature descripter

to represent the feature.

Figure 4.2: Image pyrimid for multiple scales

17



4.2.2 Local Binary Pattern

We use Local Binary Pattern(LBP) as a kind of feature that can be applied to com-

puter vision research. LBP has applied to many applications in texture classifica-

tion and segmentation, surface inspection and image retrieval, expecially for face

recognition[17].

For the original LBP operator, we first get the patch in a fixed sized cell(e.g 40*40

pixel for each cell), and in each cell, label the image pixel by thresholding, the 3*3

neighborhood of each pixel with the center value. That is, compare the center value

with each of its 8 neighborhoods, if the neighborhood is greater than center, set the

binary value to 1, otherwise set to 0. Please see Fig 4.3 for illustration.

After calculating each pixel in the cell, the histogram of these 256 different labels

can be used as a texture descriptor, however, instead of doing these, we use an

extension of the original operator, so called uniform patterns, which reduce the length

of the feature vector. In uniform LBP, only at most two bitwise transitions from 0 to

1 are allowed and 58 8-bit binary numbers satisfy this condition. So we separate this

into 58 bins. If the descriptor has more than two bitwise transitions, we attribute it

to a single bin.

Figure 4.3: LBP calculation sample

4.2.3 Joint Bayesian Formulation

According to the main concept to do face verification [10], a face of a human consists

of two factors µ and ξ . In Equation 4.1 µ stands for identity and ξ stands for intra-
18



personal features. Though these are two independent Gaussian variables, a human

face would be verified.

x = µ+ ξ (4.1)

Here, we can set the latent variable µ and ξ to follow two Gaussian distribution

N(0, Sµ) and N(0, Sξ). Where µ represents its identity, ξ is the face variation(e.g.

lightings, poses and expression) within the same identity. From Equation 4.1 only

covariance matrix is needed to be learned by the EM-like algorithm. Representation

and associated assumption above could be regarded as a prior face possibility.

Joint formulation with prior [10]. Based on the above knowledge, the joint

distribution of x1, x2 is also Gaussian, with zero mean no matter under which hypoth-

esis [10]. According to the linear from Equation 4.1 and the independent assumption

between µ and ξ, the covariance of two faces is:

cov(xi, xj) = cov(µi, µj) + cov(ξi, ξj), i, j ∈ {1, 2} (4.2)

HI condition means that a pair of sample is from the same people, the identity µ1,µ2

of the pair is the same and intra-person variation ξ1,ξ2 is independent. In Equation

4.2, to the same pair, its covariance matrix can be represented as:

ΣI =

Sµ + Sξ Sµ

Sµ Sµ + Sξ

 (4.3)

Within HE condition that means a pair of sample is from different people. Obviously

identity and intra-personal feature are all independent under this assumption. Hence,

the covariance matrix of the distribution P (x1, x2|HE) is:

ΣE =

Sµ + Sξ 0

0 Sµ + Sξ

 (4.4)
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According to above two conditional joint probabilities, the log likelihood ratio r(x1, x2)

could be derived as:

r(x1, x2) = log
P (x1, x2|HI)

P (x1, x2|HE)
= xT1Ax1 + xT2Ax2 − 2xT1Gx2 (4.5)

Where

A = (Sµ + Sξ)
−1 − (F +G) (4.6)F +G G

G FG

 =

Sµ + Sξ Sµ

Sµ Sµ + Sξ


−1

(4.7)

In sum, the match and dis-match could be decided through Equation 4.5 to verify

different face iamges for one person, to get the Equation 4.5, we can use an EM-like

algorithm to compute it.

4.2.4 Joint Bayesian Model Learning

From the joint formulation described above, it is clear that if we want to get the log

likelihood ratio r(x1, x2), the only two unknown variables are covariance matrix Sµ

and Sξ. To solve these two varaibles, it can use an EM-like algorithm.

Initialization. At the first step, Sµ and Sξ are computed by the between-class

and within-class matrix.

E-step. Assume to one subject, it has n samples and each sample has d dimension.

We develop a latent variable s to concatenate the identity variable µ and feature

variation ξ, it can be represented as s = [µ1; ξ1; ...; ξn]. With the training data x =
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[x1;x2; ...;xn], the training data is equal to s times a matrix T.

x = Ts,whereT =



I I 0 · · · 0

I 0 I · · · 0

...
...

...
. . .

...

I 0 0 · · · I


(4.8)

Because the variables µ and ξ follow the Gaussian distribution N(0, Sµ) and N(0, Sξ).

The distribution of latent variable s also follows Gaussian distribution N(0,Σs), where

Σs = diag(Sµ;Sξ; · · · ;Sξ). From Equation 4.8, the covariance matrix can be shown

as:

Σx =



Sµ + Sξ Sµ · · · Sµ

Sµ Sµ + Sξ · · · Sµ + Sξ
...

...
. . .

...

Sµ Smu · · · Sµ + Sξ


(4.9)

With the training data, we can have the expectation of latent variable s.

E(s|x) = ΣsT
TΣ−1

x x. (4.10)

M-step.From the E-step, we can get the identity variable µ and face variation ξ.

We update their covariance matrix as follows.

Sµ = cov(µ) (4.11)

Sξ = cov(ξ) (4.12)

We implement E-step and M-step iteratively until the variables converge.
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4.3 Experiment Result

At the experiment part, we use the one thousand pairs offered by Gray Huang[1] for

development purposes. In the training part, we use images for identities which have

more than four images except the identities in the testing pairs. We first reduce the

dimension of the feature to 400 by PCA. The result is Figure 4.4, with the number

of feature increasing, the accuracy becomes better. The highest accuracy is 89.3%.

Figure 4.4: Accuracy as a function of the features dimensions
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Chapter 5

Experiment

5.1 Face Verification Process

Figure 5.1: Face Verification Process

The process of our system is shown in Figure 5.1. A is the original image, the

detection window in B means the detect result by the Adaboost Cascade classifier. C
23



is the result after facial landmarks detection. D is the process of resize and gray color

normalization. E is the face alignment by making the positons of eyes horizontally.

F is the parallel padding to contain the edge information.

5.2 Face Verification Result

The setting of the face verification experiment is the same as the experiment setting

in chapter 4. However, we used three image pyrimids to get a better searching speed

in our demo then we used PCA to reduce the dimension to 800, the result of the

model we use is 86.7%.
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Chapter 6

Summary and concluding remarks

In this thesis, we build a face verification system which including face detection and

facial landmarks detection. Based on the reliable detection of face and facial land-

marks, we build a high-dimensional feature with Local Binary Pattern. Also, based

on the face recognitin with Bayesian, we use another ”smart” way Joint Bayesian For-

mulation to get high accuracy in LFW dataset, the accuracy now is 89.3%. What’s

more, we develop a demo combined all technical in this thesis which can do the face

recognition without data training.
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