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QoS and Channel-Aware Packet Bundling for
Capacity Improvement in Cellular Networks
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Abstract—We study the problem of multiple packet bundling
to improve spectral efficiency in cellular networks. The packet
size of real-time data, such as VoIP, is often very small. However,
the common use of time division multiplexing limits the number
of VoIP users supported, because a packet has to wait until it
receives a time slot, and if only one small VoIP packet is placed
in a time slot, capacity is wasted. Packet bundling can alleviate
such a problem by sharing a time slot among multiple users. A
recent revision of cdma2000 1xEV-DO introduced the concept
of the multi-user packet (MUP) in the downlink to overcome
limitations on the number of time slots. However, the efficacy
of packet bundling is not well understood, particularly in the
presence of time varying channels. We propose a novel QoS and
channel-aware packet bundling algorithm that takes advantage
of adaptive modulation and coding. We show that optimal
algorithms are NP-complete, recommend heuristic approaches,
and use analytical performance modeling to show the gains
in capacity that can be achieved from our packet bundling
algorithms. We show that channel utilization can be significantly
increased by slightly delaying some real-time packets within their
QoS requirements while bundling those packets with like channel
conditions. We validate our study through extensive OPNET
simulations with a complete EV-DO implementation.

I. INTRODUCTION

A growing demand for downlink-intensive applications such
as Web browsing and file transfer over wireless networks,
urges the need to use the wireless channel efficiently. More-
over, an emerging strong demand for delay-sensitive data
applications such as VoIP, wireless gaming, and push-to-talk
(PTT) over cellular networks, poses challenges on a network
system to support a large number of simultaneous users while
meeting their desired delay requirements.

Since the capacity of wireless systems is particularly con-
strained by the nature of location dependent and time varying
channel conditions, careful attention needs to be paid to
algorithms over wireless links in order to use the channel as
efficiently as possible. In this work, we study the problem
of multiple packet bundling to improve spectral efficiency in
cellular networks. The packet size of real-time data, such as
VoIP, is often very small. However, the use of time division
multiplexing (TDM) on the forward link limits the number of
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Fig. 1. The concept of packet bundling

VoIP users supported, because a packet has to wait until it
receives its own dedicated time slot. The time slot should not
be made too small, however, due to the relative MAC layer
overhead for each time slot. Packet bundling can alleviate such
a problem by sharing a time slot among multiple users.

Most wireless standards define the QoS framework and
various types of service flows, but leave the QoS-based packet
scheduling and radio resource assignment undefined. For ex-
ample, a ’multi-user packet’ is among the improvements and
expansions of EV-DO Rev A. That is, a downlink permits
the access network to serve multiple users with the same
physical and MAC layer packet. However, there is no guideline
or recommended strategy in multiple packet bundling, and
the efficacy of multi-user packets is not well understood,
especially in the presence of location dependent and time
varying channels. The concept of packet bundling is illustrated
in Figure 1. Packets from multiple users or multiple packets
from a single user may be combined together in a single time
slot. Intuitively, the bundling will increase channel utilization.
Furthermore, it will decrease the average queueing delay of the
VoIP packets, since later arriving VoIP packets do not have to
wait for their own time slot.

An important aspect to consider, however, is bundling
packets from mobile stations (MSs) with different channel
conditions. Advanced adaptive wireless systems employ chan-
nel measurement and feedback-based rate control mechanisms
such as the cdma2000 1xEV-DO system. In EV-DO, in order
for the bundled packet to be received reliably, the adaptive
coding rate for the entire packet should correspond to the
worst channel condition among the bundled users. But this
may cause the channel utilization gain from packet bundling to
deteriorate due to the lowest coding rate. One way to tackle the
issue is to combine packets with the same or similar channel
condition. A problem we observe from this approach, however,
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is that at the time of bundling if there are not enough packets
with the same or similar channel condition, the gain in the
channel utilization may be marginal.

Our contributions are as follows. We first show that the
optimal packet bundling algorithm that either maximizes
channel utilization or minimizes queueing delay is an NP-
complete problem. Secondly, we propose a novel QoS and
Channel aware packet Bundling (QCB) algorithm to jointly
optimize QoS requirements and channel utilization with a
simple approximation. QCB may defer the bundling decision
a little within the QoS requirement. In the meantime, the time
slot can be used for best effort traffic, significantly increasing
channel utilization.

We compare the QCB scheme with bundling algorithms for
two individual objectives, namely QoS Aware packet Bundling
(QAB) and Channel Aware packet Bundling (CAB) schemes.
We show that QCB enables high throughput as well as low
delay, achieving an optimal trade-off of the two extremes.

Third, we present analytical queueing models to compare
QoS-aware and channel-aware schemes in the presence of
realistic channels conditions. We compare the capacity of
these approaches versus an ideal bundling scenario. Capacity
can grow to 175% to 250% of what it would have been if
packet bundling had been done in a naive manner. Finally, we
validate our proposed algorithms through OPNET simulation
of a complete EV-DO implementation.

The remainder of this paper is organized as follows. Sec-
tion II discusses related work on scheduling algorithms for
general wireless networks. Section III discusses the hardness
of a packet bundling problem and proposes approximation
algorithms such as QCB, QAB, and CAB. Section IV presents
the background on the physical and MAC layer of the
cdma2000 1x EV-DO Rev. A system relating to the issue of
downlink packet bundling. Section V provides analytical anal-
ysis of performance and capacity of ideal versus realistic chan-
nel conditions for QoS-aware and channel-aware approaches.
Then EV-DO OPNET simulation setup and evaluation results
are described in Section VI. Section VII concludes the paper.

II. RELATED WORK

A number of scheduling algorithms are available for wired
networks including fair queueing [30], virtual clock [40], and
earliest deadline first [13]. However, these are not readily
applicable to the wireless environment that has location de-
pendent and time varying channel characteristics. Although
there have been attempts to incorporate channel dependent
features into schedulers from wired networks [7], they cannot
effectively exploit the time-varying multiuser diversity gain.
Therefore, several new algorithms for wireless systems have
been developed to exploit multiuser diversity [21], but the
corresponding issue of bundling that we consider here has not
been fully addressed.

A great deal of research has been done for physical and
link layer issues of wireless networks. For example, [10]
proposes link layer retransmission schemes for the CDMA
channel. The work in [26] addresses the issue of bandwidth
allocation with guaranteed QoS for wireless networks using a

fluid version of Gilbert-Elliott channel model. The problem of
multimedia data transmission in Multi-Code CDMA wireless
systems are discussed in [8], [22], [28], where the authors
proposed efficient error recovery schemes for physical or link
layers.

There are several studies on CDMA downlink scheduling.
[25] modifies various wireline packet scheduling algorithms
for CDMA network and discusses the performance character-
istics of them. They found that algorithms that exploit request
size outperform those that do not, and discrete bandwidth
allocation and management can degrade users’ performance.
The problem of CDMA downlink scheduling with a proba-
bilistic delay requirement is considered in [4]. They showed
that the Largest Weighted Delay First (LWDF) scheduling
scheme provides good QoS for the settings of discrete rate
and discrete scheduling intervals. In [32], the authors study a
scheduling rule called the exponential rule where a scheduling
selects a packet based on the current state of the channel
and the queues, and prove that it is throughput-optimal. A
scheduling algorithm that combines channel-based and round-
robin schedulings is proposed in [11] for CDMA systems.

In recent years, research and development efforts have
increased on adaptive wireless systems where higher rate and
power levels are allocated as the channel quality increases.
This enables physical layer Adaptive Modulation and Coding
(AMC) (see [3] for example). Relying on AMC, opportunistic
schedulers select the user with the best channel quality to
maximize the channel utilization. However, QoS may be vio-
lated for some users in such schemes. A scheduling algorithm
that takes adaptive rate control based on the reverse link
feedback is proposed in [18]. The work in [19] shows that
Delay-Margin-based Scheduling nested with User-Channel-
based Scheduling performs well both in delay and utilization
metrics.

Simulation studies on EV-DO VoIP capacity are presented in
[6], [39]. [34] shows the trade-off between system throughput
and delay with opportunistic scheduling with analysis and
simulation of the EV-DO system. The authors in [9] developed
a soft algorithm that has an additional step for VoIP packets
in order to check the channel condition, that is, whether the
current data rate is larger than or equal to the average data
rate. They demonstrated that Proportional Fair (PF) scheduling
combined with the soft PF algorithm (PFsoft) shows the best
performance over MAX rate algorithms.

A forward link scheduling algorithm that supports a MUP
scheme is proposed in [38]. This algorithm first selects the
user’s packet whose priority is the highest according to the PF
algorithm. Then only packets with the same channel quality
become the candidates for bundling with a higher priority
given to VoIP packets. Otherwise, a single user packet (SUP)
will be sent. We name this algorithm as PF-MUP and compare
the performance of our proposed scheme with it in Section VI.
The bundling ratio is limited by the available packets with
the same channel condition. Our work differs from the above
in that our scheduling algorithm jointly considers QoS and
channel quality for packet bundling, and packets to MSs of
different channel conditions may be bundled.
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III. MULTIPLE PACKET BUNDLING

In this section, we first show the hardness of the bundling
problem. We then discuss QAB, CAB, and QCB algorithms
that approximately optimize QoS requirements, utilization, and
both QoS and channel utilization respectively. Efficient packet
bundling may not always be beneficial due to diverse channel
conditions observed at the mobile stations. For EV-DO, when
multiple packets are bundled the modulation is used for a
destination with the worst channel condition. A modulation for
a worse channel means a lower effective bit rate to compensate
for a higher error rate. Thus, a multi-user packet may sacrifice
data rates for all users based on the worst channel. Therefore,
bundling is not a trivial task and careful decisions need to be
made.

A. Hardness of the problem

We show that given a set of packets, finding a packet
bundling assignment with a minimal number is NP-complete.

Packet bundling assignment problem: Given a set of packets
of varying size, time slot, and an integer b, is there a bundling
assignment or partition of the packets into time slots, with a
partition size less than b?

To prove that it is NP-complete, we prove that the following
Bin Packing Problem that is known to be NP-complete [14],
[24] can be reduced to our packet bundling problem in
polynomial time.

Bin packing problem: Find a partition and assignment of a
set of objects such that a constraint is satisfied or an objective
function is minimized (or maximized). Specifically, determine
how to put the most objects in the least number of fixed space
bins. More formally, given a bin size V and a list a1, . . . , an
of sizes of the items to pack, find an integer B and a B-
Partition of a set S1 ∪ · · · ∪ SB such that

∑
i∈Sk

ai ≤ V for
all k = 1, . . . , B.

The reduction is trivial in that the object and bin sizes cor-
respond to the packet size and time slot interval, respectively,
and the partition relates to the packet bundle assignment.
Notice that this problem is easier than the problem of finding
an optimal or minimal packet partition. If a minimal partition
is known, simply computing its size and comparing it to B
allows us to answer the question.

B. QoS Aware Packet Bundling (QAB)

With QoS aware scheduling, a packet with the longest
delay, p∗du , will be selected for service as below, when packet
bundling is not used.1 2

p∗du = argmax
u

d(pu) (1)

where d(pu) is the delay of a packet of user u.

1A packet will be dropped if the delay is greater than the requirement.
2We discuss QoS mainly in the context of delay parameter. However, it can

be easily applied to other QoS parameters.

Algorithm 1 QoS Aware packet Bundling (QAB)
Remove the oldest VoIP packet from the queue
and make a MUP
while the queue is not empty and the MUP is not full

if the coding of next oldest VoIP packet is
not compatible with the MUP
if the MUP is too small to add the VoIP packet

Exit the while loop
else

Change the MUP with the new coding
Remove the VoIP packet from the queue
and add it to the MUP

else
Remove the next oldest VoIP packet
and add it to the MUP

if the MUP is not full
Add a BE packet to the MUP

The above equation can be extended to a set of bundled
packets B∗d as follows:

B∗d = argmax
Bd

|Bd|
∑
u∈Bd

d(pu) (2)

such that
∑
u∈Bd

L(pu)/AMC(u) ≤ T (3)

where T is the size of time slot, L(pu) is the size of
user u’s packet, and AMC(u∗) is the AMC rate of the user
with the worst channel condition. The bundle set is composed
of packets that the sum of their delays is the longest. The
constraint is to ensure the set of packets are bundled within a
time slot when adaptive coding and modulation is applied. As
discussed earlier, finding such a set of packets for bundling
is an NP-complete problem. Thus, we use an approximation
algorithm called QAB as shown in Algorithm 1. The input is
a queue of VoIP packets and the output is a packet bundling
assignment. The QAB algorithm is similar to the Earliest
Deadline First (EDF) algorithm. Both algorithms are designed
to serve real-time applications like VoIP. When there is not a
real-time packet to bundle, a BE packet will be sent along.
The packet size of BE traffic is often big enough for an entire
time slot. For handling BE traffic, we use the PF algorithm
for fairness.

C. Channel Aware Packet Bundling (CAB)

As the channel condition varies depending on the time and
the location of a user, the transmission data rate that a BS can
send to an MS changes, depending on the channel condition.
Opportunistic scheduling that maximizes the channel utiliza-
tion is to choose a packet p∗cu whose channel rate CQI(u) is
the maximum. That is

p∗cu = argmax
u

CQI(u) (4)

A natural extension of the scheme to packet bundling is to
choose the set of packets , Bc that gives the maximum sum
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Algorithm 2 Channel Aware packet Bundling (CAB)
if no VoIP packet

Add a BE packet to a SUP
else

while the queue is not empty and the MUP is not full
Remove a VoIP packet from the queue and add it
to the MUP with corresponding coding format

foreach defined MUP format
if the number of VoIP packets ≥ Bthresh

Create a MUP using VoIP packets
if the MUP is not full

add a BE packet to the MUP
Exit foreach loop

if no MUP created
add a BE packet to a SUP

of CQIs within the time slot.

B∗c = argmax
Bc

∑
u∈Bc

CQI(u) (5)

subject to
∑

u∈Bc L(pu)/AMC(u) ≤ T . Since an algorithm
that finds such a set of packets is NP-complete, a heuristic
algorithm can be used to approximate the maximum rate
bundling. A sketch of the CAB algorithm is shown in Al-
gorithm 2. In order to better utilize the channel, packets from
the same or similar channel conditions are bundled together.
Since the worst AMC rate of the bundled packets will be the
same or similar to the users’ channel condition, the bundling
ratio is high, resulting in efficient channel utilization. Also, for
efficient handling of small size real-time packets, it defines a
bundling threshold, Bthresh, which is the minimum real-time
data size or the number of packets that should be bundled. By
limiting Bthresh to a small number, packets can be scheduled
without being deferred, particularly when there are few real-
time packets to be bundled. A large Bthresh forces the real-
time packets to be bundled with a high bundling ratio, in order
to better share the channel with BE traffic.

Note that since the objective is only to maximize the
utilization, it is impossible to provide any delay guarantees.
Thus, a packet may wait for a long time for a chance of
bundling. Real-time packets that exceed the maximum allowed
delay, or packets arriving when the queue is full, will be
dropped.

Algorithm 3 QoS and Channel aware packet Bundling (QCB)
while delay of a VoIP packet ≥ Dthresh

run QAB algorithm
run CAB algorithm

D. QoS and Channel Aware Packet Bundling (QCB)

The QCB scheme seeks to gain the benefits of both the QAB
and CAB methods. The main objectives of the QCB scheme
are first to satisfy delay requirements of real-time packets,
and then to utilize the wireless channel efficiently. We first

define a maximum allowed delay, Dthresh that scheduling
of real-time packets can be deferred in the queue without
sacrificing QoS. If there are packets whose delays are greater
than or equal to Dthresh, those packets should be bundled
first in order to meet the delay requirement. When the packets’
delays are less than Dthresh, they attempt to utilize the channel
efficiently by gathering packets of similar channel conditions
that can be bundled together. The deferred scheduling of real-
time packets makes room for opportunistic scheduling. For our
experiments in Section VI, we set Dthresh to be 25 ms, and
Bthresh to be 4. We have varied the parameters and found
that those values provide a good tradeoff between QAB and
CAB. When Bthresh is 1, the QCB algorithm is the same as
QAB. When Dthresh is 0, the QCB algorithm is reduced to
the CAB algorithm. The pseudo-codes of the QCB algorithm
are illustrated in Algorithm 3.

To fully understand the comparative benefits of QAB,
CAB, and QCB, we now study them first from an analytical
perspective then from simulation results from a full EV-DO
implementation.

IV. BACKGROUND ON EV-DO
In this section, we give an overview of the physical and

MAC layers of the cdma2000 1xEV-DO Rev. A system
relating to the issue of downlink packet bundling.

In a wireless system, signal strength is location dependent
and time varying. It is subject to slow fading, fast fading, and
interference from other signals, resulting in degradation of the
Signal to Interference-plus-Noise Ratio (SINR) [37]. A high
SINR yields a high data rate and low error. A good SINR in
cellular systems is achieved by using the optimum rate and
power control mechanisms.

In EV-DO networks, both direct sequence spread spectrum
and TDMA are used in the downlink and CDMA is used in the
uplink [15], [16]. The downlink channel is a single broadband
link shared by all users in a cell. One user is allowed to receive
data in a single time slot. The base station (BS) estimates each
user’s channel condition based on the feedback from individual
mobile station (MS)’s measurements. The channel quality
indication (CQI) feedback from the MS and the corresponding
Adaptive Modulation and Coding (AMC) schemes are used
as in many current and future wireless standards. In time
slotted systems, the number of users supported is constrained
theoretically. The maximum supported users or flows are
limited by the number of time slots per second and packet
arrival rates (Eq. (6)).

max supported users =
no time slots/sec

packet arrival rate/user
(6)

For example, EV-DO revision A uses a 1.25 MHz bandwidth
with direct sequence spread spectrum (DSSS). The chip rate is
1.2288 Mchips/second, and the basic timing unit is 2048 chips.
The channel slot time is 1.667 ms, so there are 600 slots per
second. Thus, it can serve a maximum of 600 packets per
second (without bundling). Suppose a voice coder generates a
VoIP packet every 20 msec (i.e., a maximum of 50 packets/sec)
and its average activity ratio is about 50%. Then, the maximum
number of VoIP users supported in the EV-DO system is
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TABLE I
ADAPTIVE MODULATION AND CODING SCHEMES IN CDMA2000 1X

EV-DO REV. A DOWNLINK

DRC Data rate (kbps) Bits per slot Code Rate Modulation
1 38.4 64 1/4 QPSK
2 76.8 128 1/4 QPSK
3 153.6 256 1/4 QPSK
4 307.2 512 1/4 QPSK
5 307.2 512 1/4 QPSK
6 614.4 1024 1/4 QPSK
7 614.4 1024 1/4 QPSK
8 921.7 1536 3/8 8-PSK
9 1228.8 2048 1/2 QPSK

10 1228.8 2048 1/2 16-QAM
11 1843.2 3072 1/2 8-PSK
12 2457.8 4096 1/2 16-QAM
13 1586.0 2560 1/2 16-QAM
14 3072.0 5120 1/2 16-QAM

only 24 (= 600/(50× 0.5)). Meanwhile, the channel may go
underutilized since the VoIP packet sizes are generally small
(refer to Table IV), and not able to fill the entire time slot.

The CQI from the MS is called the Data Rate Control
Channel (DRC) in the EV-DO system. The measured DRC
value is fed back to the base station once every 1.667 msec
using a reverse control channel. This slot size is short enough
so that each user’s channel quality stays approximately con-
stant within one time slot, as it can be shown by computing
the Doppler frequency of a mobile user at 2 GHz. In each
time slot, one user is scheduled for transmission. Each user
constantly reports to the base station its instantaneous channel
capacity, i.e., the rate at which data can be transmitted if this
user is scheduled for transmission.

Depending on the DRC feedback value, AMC schemes are
adopted to support variable data rates for more reliable trans-
mission for different mobile stations’ channel environments.
Modulation schemes are closely related to physical packet size.
That is, if physical packet size is less than or equal to 2048,
QPSK is used; if physical packet size is 3072, 8PSK is used;
and if physical packet size is 4096 or 5120, 16QAM is used.
Table I shows modulation and coding options in the EV-DO
Rev. A downlink.

On the reverse link where multiple MSs send transmissions
concurrently, the EV-DO system capacity is limited by the
interference level measured by RoT (Rise over Thermal). The
RoT value is the total received power divided by the thermal
noise value. The sector RoT value should be less than a
threshold (99% of the time less than 7 dB is recommended)
to stabilize the system. The Base Station measures the sector
RoT value and informs mobile stations with the RAB (Reverse
Activity Bit) whether RoT is high or not, so that the uplink
rate can be controlled.

Speech is encoded using a variable rate vocoder via the
Enhanced Variable Rate Codec (EVRC) that generates VoIP
traffic depending on speech activity. Since a frame duration is
fixed at 20 ms, the number of bits per frame varies according
to the traffic rate. 171 bits, 80 bits, 40 bits, and 16 bits are
generated for full, half, 1/4, and 1/8 rate coding, respectively
[2], [23]. The more detailed description can be found in
cdma2000 specification [36].

The multi-user packet is a new feature of EV-DO Rev. A

Fig. 2. Packet formats.

and it is designed to support more users per given time period.
It is very important to support more users per given time
period in real-time applications like VoIP because their delay
deadlines can be better met with multi-user packets. The VoIP
application is the best fit for the multi-user packet, since the
VoIP packets are generated frequently (every 20 ms) and their
sizes are small. A bundled packet can be recognized by the
preamble of the physical layer packet and the MAC header.
Figure 2 shows single as well as bundled packet formats.
Single user packet bundling of n packets (SUP-multiplex, (b))
has n bytes of header for the packet lengths of individual
packets. With multi-user packet bundling (MUP-multiplex,
(c)), 2 bytes are necessary for each packet to identify the
MS within a sector and the packet length. All mobile stations
decapsulate a frame as if it were a multicast packet, to extract
the packet portion destined to itself. To be specific, it works
as follows. In a single user packet (SUP-simplex or SUP-
multiplex), a preamble of the physical layer packet is used
to hold the MAC Index which represents the destination of
the packet. In a multi-user packet (MUP), a preamble of the
physical layer packet is used to hold the modulation scheme
and the MAC header is used to hold the MAC Index and
packet size of individual packets(see Figure 2 (d)).

V. ANALYTICAL MODEL

This section provides several analytical tools for more fully
understanding a multi-user packet system. It also shows how
important it is to choose an effective scheduling discipline to
take advantage of the potential benefits of multiple packets per
time slot when the realistic effects of channel variations are
taken into account.

A. Basics on modeling of bundling in realistic channels

First, let us consider how to model the bundling of multiple
packets per time slot in realistic channels. Two approaches are
considered for bundling packets: QoS aware packet bundling,
and channel aware packet bundling. After these are developed,
then they will be applied to determine when and how to bundle
VoIP versus BE traffic.
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The modeling starts from the well-known Markov models
[27], then extensions are made to them. The system modeled
here can be considered a bulk service system. In such a system,
arrivals occur individually, but service to those packets is done
in a bulk manner where b packets are processed at the same
time at a rate µ and finish together. If the arrivals are assumed
to be Markov, and the service times are also Markov, the
system can be described by an Er/M/1 system where the
Er notation indicates an r-stage Erlangian arrival process and
r corresponds to the number of packets to be bundled (i.e.,
b). We do not assume that real-world traffic or service times
are Markov, however, but just use these assumptions so a
model can be created to make comparisons between filling
slots with single packets versus using multi-user packets in
ideal conditions and multi-user packets with realistic channels.
Matrix exponential methods [29], [33] could readily be applied
to extend the models to more complex, realistic arrival and
service processes.

To make the Er/M/1 model more practical, one would
want to allow less than b packets to be bundled if only that
many were present when a server became free, since it is not
desirable to add delay just waiting for enough packets to arrive
to fill a batch before starting service. These extensions to the
Er/M/1 model are presented in [27]. An analogy of this bulk
service system could be one of taxis that arrive on a regular
schedule to transport groups of customers, but the customers
arrive to wait for the taxis independently [31].

Several extensions of this model have been proposed to
include multiple carriers [31], analysis of discrete-time queues
[17], and approximations for multiserver bulk systems [20].
But bulk service analytical modeling has not been used for
realistic channels where channel conditions limit bundling
capacity.

λλ λ λ λ λ

0 1 2 3 4 5 i-1 i i+b6 … …

λ

μ μ

0 1 2 3 4 5 i-1 i i+b
μ

μ
μ

μ

6 …

μ

…

Fig. 3. Markov chain for a multi-carrier bulk service system

The state diagram for the basic model is shown in Fig. 3
for a bulk size b = 3. When there are less than b packets in
the system, a service rate of µ is indicated by an arrow that
goes to state 0 and serves all available packets. When there
are more than b packets in the system, a transition from state
i to i− b occurs with rate µ. This means that a full batch of
b packets has been bundled together.

In a realistic scenario, however, a base station would not
automatically be able to bundle b packets even if there are
b packets queued. A realistic channel model would have the
following considerations.

• Doppler spread - The channel quality will be different
between users and will change from slot-to-slot, with
a rate of change that depends on the Doppler spread
of the channel related to movement of the mobile and
surrounding objects.

• Multipath - When multiple copies of the transmitted
signal arrive at the receiver due to reflections, scattering,

and diffraction, this will cause large variations in signal
strength over small changes in the location of the receiver.

• Large-scale pathloss - The location of the mobile will
affect its channel quality. Due both to the distance from
the base station and shadowing from obstructions, the
mobile may have a low average signal quality. Even if
short-term fading causes variations, the signal to noise
and interference ratio will still have a low mean value.

To adapt to the changes in the channel, adaptive modulation
and coding is used. This will change the effective number
of data bits that can be transmitted in a slot, through lower
or higher order modulation schemes and different amounts of
coding.

We now proceed to present general models of packet
bundling algorithms in realistic channels, using EV-DO Rev.
A as a specific example.

B. Average EVRC VoIP packet sizes

Before proceeding with modeling and performance analysis
of proposed packet bundling mechanisms, the average packet
size of VoIP must be determined. For this modeling work, the
Enhanced Variable Rate Codec (EVRC) that is recommended
for EV-DO Rev. A [36] will be used for modeling of bundling.
EVRC generates VoIP traffic depending on speech activity.
Since a frame duration is fixed at 20 ms, the number of bits per
frame varies according to the traffic rate. Packets of 171 bits,
80 bits, 40 bits, and 16 bits are generated for full, half, 1/4, and
1/8 rate coding, respectively [2], [23]. For silence periods, a
1/8 rate packet is sent in one out of every 12 slots (i.e., every
240 ms) for background comfort noise. To find the average
packet size to be used for this analysis, the IS-871 standard
[1] models EVRC as a 16-state Markov chain and provides
state transition probabilities based on a data from empirical
studies. By solving this Markov chain, the probabilities of
being in the full, half, 1/4, and 1/8 rate states are 0.2911,
0.0388, 0.0723, and 0.5978, respectively. But since packets
are only generated 1/12 of the time in the 1/8 rate state, the
conditional probabilities that a certain packet size will be sent
when a packet is to be sent are instead 0.6440, 0.0858, 0.1600,
and 0.1102, respectively. From this, the average packet size
sent of EVRC VoIP can be found to be 123.7 bits.

In Table I, in a more detailed description later in this paper,
EV-DO Rev. A has 14 packet formats that we assume can
handle bundles of 124-bit EVRC packets of size 0, 1, 2, 4, 4,
8, 8, 12, 16, 16, 24, 33, 20, and 41 packets per slot, depending
on the channel quality to the user as indicated by the DRC
(data rate control) sent from the mobile to the base station. As
packet loss worsens or improves, the base station changes its
DRC and corresponding packet format to put packet loss at
acceptable levels. EV-DO has a maximum allowed bundle size
of 8 which means there that 9 out of the 14 formats support
EV-DO’s maximum bundle size. The maximum number of
packets allowed for a bundle in EV-DO is 8 packets. Two
formats could support four packets, one could support two,
one could support one packet per frame, and the worst DRC
would not be able to transmit an average EVRC VoIP packet
at all.
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The probability that a mobile will report a DRC value to a
base station that will support a bundle of 8 packets we denote
as p8. Similarly, p4, p2, p1, and p0 are also defined. It is not so
simple as to just use these values to determine performance,
however. An algorithm is used to select a group of packets
to bundle. This is the main focus of this paper. If a group
is selected and one of the packets has a channel quality that
can only support 2 packets, then even if the others could have
supported more, the current slot can only support 2 packets,
since the most robust modulation and coding must be used to
cover the poorest quality channel.

C. QoS Aware Packet Bundling with realistic channel models

The first analytical model to be considered is QoS aware
Packet Bundling (QAB). In QAB, the algorithm takes the
packet with the longest delay and bundles it with as many
other packets with the next longest delays as possible so they
can be sent before they violate their deadlines. For analytical
modeling purposes, this means the head-of-line packet is
chosen from the queue (assumed to most likely be the one
with the longest delay), then takes the next packets in line
after it to be bundled. To send 8 packets together, all of the
first 8 packets in the queue must have a DRC that allows for 8
packets. If in the process of building the bundle the next packet
has a DRC that cannot be accommodated, then it is necessary
not to take any more packets from the queue, bundle what has
already been taken out, and send the bundle.

1) Specific model of QAB based on EV-DO Rev. A: Here we
find the probabilities of sending each bulk size that are denoted
as Pb,8, Pb,4, etc. The basic idea is that one needs to be able
to select enough packets to fill a slot. In the descriptions, if a
packet is called a ’4’, for example, that means it can bundle
up to four packets with it in the slot.

• Bundle of 0 packets, that means no VoIP packet can be
sent this slot: Pb,0 = Pr(the first packet is a ’0’) = p0

• Bundle of 1 packet: Pb,1 = Pr[(first packet is a ’1’) OR
(the first one is ’2’, ’4’, or ’8’ AND the next one after
that is < ’2’)] = (Pr(the first one is ’1’ or ’2’ or ’4’ or ’8’)
- Pr(the first one is ’2’ or ’4’ or ’8’)) + (Pr(the first one
is ’2’ or ’4’ or ’8’)*Pr(the next one after that is not ’2’ or
’4’ or ’8’) = (1−p0)−(p2+p4+p8))+(p2+p4+p8)(1−
(p2+p4+p8)) = p1+(p2+p4+p8)(1− (p2+p4+p8))

• Bundle of 2 packets: Pb,2 = (Pr(all of the first 2 are ’2’ or
’4’ or ’8’) - Pr(all of the first 2 are ’4’ or ’8’)) + (Pr(all
of the first 2 are ’4’ or ’8’)*Pr(all of the next 2 are not
’4’ or ’8’) = (p2+p4+p8)

2−(p4+p8)
2+(p4+p8)

2(1−
(p4 + p8)

2)
• Bundle of 4 packets: Pb,4 = (Pr(all of the first 4 are ’4’ or

’8’) - Pr(all are ’8’)) + (Pr(all of the first 4 are ’8’)*Pr(all
of the next 4 are not ’8’)= (p4+p8)

4−p48+p48 ∗ (1−p48)
• Bundle of 8 packets: Pb,8 = Pr(all of the chosen eight

packets can bundle 8 packets) = p88
We obtain statistics for different DRC values, using the

channel characteristics data received from Qualcomm and the
EV-DO Rev. A OPNET simulator built from the recommended
EV-DO Evaluation Methodology [35] discussed later. The
probabilities of occurrence for different DRC values that were

TABLE II
PROBABILITIES OF DRC VALUES FROM SIMULATION

DRC Value Probability
1 0.0009
2 0.0067
3 0.0082
4 0.0668
5 0.0132
6 0.5005
7 0.0212
8 0.0340
9 0.1336
10 0.0211
11 0.0610
12 0.1329
13 0
14 0

obtained are shown in Table II. DRC values 13 and 14 never
occurred.

From these values, the following probabilities can be found
for each bundle size.

• p8 = 0.9042 from DRCs 6 through 14
• p4 = 0.0800 from DRCs 4 and 5
• p2 = 0.0082 from DRC 3
• p1 = 0.0067 from DRC 2
• p0 = 0.0009 from DRC 1
Using the above equations, then the probabilities for obtain-

ing each bundle size are as follows.
• Pb,8 = 0.4468, Pb,6 = 0.4915, Pb,2 = 0.0466, Pb,1 =

0.0142, Pb,0 = 0.0009
Even though a DRC for a bundle size of 8 occurs over 90%

of all individual packets, the probability of finding 8 such
packets at the head of the queue is only 0.4468.

These values are then incorporated into the bulk service
Markov chain. The rate leaving each state is µ1 = (1 −
Pb,0)µ = (1−p0)µ, since there is a probability of not leaving
a state, p0. Fig. 3 had only one transition at the maximum
batchsize, now there are multiple possible transitions from a
state, as seen in Fig. 4. For example, if state i previously could
allow a bundle of 8 packets, with a transition rate of µ back to
state i−8, now it would have transitions of pb,8µ to state i−8,
pb,4µ to i−4, pb,2µ to i−2 and pb,1µ to i−1. If state j only
allowed a bundle of up to 3 packets (because the queue only
has four packets or because the system only allows a bundle
size of 3), now it would have rate pb,1µ to j − 1, pb,2µ to
j − 2, and (pb,4 + pb,8)µ (4 or 8 allowed) to state j − 3.

Figures 4 and 5 illustrate the model from Fig. 3, now with
the realistic channel model. Fig. 4 shows the state transitions
for the first few states and the state space continues to the right
to infinity. The constants used in the figure are as follows.

A = Pb,2 + Pb,4 + Pb,8

B = Pb,4 + Pb,8

Fig. 5 illustrates typical state transitions from a state i when
i > 8.

2) Generalized model of QAB: The previous equations
were for the 4 different bundle sizes possible with our model
of EV-DO Rev. A. A general equation for packet bundling
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Fig. 4. Markov chain for a realistic bulk service system

i-8 i-4

λλ

i-1 ii-2 ………

λλ λ

i-8 i-4 i-1 i

Pb,2µ

Pb,1µ

Pb,4µ

i-2

P µ

………

Pb,4µPb,8µ

Fig. 5. Markov chain for an internal state in a realistic bulk service system

probability, however, can be formed as follows for QAB in
realistic channels.

Assume there are K possible bundle sizes, and the ith
bundle size is denoted as Ni. The goal is to find the probability
that a bundle size of N = Nj packets will be obtained
when using QAB, where j is the index of bundle size Nj .
The next higher possible bundle size above Nj is denoted as
M = Nj+1.

• If N is the maximum bundle size, then Pb,N = pNN .
• If N is the minimum bundle size, Pb,N = 1−(1−pN )M .
• Otherwise, Pb,N = Pr[(all of the first N are greater than

or equal to ’N ’ AND all of the first N are not > ’N’)
OR (all of the first N are > ’N ’ AND at least one of
the next M −N is ≤ ’N ’)] = (Pr(all of the first N are
≥ ’N ’) - Pr(all of the first N are > ’N ’)) + (Pr(all of
the first N are > ’N ’)*Pr(all of the next M −N are not
> ’N ’). The formula becomes the following.

Pb,Nj =(
K∑
i=j

p
Ni
)Nj − (

K∑
i=j+1

p
Ni
)Nj

+(
K∑

i=j+1

p
Ni
)Nj (1− (

K∑
i=j+1

p
Ni
)Nj+1−Nj )

• If N is the maximum bundle size, then Pb,N = pNN .
• If N is the minimum bundle size, Pb,N = 1−(1−pN )M .
• Otherwise, Pb,N = Pr[(one or more of the first N are

’N ’) OR (all of the first N are > ’N ’ AND at least one
of the next M − N is ≤ ’N ’)] = (Pr(all of the first N
are ≥ ’N ’) - Pr(all of the first N are > ’N ’)) + (Pr(all
of the first N are > ’N ’)*Pr(all of the next M −N are
not > ’N ’). The formula becomes the following.

Pb,Nj =(

K∑
i=j

pNi
)Nj − (

K∑
i=j+1

pNi
)Nj

+(
K∑

i=j+1

pNi
)Nj (1− (

K∑
i=j+1

pNi
)Nj+1−Nj )

Once the Markov chain is formed, the balance equations
can be derived and solved for state probabilities. If the state

probability is denoted πi, then the balance equation for state
i when i > 8 is as follows.

(λ+ µ)πi =λπi−1 + Pb,8µπi+8 + Pb,6µπi+6

+Pb,3µπi+3 + Pb,1µπi+1

Similar to the approach in [27], a closed form solution can
be found for these equations using a z-Transform approach.
After some manipulation, roots must be found for the follow-
ing, which come from the denominator of the transfer function.

λz9 − (λ+ µ)z8 + Pb,1µz
7 + Pb,3µz

5

+Pb,6µz
2 + Pb,8µ = 0

There will be one root of z = 1, one other root of |z0| > 1
and all other roots will cancel with the zeros in the numerator
of the transfer function. The result is the following relationship
for states with i > 8.

πi = π8(
1

z0
)i−8, i > 8 (7)

Then there becomes no need to include the states above i=8
in the systems of equations; one only needs to find π8 from
a system of 9 equations. Then normalization equation for the
state probabilities needs to be adjusted as follows.

1 =
∞∑
i=0

πi =
7∑

i=0

πi + π8
1

1− 1
z0

= 1 (8)

This means that exact solutions can be found, instead of
having inaccuracies from computational limits on the numbers
of simultaneous equations that can be solved. Corresponding
performance metrics, like average delay and throughput, can
be found from these state probabilities.

D. Channel Aware Packet Bundling with realistic channel
models

An alternative approach to bundling instead of QAB would
be to bundle together packets to maximize the usage of
downlink time slots by avoiding the bundling of packets with
disparate DRC values. This will minimize the amount of
extra coding and lower order modulation that is needed when
bundling. This is Channel Aware Bundling (CAB) that will
now be modeled. The basic principle with CAB is to wait
to send packets until a large enough bundle can be formed
of packets with similar DRC’s. The model assumes that the
bundling algorithm starts by trying to fill the slot with the
most number of packets possible, but if not possible, then it
goes for smaller bundles.

1) Specific model of CAB based on EV-DO Rev. A: The
specific example using EV-DO Rev. A is presented first, then
in the next subsection, the generalized model is given. In the
EV-DO Rev. A system, bundles can have possible sizes of 1,
2, 4, or 8 packets. Depending on the number of packets in the
queue, it is more or less likely for such a bundle to be formed.
When the queue size, Q is larger than 8, the probabilities of
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forming bundles of different numbers of packets are as follows.

Pb,8,Q =1−
7∑

i=0

(
Q

i

)
pi8(1− p8)

Q−i

Pb,4,Q =(1− Pb,8,Q)[1−
3∑

i=0

(
Q

i

)
(p4 + p8)

i(1− p4 − p8)
Q−i]

Pb,2,Q =(1− Pb,8,Q)(1− Pb,4,Q)

[1−
1∑

i=0

(
Q

i

)
(p2 + p4 + p8)

i(1− p2 − p4 − p8)
Q−i]

Pb,0,Q =pQ0
Pb,1,Q =1− Pb,3,Q − Pb,6,Q − Pb,8,Q − Pb,0,Q

2) Generalized model of CAB: The previous equations were
for the 4 different bundle sizes possible with our model of EV-
DO Rev. A. They are all dependent on the queue fill Q, unlike
the equations for QAB.

A general equation for packet bundling probability for CAB
can be found as follows. Again, as with QAB in a previous
section, assume there are K possible bundle sizes, and the ith
bundle size is denoted as Ni. The goal is to find the probability
that a bundle size of Nj packets will be obtained when using
CAB, where j is the index of bundle size Nj . The next higher
possible bundle size above Nj is denoted as Nj+1. Therefore,

Pb,Nj ,Q =
K∏

i=j+1

(1− Pb,Ni,Q)

[1−
Nj−1∑
i=0

(
Q

i

)
(

K∑
k=j

p
Nk

)i(1−
K∑

k=j

p
Nk

)Q−i].

Now that the probabilities can be computed, the same prin-
ciples used in Fig. 4 and Fig. 5 can be applied to form the
Markov chain. In this case, however, the values for the rates
between states are not constant, but instead change for each
queue fill. From the values for p8, p4, p2, p1, and p0 from the
previous section derived from simulation results, Fig. 6 shows
how each Pb,Nj ,Q changes with queue fill.

A closed form expression can still be found, however, for
the state probabilities. From Fig. 6 it can be seen that above
a queue fill of 15 or so, the value Pb,8,Q = 1 and all others
equal zero. This means the process for finding roots of the
z-Transform transfer function can be simplified to be

λz9 − (λ+ µ)z8 + µ = 0

Then the value of z0 can be found and used the same way as
discussed previously.

E. Results and comparisons between QAB and CAB

Before moving to analytical models for VoIP and BE
together, Fig. 7 provides a comparison of bundling approaches
using the models introduced here. The plot displays the
queueing delay with respect to the arrival rate λ. One can
also find an indirect measurement of capacity from where the
curves go above a certain threshold that would be considered
an unacceptable delay. For example, if 10 msec. were the

threshold, the capacities for SUP, QAB, and CAB would be
approximately 500, 3100, and 4400, respectively.

As for observations, first of all it can be seen that the
single user packet (SUP) approach has a vastly lower capacity
than the other approaches. It is certainly wise to have packet
bundling. Next, the performance for the ideal channel can be
seen, where the ideal channel can bundle 8 packets (if there
are 8 packets in the queue) at every time slot. Since the service
rate µ is 600 slots/sec., then the ideal capacity will approach
4800 packets/sec.

The relative merits of CAB and QAB can be seen as well.
For QAB, the average delay is less than CAB for low to
moderate loads since it places priority on serving the packets
at the head of the line. QAB performance in this range is
close to the ideal channel. CAB at such loads suffers from not
having enough packets in the queue to bundle. CAB would be
even worse if we had not combined the 14 DRC values into
just 4 possible bundle sizes.

CAB, however, performs better at higher loads because
it takes advantage of bundling as much as possible. CAB
achieves close to the same overall capacity as the ideal
channel, but CAB achieves about 40% more capacity than
QAB. QAB could waste time slot capacity serving a packet
with a low DRC just because it was at the front of the queue.
In a sense, QAB could be called a naive approach (just take
the packets at the front of the queue), and if that approach is
used, 40% more capacity is not realized.
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Fig. 8. Markov chain for multi-class QAB
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F. Combined VoIP and Best Effort Traffic

This paper considers the combination of VoIP and BE traffic
waiting at a base station to be sent onto the forward link to one
or more mobile stations over realistic channels. Combined with
the packet bundling approaches in the previous subsections,
relative priorities in choosing between putting VoIP and BE
traffic into bundles are analytically modeled as follows. In the
next two subsections, multi-class versions of the previously
defined QAB and CAB schemes are presented. Once again,
EV-DO Rev. A is used as a specific example for clarity, and a
general solution can be found for bundling in any technology.

1) QoS Aware Bundling: Because the emphasis in QAB is
to meet delay requirements for VoIP packets, this algorithm
always transmits a bundle of VoIP packets if there are any VoIP
packets in the queue. In our model, this means sending one or
more VoIP packets in a bundle according to the QAB model
already presented. If there is enough remaining space after a
maximum size bundle has been formed, then a BE packet can
be added. Otherwise, BE packets have to wait until there are
no VoIP packets enqueued and then they can be sent.

We assume that at most, a single BE packet can be sent in a
slot. If the size of a BE packet is assumed to be a size of about
2000 bits, then from Table I, DRC values 11, 12, and 14 could
support 8 VoIP packets plus a BE packet. The approach for
constructing the Markov chain here is exactly the same as in
Section V-C for QAB, except a new bundling probability q8BE

is added, with the following values as derived from Table II.
• p8BE = 0.1939 from DRCs 11, 12, and 14
• p8 = 0.7104 from DRCs 6 through 10, and 13
• p6 = 0.0800 from DRCs 4 and 5
• p3 = 0.0082 from DRC 3
• p1 = 0.0067 from DRC 2
• p0 = 0.0009 from DRC 1
Using the previously presented QAB equations, then the

probabilities for obtaining each bundle size are as follows.
• Pb,8BE = 2.0× 10−6, Pb,8 = 0.4472, Pb,6 = 0.4913, Pb,3

= 0.0464, Pb,1 = 0.0142, Pb,0 = 0.0009
The probability of bundling 8 VoIP packets with a BE packet
ends up being quite small.

These probabilities are used to create a Markov chain
for performance analysis. The basic idea is to form a two-

dimensional Markov chain with one dimension indicating the
number of VoIP packets in the system and the other dimension
the number of BE packets. To represent a bundle being formed
and served by the base station, vertical, horizontal, or diagonal
transitions are created in the Markov chain for the number of
VoIP and BE packets that are simultaneously served.

A representative part of the Markov chain is shown in Fig. 8.
The horizontal direction indicates the number of VoIP packets
in the system, i, and the vertical direction indicates the number
of BE packets, j. Bundles are served at a rate µ regardless
of their contents, with different rates out of a state for each
possible bundle size. The arrival transitions have been omitted
to keep the diagram readable, but if they were present, they
would be represented by vertical transitions of (i, j) → (i, j+
1) at a rate of λBE and horizontal transitions of (i, j) → (i+
1, j) at a rate of λV oIP . The diagram is similar to Fig. 4; the
complete Markov chain would have many more rows upwards
and many more states to the right (an infinite number). BE
packets are served either at the left from states where no VoIP
packets are present, (i.e., from states (0, j) to (0, j − 1)), or
when an “8BE” transition can occur.

Fig. 9 shows the transitions that would occur for a generic
internal state where i ≥ 8 and j ≥ 1. The balance equation
for this state would be

(λBE+λV oIP + µ)πi,j = λV oIPπi−1,j + λBEπi,j−1

+Pb,8µπi+8,j + Pb,4µπi+4,j + Pb,2µπi+2,j

+Pb,1µπi+1,j + Pb,8BEµπi+8,j+1

2) Channel Aware Bundling: An alternative to multi-class
QAB is multi-class CAB. CAB seeks to bundle packets so
as to improve channel utilization by combining packets of
similar DRC. In the multi-class case, it also respects channel
utilization for BE packets, so multi-class CAB only sends VoIP
packets when a bundle of Bthresh packets can be formed from
packets with similar DRC values. If no such bundle is possible,
send a BE packet if there is one to send. The two-dimensional
Markov chain for multi-class CAB is shown in Fig. 10 for
Bthresh = 4, AQ = Pb,2,Q +Pb,4,Q +Pb,8,Q +Pb,8BE,Q, and
BQ = Pb,4,Q + Pb,8,Q + Pb,8BE,Q. Arrivals of VoIP and BE
packets are again not shown. Bundling BE and VoIP packets
together in the same slot is possible for certain DRC values



11

0,1 1,1 2,1 3,1 4,1 5,1 6,1 7,1 8,1 9,1

B4μ B5μ B6μ B7μ Pb,4,8 μ Pb,4,9 μ

μ
Pb,8,8 μ Pb,8,9 μ

μ

μ

(1-B9)μ(1-B8)μ

P μ P μ

4

μ

μ
(1-B6)μ (1-B7)μ

Pb,8BE ,8μ Pb,8BE,9 μ
(1-B4)μ (1-B5)μ

9,00,0 1,0 2,0 3,0 4,0 5,0

A2μ

6,0

Pb,1,2 μ Pb,1,3 μ Pb,1,4 μ Pb,1,5 μ Pb,1 ,6μ

7,0 8,0

Pb,1,7 μ Pb,1,8 μ

A3μ Pb,2,4 μ Pb,2 ,5μ Pb,2,6 μ
Pb,2,7 μ Pb,2,8 μ

μ(1-p0)

Pb,2,9 μ

Pb,1,9 μ

A2μ

B4μ B5μ B6μ B7μ Pb,4 ,8μ

A3μ Pb,2,4 μ Pb,2 ,5μ Pb,2,6 μ
Pb,2,7 μ Pb,2,8 μ

Pb,4,9 μ

Pb,2,9 μ

(Pb,8,8 + Pb,8BE,8)μ (Pb,8, 9+ Pb,8BE,9)μ

Fig. 10. Markov Chain for Multi-class CAB

(as discussed above) and is also included in the model.
When there are less than Bthresh = 4 packets in the queue

and a BE packet is present, the BE packet is sent. If there are
no BE packets present, the system reverts to the single-class
CAB that was presented in the previous subsection.

As with previous Markov chains, state transitions for a
generic state could be illustrated here along with the balance
equation, but these are omitted for the sake of brevity; we
also have not provided a general solution, but the derivation is
straightforward. For multi-class QAB and CAB, it is likely that
for the recursive state relationships, even though they are now
2-dimensional, a z-Transform approach could yield a closed-
form solution as was found in previous subsections, but this
has not been attempted.

G. Results and comparisons between multi-class QAB and
CAB

Now the multi-class QAB and CAB approaches will be
compared using these analytical models. More complete per-
formance results are provided in the next section using a full
EV-DO Rev. A simulator, but these are helpful here to see
general behavior from the analytical models. The key metrics
to be considered are average delay, BE throughput, and VoIP
packet loss. In the CAB case, performance can also be tuned
based on the selection of Bthresh.

Fig. 11 shows the packet delay for VoIP traffic using QAB
and CAB with an increasing number of VoIP users (average
VoIP per user arrival rate of λV oIP = 20 packets/sec = 20
msec. per sample with 40% activity factor) and λBE = 300
packets/sec (i.e., saturated load). For CAB (Bthresh = 8),
average VoIP delay decreases as the number of VoIP users
increases because CAB becomes more likely to bundle to-
gether packets with large numbers of VoIP packets. QAB is
always better than CAB, however, because it makes reduction
of VoIP delay the highest priority.

Fig. 12 shows the Best Effort throughput for different
numbers of VoIP users, with a QAB curve and curves for
different values of Bthresh for CAB. The throughput is found
as the maximum number of BE packets can be served per
second. It can be seen that CAB’s approach, regardless of the

Bthresh, provides much better service to BE traffic than QAB,
as expected. This is because CAB will send a BE packet unless
there is a sufficient size VoIP bundle that can be sent. At 30
VoIP users using CAB, BE capacity can grow by 20% to 80%
more of what it would have been using the QAB approach
(from 360 to 540 compared to 300). Throughput for QAB
also decreases faster than CAB as the number of VoIP users
increases.

The one limitation of the analytical modeling of this section
was that it tacitly assumed that the likelihoods of DRC values
were the same for all mobiles. This ignores, however, the
effects of large-scale fading; mobiles will be at different
locations and will not be able to achieve all values of the DRC.
The remainder of the paper, therefore, considers multiuser
packets using a complete EV-DO Rev. A simulation that has
no such limitations. It provides a full channel model. Then
it also considers our new QoS and Channel Aware Bundling
(QCB), that takes advantage of the benefits of both CAB and
QAB.

VI. EVALUATION

We have implemented the complete cdma2000 1xEV-DO
system recommended by the 3GPP2 evaluation methodol-
ogy [35] using OPNET. To the best of our knowledge, it is the
first simulation that includes both a downlink and an uplink
of the EV-DO system.3 Even though our work is focused on
downlink resource allocation and scheduling, the performance
of the downlink is tightly coupled with uplink feedback and
control mechanisms. Therefore, our implementation provides
practical insights from the interplay of both links. In this
section, we first describe the EV-DO simulation setup used
in our study, and then discuss several prominent results of our
extensive simulations.

A. Simulation Setup

As for cell interference, we implement a 19 cell wraparound
model as depicted in Figure 13. It makes the interference
environment more realistic than with a 7 cell model as it
considers second level interferences, and is recommended
in [35]. With the wraparound model, the interference affects
other cells nearby in the simulation. In Figure 13, the 19 white
center cells are our modeled cells. The other gray cells are
imaginary cells that show how wraparound models work. For
example, when we calculate interference of white cell 11, cells
10, 3, 12, 18, 19, and 15 give first level interferences and cells
16, 9, 2, 1, 4, 13, 17, 6, 7, 8, 14, and 5 give second level
interferences. Each cell has three sectors. From this model,
we can collect the results from all cells rather than only from
the center cell. We also evaluate the performance repeatedly
and from all the 57 sectors to provide the statistical results.

The path distance and angle used to compute the path loss
and antenna gain of an MS at (x, y) to a BS at (a, b) are
computed with Equations (9) and (10), respectively from [35].

Path loss = 28.6 + 35log10(d)dB (9)

3Previous EV-DO evaluation studies [5], [39] have been conducted on each
link separately.
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Fig. 13. 19 cell wraparound model. (The 19 white cells in the center are our
modeled cells. The other gray cells are imaginary cells that give interferences.)

where d is the distance between BS and MS in meters.

A(θ) = −min(12 ∗ (θ/70.0)2, 20)dB (10)

where −180 ≤ θ ≤ 180 .
The distance used in the path loss between an MS at (x, y)

to the nearest BS in a group of cells centered at (a, b) is the
minimum of the following.

min { Dist{(x, y), (a, b)}
Dist{(x, y), (a+ 3R, b+ 8

√
3R/2)}

Dist{(x, y), (a− 3R, b− 8
√
3R/2)}

Dist{(x, y), (a+ 4.5R, b− 7
√
3R/2)}

Dist{(x, y), (a− 4.5R, b+ 7
√
3R/2)}

Dist{(x, y), (a+ 7.5R, b+
√
3R/2)}

Dist{(x, y), (a− 7.5R, b−
√
3R/2)}}

where R is the radius of a circle that connects the six vertices
of the hexagon.

We used the five channel models as recommended in [35].
Channel models are randomly assigned to each mobile station.
The probabilities that MSs take the channel models A, B, C,
D, and E are 0.3, 0.3, 0.2, 0.1 and 0.1, respectively. Table III
summarizes the channel models that were used.

As the effectiveness of the scheduling algorithms would
depend on the traffic mix, we evaluate the algorithms under

TABLE III
CHANNEL MODELS USED

Channel
model

Multi-path
model

No.
of fin-
gers
(paths)

Speed
(kmph)

Fading Model
assign-
ment
proba-
bility

Model A Pedestrian A 1 3 Jakes 0.30
Model B Pedestrian B 3 10 Jakes 0.30
Model C Vehicular A 2 30 Jakes 0.20
Model D Pedestrian A 1 120 Jakes 0.10
Model E
(Station-
ary)

Single path 1 0,
fD=1.5
Hz

Rician
Factor K
= 10 dB

0.10

TABLE IV
SUMMARY OF PARAMETERS USED FOR SIMULATION

Parameter Value
# of VoIP users/sector 10, 20, 30
# of BE users/sector 10

Bandwidth 1.25 MHz
Cell radius 1 Km

Maximum BS transmission power 20W (43 dBm)
Slot length 1.667 ms

VoIP packet length 5B ∼ 23 B after RoHC
Interval of VoIP packet generation 20 ms

Path loss exponent 3.5

various scenarios. We vary the number of VoIP sessions from
5 to 45 users. Additionally, 10 Best Effort (BE) sessions
are added to observe the interplay of VoIP and BE traffic.
For VoIP traffic, EVRC is used as mentioned in Section IV.
We also use silence suppression for VoIP packets, where
a 1/8 rate packet is generated every 240 ms in a silence
mode. Robust Header Compression (RoHC) [12] is used as
recommended in [36]. RoHC reduces an IP header from 40
types to just 3 bytes, which leads to significant bandwidth
savings. For BE traffic, FTP file downloads are performed
for large files, so that the channels would not go idle for
the duration of the simulation. The uplink activity includes
reverse activities of applications such as reverse direction VoIP
(two way conversation) and TCP acknowledgements. Table IV
summarizes other simulation parameters.
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Fig. 14. Comparisons of bundling algorithms for VoIP traffic delay
Fig. 15. Comparisons of bundling algorithms for BE throughput

B. Simulation Results

We first discuss the delay and throughput performances of
the bundling algorithms, QAB, CAB, and QCB as well as an
existing scheme, PF-MUP that selects a user’s packet whose
priority is the highest (longest delay in our case) according
to the PF algorithm, then adds other packets only with the
same channel quality. Figure 14 compares average delays of
VoIP traffic for PF-MUP, QAB, CAB, and QCB schemes.
The BE traffic throughput of the four schemes is shown in
Figure 15. The characteristics of results are very much similar
to Figures 11 and 12 in Section V for QAB and CAB.

QAB performs the best for VoIP delay as it schedules
based on the remaining time to meet the QoS. The BE
throughput decreases as the number of VoIP users increases
in all cases, because VoIP traffic receives priority over BE
traffic. Meanwhile, CAB exhibits the most throughput for BE,
maximizing channel utilization.

QCB provides the best of both of the other methods. Notice
that despite the extra delay due to the deferred bundling time
in QCB (maximum 25 ms), QCB VoIP delay is a lot closer to
QAB than CAB. Meanwhile, in terms of BE throughput, our
scheme shows high performance close to CAB due to bundling
efficiency. Figures 14 and 15 show a good performance trade-
off between the delay and throughput of the QCB algorithm.
In fact, if we can allow even more VoIP delay depending on
remaining time to deadline, we can get more BE throughput
via exploiting better channel diversity. However, the trade-
off between delay and throughput is achieved optimally with
around 25 ms bundling delay, for the given parameters of
the traffic load. Due to space limitation, we do not show the
results.

Figure 16 compares the average loss rate of the bundling
algorithms for VoIP packets. The loss can be due to either
channel condition or drops at the queue. In general, the packet
loss rate stays very small and insignificant, around the value
of 0.1∼0.5%, for all the cases. We find that the impact of the
small number of occasional packet loss on the average loss
rate, decreases as the amount of VoIP traffic increases. Also,
the more bundling opportunities are given, the less loss rate
is achieved.

Now we consider various channel conditions, and compare

Fig. 16. Comparisons of bundling algorithms for packet loss rate

the performance of QAB, QCB, and CAB in Figures 17 and
18. As for the normal channel condition, we used the mixture
of channel model A∼E as specified in [35] (i.e., Channel
model A 30%, model B 30%, model C 20%, model D 10%,
and model E10%). For the good channel condition, we used
100% channel model E, and for the bad condition, we used
10% model A, and 30% for models B, C and D. In general,
the performances are better with a good channel and worse
with a bad channel condition, for all schedulers. We find that
regardless of the channel condition, QCB achieves an excellent
tradeoff between QAB and CAB, in that a little increase in
VoIP delay brings near-CAB BE throughput.

Next, we investigate the variants of QCB and observe
the value a multi-user packet bundling (we name it QCB-
MUP or simply MUP) over single user packet bundling (SUP
Multiplex) or no bundling (SUP Simplex). Figure 19 shows
interesting behavior for the delay cumulative distribution func-
tions (CDFs) of VoIP packets when using QCB. We compare
the single-user packet (SUP) multiplex (i.e., bundled packets
from the same user) and MUP schemes. In SUP multiplex,
VoIP delay increases when the number of users increases.
Meanwhile, with MUP, VoIP delay decreases as the number of
users increases. This is because in SUP multiplex, each user
takes turns in the use of time slots and the period becomes
longer with the increased number of users. On the other hand,
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Fig. 17. Comparisons of bundling algorithms for average VoIP traffic delay
under various channel conditions (normal, good, bad)

Fig. 18. Comparisons of bundling algorithms for BE throughput under
various channel conditions (normal, good, bad)

Fig. 19. Empirical cumulative density functions of VoIP packet delays for
SUP multiplex and MUP (variants of QCB)

Fig. 20. Throughput of BE for SUP-simplex (no-bundling), SUP multiplex
and MUP (variants of QCB)

in MUP, the more VoIP packets from the increased number
of users makes the bundling easier with little need to wait,
thus enhancing the multi-user diversity gain. In both QCB-
MUP and QCB-SUP multiplex cases, the CDFs show a longer
tail for a greater number of VoIP users. VoIP delay generally
decreases when the number of VoIP users increases because
the chance of bundling is higher. However, some VoIP packets
have a higher delay when the number of VoIP users increases
because the chance of congestion (many VoIP packets existing
in the queue) is higher.

Figure 20 compares the QCB BE throughput of SUP
simplex, SUP multiplex, and MUP. First, the BE throughput
decreases as the number of VoIP users increases, since the
higher priority is given to VoIP over the BE traffic. The
decrease of BE throughput is more prominent in the SUP
simplex than in bundling schemes. The throughput of packet
bundling using either the SUP multiplex or the MUP degrades
gradually as they attempt to maximize channel utilization with
higher rates of bundling. Particularly, the SUP multiplex shows
higher BE throughput with a small number of VoIP users, and
the MUP wins over the SUP multiplex with a large number of
VoIP users. It shows that the efficiency of the MUP increases
when the number of users grows, as it takes advantage of
multi-user diversity better. As the MUP format is decided by
the worst DRC values of MSs whose packets are bundled, it is

TABLE V
AVERAGE PACKET LOSS (%)(PACKET ERROR + DROP)

No. VoIP users/sector SUP Simplex SUP Multiplex MUP
5 0.23 0.42 0.33
10 0.19 0.31 0.22
15 0.17 0.29 0.2
20 0.74 0.26 0.2
25 10.9 0.26 0.18
30 24.62 0.19 0.14
35 35.46 0.18 0.15
40 43.62 0.22 0.15
45 49.65 0.25 0.15

more likely to find similar DRC users as the number of VoIP
users increases.

Table V gives the average packet drop rates while changing
the number of VoIP users. It clearly shows that the SUP
simplex cannot handle much VoIP traffic from around 25 users,
since it has very high packet loss rates over 10%. This table
shows that bundling is required if we want to handle VoIP
traffic. The SUP multiplex and the MUP both have low drop
rates.

Finally, let us consider the overhead of extra packet headers
incurred by our proposed packet bundling, QCB. When single
user packet bundling is used (See Figure 2, (b)) for n packets,
the excess header size is 8 × n bits. With multi-user packet
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bundling, it is 16 × n bits. With our simulation using 30
VoIP users and 10 BE users per sector and 25 ms delay
max allowance, the average number of bundled packets in
an SUP packet was 1.9, and the average size of the bundled
VoIP packets was 486 bits. Meanwhile, the average number of
bundled packets in an MUP packet was 4.3, and the average
size of the bundled VoIP packets was 1429 bits. Therefore,
the overheads of SUP and MUP are 1.9 × 8/486 = 3.1%
and 4.3× 16/1429 = 4.8% respectively, which is a negligible
increase compared to the huge utility gain.

In summary, for various operating conditions, CAB has the
best BE throughput and the worst VoIP delay and loss, while
QAB has the best VoIP delay and loss, and the worst BE
throughput. The existing PF-MUP has the performance that is
close to but poorer than QAB. The proposed QCB achieves
the best of the QAB and CAB, in that with a slight increase
in VoIP delay and loss than QAB, it provides BE throughput
close to CAB. As for variants of QCB, a multiple-user packet
bundling is more effective than single user multiple packet
bundling, especially with the more number of users.

VII. CONCLUSIONS

We have proposed a joint QoS and Channel Aware Packet
Bundling (QCB) algorithm for VoIP packets to improve spec-
tral efficiency in cellular networks. The packet size of real-
time data such as VoIP is often very small, leaving channels
underutilized in TDM cellular systems. Packet bundling could
improve the channel utilization in such networks. However, a
careful treatment should be paid due to location dependent
and time varying channel characteristics of wireless net-
works. Since the packet bundling algorithm is an NP-complete
problem, we introduce approximation algorithms, namely
QoS Aware Packet Bundling (QAB), Channel Aware Packet
Bundling (CAB) and QCB. We have validated the efficacy
of the approximation algorithms through analytical Markov
chain modeling and extensive simulations of a complete EV-
DO implementation, the first of its kind to the best of our
knowledge. We have shown that the QCB scheme out-performs
QAB and CAB as well as an existing bundling algorithm,
thus truly maximizing a multi-user/traffic diversity gain, as
it achieves a high throughput for BE traffic while keeping a
low delay. We have further investigated the behavior of QCB
variants, and found that the QCB-Multi-User-Packet (QCB-
MUP) is more effective when there are larger numbers of
VoIP users and the QCB-Single-User-Packet-multiplex (QCB-
SUP-multiplex) demonstrates more BE-throughput and a lower
overhead with small numbers of VoIP users.

As for future work, we plan to investigate the performance
of QCB when multiple flows per node are allowed. With
multiple flows per node, we expect the BE throughput of
QCB-SUP multiplex will be improved more than the current
results show. With our current work, when VoIP packets are
sent in the SUP multiplex case, only VoIP packets are sent
because the node doesn’t have any BE traffic. When multiple
flows are permitted, VoIP and BE traffic may be sent together
leading to a better channel utilization in QCB-SUP multiplex.
Multiple flows, however, are not expected to make a difference

in the performance of the QCB-MUP scheme. We are also
working on analytical models that involve large-scale fading
and on extending the current work to multi-carrier wireless
environments.

ACKNOWLEDGMENT

The authors would like to thank John Kim and Shiva
Narayanabhatla at Sprint-Nextel for their practical insights and
information for the implementation.

REFERENCES

[1] TIA/EIA Interim Standard 871, Markov Service Option (MSO) for
cdma2000 Spread Spectrum Systems, April 2001.

[2] TIA 45.5/98.04.03.03. The cdma2000 ITU-R RTT Candidate Submis-
sion, April 1998.

[3] M. S. Alouini and A. J. Goldsmith. Adaptive modulation over Nakagami
fading channels. Kluwer Journal of Wireless Communication, 13(1–
2):119–143, May 2000.

[4] Matthew Andrews, Krishnan Kumaran, Kavita Ramanan, Sasha Stolyar,
Rajiv Vijayakumar, and Phil Whiting. CDMA data QoS scheduling on
the forward link with variable channel conditions, April 2000.

[5] N. Bhushan, C. Lott, P. Black, R. Attar, Y.-C. Jou, M. Fan, D. Ghosh,
and Jean Au. 1xEV-DO Revision A: Physical and MAC Layer Overview.
IEEE Communications Magazine, 44(2):75–87, Feb. 2006.

[6] Qi Bi, Pi-Chun Chen, Yang Yang, and Qinqing Zhang. An Analysis of
VoIP Service Using 1 EV-DO Revision A System. IEEE Journal On
Selected Areas in Commmunications, 24(1):36–45, 2006.

[7] Y. Cao and V. Li. Scheduling algorithms in broadband wireless networks.
Proc. IEEE, 89(1):76–87, Jan 2001.

[8] P.R. Chang and C.F. Lin. Wireless atm-based multicode cdma transport
architecture for mpeg-2 video transmission. 87(10):1807–1824, October
1999.

[9] Young-Jun Choi and Saewoong Bahk. Channel-aware VoIP packet
scheduling in cdma2000 1x EV-DO networks. Elsevier Journal of
Computer Communications, 30:2284–2290, 2007.

[10] Mooi Choo Chuah, Bharat Doshi, Subra Dravida, Richard Ejzak, and
Sanjiv Nanda. Link layer retransmission schemes for circuit-mode data
over the cdma physical channel. Mobile Networks and Applications,
2(2):195–211, 1997.

[11] I. de Bruin, G.J. Heijenk, M. El Zarki, and J.L. Zan. Fair channel-
dependent scheduling in cdma systems. In Proceedings IST Mobile and
Wireless Communications Summit, pages 737–741, 2003.

[12] M. Degermark, B. Nordgren, and S. Pink. IP Header Compression
(IPHC). RFC2507.

[13] D. Ferrari and D. Verma. A scheme for real-time channel establishment
in wide-area networks. IEEE Journal of Selected Areas in Communica-
tions, 8(3):368–379, 1990.

[14] Michael R. Garey and David S. Johnson. Computers and Intractability:
A Guide to the Theory of NP-Completeness. W.H. Freeman, 1979.

[15] Vijay K. Garg. CDMA IS-95 and cdma2000. Prentice Hall, 2000.
[16] Vijay K. Garg. Wireless Communications and Networking. Morgan

Kaufmann Publishers, 2007.
[17] V. Goswami and G.B. Mund. Multiserver bulk service discrete-time

queue with finite buffer and renewal input. Computers and Mathematics
with Applications, 57:1377–1388, 2009.

[18] M. A. Haleem and R. Ch. Adaptive downlink scheduling and rate
selection: a cross layer design. Special issue on Mobile Computing
and Networking, IEEE Journal on Selected Areas in Communications,
23, 2005.

[19] Quang-Dung Ho, Mohamed Ashour, and Tho Le-Ngoc. Channel
and Delay Margin Aware Bandwidth Allocation for Future Generation
Wireless Networks. In Proc. IEEE Globecom, New Orleans, LA, Nov
2008.

[20] Ming-Guang Huang, Pao-Long Chang, and Ying-Chyi Chou. Analytic
approximations for multiserver batch-service workstations with multiple
process recipes in semiconductor wafer fabrication. IEEE Transactions
on Semiconductor Manufacturing, 14:395–405, 2001.

[21] Ming-Guang Huang, Pao-Long Chang, and Ying-Chyi Chou. A tutorial
on cross-layer optimization in wireless networks. Xiaojun Lin and N.B.
Shroff and R. Srikant, 24(8):1452 – 1463, 2006.



16

[22] M.R. Hueda, C. Rodriguez, and C. Marques. Enhanced-
performancevideo transmission in multicode cdma wireless systems
using a feedback error control scheme. In Proceedings of IEEE
Globecom, pages 619–626, San Antonio, TX, 2001.

[23] TIA IS-127. Enhance Variable Rate Codec (EVRC) 8.5 kbps Speech
Coder.

[24] David S. Johnson, Alan J. Demers, Jeffrey D. Ullman, M. R. Garey,
and Ronald L. Graham. Worst-Case Performance Bounds for Simple
One-Dimensional Packing Algorithms. SIAM Journal on Computing,
3(4):299–325, 1974.

[25] Niranjan Joshi, Srinivas R. Kadaba, Sarvar Patel, and Ganapathy S.
Sundaram. Downlink scheduling in cdma data networks. In MobiCom
’00: Proceedings of the 6th annual international conference on Mobile
computing and networking, pages 179–190, New York, NY, USA, 2000.
ACM.

[26] Jeong Geun Kim and Marwan M. Krunz. Bandwidth allocation in
wireless networks with guaranteed packet-loss performance. IEEE/ACM
Transactions on Networking, 8(3):337–349, 2000.

[27] Leonard Kleinrock. Queueing Systems Volume I: Theory. John Wiley
and Sons, 1975.

[28] M. Krishnam, M. Reisslein, and F. Fitzek. An Analytical Framework
for Simultaneous MAC Packet Transmission (SMPT) in a Multi-Code
CDMA Wireless System. IEEE Transactions on Vehicular Technology,
53(1):223–242, January 2004.

[29] L. Lipsky. Queueing Theory: A Linear Algebraic Approach. New
York:MacMillan, 1992.

[30] John Nagle. On packet switches with infinite storage. IEEE Transactions
on Communications, 35(4):435–438, April 1987.

[31] Marcel F. Neuts and R. Nadarajan. A multiserver queue with thresholds
for the acceptance of customers into service. Operations Research,
30:948–960, 1982.

[32] S. Shakkottai and A. L. Stolyar. Scheduling for multiple flows sharing
a time-varying channel: The exponential rule. American Mathematical
Society Translations, pages 185–202, 2002.

[33] Zhefu Shi, Cory Beard, and Ken Mitchell. Analytical models for
understanding misbehavior and mac friendliness in csma networks.
Performance Evaluation, 66:469–487, September 2009.

[34] Roshni Srinivasan. Scheduling in Packet Switched Cellular Wireless
Systems. PhD thesis, University of Maryland, College Park, 2004.

[35] 3GPP2 C.R1002-0 v1.0. cdma2000 Evaluation Methodology.
http://www.3gpp2.org/public html/specs/C.R1002-0 v1.0 041221.pdf,
Dec. 2004.

[36] 3GPP2 C.S0024-0 v2.0. cdma2000 High
Rate Packet Data Air Interface Specification.
http://www.3gpp2.org/public html/specs/C.S0024 v2.0.pdf, Oct.
2000.

[37] B. H. Walke. Mobile Radio Networks: Networking, protocols and traffic
performance. West Sussex England: John Wiley, 2002.

[38] Qu Yajiang, Wang Chunye, and Wang Xiaoyi. Scheduling for multi-
user packet in CDMA2000 1x EV-DO. In Proc. IEEE International
Conference on Mobile Technology, Applications and Systems, Nov. 2005.

[39] M. Yavuz, S. Diaz, R. Kapoor, M. Grob, P. Black, Y. Tokgoz, and
C. Lott. VoIP over cdma2000 1xEV-DO revision A. IEEE Commu-
nications Magazine, 44(2):50–57, Feb. 2006.

[40] L. Zhang. Virtual clock: a new traffic control algorithm for packet
switching networks. SIGCOMM Computer Communications Review,
20(4):19–29, 1990.


