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ABSTRACT

We study the problem of multiple packet bundling to impropedral efficiency
in cellular networks. The packet size of real-time datahsas VOIP, is often very small.
However, the common use of time division multiplexing lis;mihe number of VoIP users
supported, because a packet has to wait until it receiveseadiot, and if only one small
VoIP packet is placed in a time slot, capacity is wasted. €&abkndling can alleviate
such a problem by sharing a time slot among multiple users.

A recent revision of cdma2000 1XEV-DO introduced the cohoéphe multi-user
packet (MUP) in the downlink to overcome limitations on thember of time slots. How-
ever, the efficacy of packet bundling is not well understquatticularly in the presence
of time varying channels.

We propose a novel QoS and channel-aware packet bundlingtalp that takes



advantage of adaptive modulation and coding. We show thahapalgorithms are NP-
complete and recommend heuristic approaches. We also sadwehannel utilization can
be significantly increased by slightly delaying some re@aktpackets within their QoS re-
quirements while bundling those packets with like chanwoelditions. We validate our

study through extensive OPNET simulations with a compl&tédd® implementation.
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CHAPTER 1

INTRODUCTION

A growing demand for bandwidth intensive applications sashNVeb browsing
and file transfers over wireless networks, urges the needddhe wireless channel effi-
ciently. Moreover, an emerging strong demand for delaysitiga data applications such
as VoIP, wireless gaming, and push-to-talk (PTT) over talnetworks, poses challenges
on a network system to support a large number of simultaneseis while meeting their
desired delay requirements.

Since the capacity of wireless systems is particularly tarsed by the nature of
location dependent and time varying channel conditiongfabattention needs to be paid
to algorithms over wireless links in order to use the chaasedfficiently as possible. In
this work, we study the problem of multiple packet bundliagmprove spectral efficiency
in cellular networks. The packet size of real-time datahsas \VoIP, is often very small.
However, the use of time division multiplexing (TDM) on thenfvard link limits the
number of VoIP users supported, because a packet has to ntgiit uieceives its own
dedicated time slot. The time slot should not be made toolsimalever, due to the
relative MAC layer overhead for each time slot. Packet bimgdtan alleviate such a
problem by sharing a time slot among multiple users.

Most wireless standards define the QoS framework and vatymes of service
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Figure 1. The concept of packet bundling

flows, but leave the QoS-based packet scheduling and raslwuimee assignment unde-
fined. For example, a ‘'multi-user packet’ is among the imprognts and expansions of
EV-DO Rev. A and it permits the base station to serve multiskrsiwith the same phys-
ical and MAC layer packet. However, there is no guidelineemommended strategy in
multiple packet bundling, and the efficacy of multi-userlggts is not well understood,
especially in the presence of location dependent and timgngachannels. The con-
cept of packet bundling is illustrated in Figure 1. Packeasnf multiple users or multiple
packets from a single user may be combined together in aestimgk slot. Intuitively,
the bundling will increase channel utilization. Furthermat will decrease the average
queueing delay of the VoIP packets, since later arriving?Mo&ckets do not have to wait

for their own time slot.



An important aspect to consider, however, is bundling packem mobile sta-
tions with different channel conditions. Advanced adaptivireless systems employ
channel measurement and feedback-based rate control m&tisssuch as the cdma2000
1XEV-DO system. In EV-DO, in order for the bundled packet ¢éorbceived reliably, the
adaptive coding rate for the entire packet should corregpothe worst channel condi-
tion among the bundled users. However this may cause thaehatilization gain from
packet bundling to deteriorate due to the lowest coding 1@tee way to tackle the issue
Is to combine packets with the same or similar channel cmmdiA problem we observe
from this approach, however, is that at the time of bundlfrtgere are not enough pack-
ets with the same or similar channel condition, the gain endhannel utilization may be
marginal.

Another disadvantage of packet bundling is the number camemissions. Hy-
brid ARQ [37] is one of the important elements in advanced adapvireless systems.
The packet will be retransmitted when negative acknowledge is received or no ac-
knowledgement is received when hybrid ARQ is used. The uacted error probability
of a multi-user packet is always higher than the uncorreetear probability of a sin-
gle user packet whose channel condition is the worst amangpuhdled packets in the
multi-user packet. Retransmissions in hybrid ARQ perfornmtdoeghan retransmissions
in higher layer (e.g. transmission layer) but retransmarssin hybrid ARQ still reduce
channel utilization. If a multi-user packet has a signiftgahigher retransmission prob-
ability than retransmission probability of a single useck®, the gain in the channel

utilization may be marginal.



Our contributions are as follows. We first show that the optipacket bundling
algorithm that either maximizes channel utilization or immirzes queueing delay is an
NP-complete problem. Secondly, we propose a novel QoS andnéhaware packet
Bundling (QCB) algorithm to jointly optimize QoS requiremeatsd channel utilization
with a simple approximation. QCB may defer the bundling deqis little within the QoS
requirement. In the meantime, the time slot can be used &irdfirt traffic, significantly
increasing channel utilization.

We compare the QCB scheme with bundling algorithms for twaviddal objec-
tives, namely QoS Aware packet Bundling (QAB) and Channel Apacket Bundling
(CAB) schemes. We show that QCB enables high throughput as svelhedelay, achiev-
ing an optimal trade-off of the two extremes.

Finally, we validate our proposed algorithms through OPNdthulation of a
complete EV-DO implementation. The complete EV-DO implatagon simulates both
downlink and uplink at the same time. This implementatiarudes a 19 cell wraparound
model, slow and fast fading, and single and dual antenna sadeiee different channel
models are implemented based on 3GPP2 recommendation@Bwbff traffic sources
are generally used for VolIP traffic but sixteen-state traftiarces are used for modeling
VoIP traffic in our implementation. Uplink and downlink hythrARQ are also imple-
mented in our simulator.

The remainder of this dissertation is organized as foll@®@sapter 2 discusses re-
lated work on scheduling algorithms for general wireledsneks. Chapter 3 presents the

background on the physical and MAC layer of the cdma2000 1>DEVRev. A system,



the cdma2000 EV-DO Rev. B system, and the Worldwide Inteadpkty for Microwave
Access (WIMAX) system. Chapter 4 discusses the hardnessaafle@epbundling problem
and proposes approximation algorithms such as QCB, QAB, and CA&h an EV-DO
OPNET simulation setup, explanation of EV-DO simulator poments, and evaluation
results are described in Chapter 5. Chapter 6 concludes teer@ison and explains

future work.



CHAPTER 2

RELATED WORK

A number of scheduling algorithms are available for wiredwaeks including
fair queueing [40], virtual clock [53], and earliest deaelifirst [20]. However, these are
not readily applicable to the wireless environment thatlbaation dependent and time
varying channel characteristics. Although there have lag¢gmpts to incorporate chan-
nel dependent features into schedulers from wired netw@jkshey cannot effectively
exploit the time-varying multiuser diversity gain. Theyed, several new algorithms for
wireless systems have been developed to exploit multiusersity [38], but the corre-
sponding issue of bundling that we consider here has notfodgraddressed.

A great deal of research has been done for physical and W@k lasues of wire-
less networks. For example, [14] proposes link layer ratraasion schemes for the Code
Division Multiple Access (CDMA) channel. The work in [32] agdses the issue of band-
width allocation with guaranteed QoS for wireless netwarkmg a fluid version of the
Gilbert-Elliott channel model. The problem of multimediata transmission in Multi-
Code CDMA wireless systems is discussed in [10, 26, 34], whHereatithors proposed
efficient error recovery schemes for physical or link layers

There are several studies on CDMA downlink scheduling. [29[ifes vari-
ous wireline packet scheduling algorithms for CDMA netwogksl discusses the per-

formance characteristics of them. They found that algor#hhat exploit request size



outperform those that do not, and discrete bandwidth dilmcaand management can
degrade users’ performance. The problem of CDMA downlinkedditing with a prob-
abilistic delay requirement is considered in [2]. They shdwhat the Largest Weighted
Delay First (LWDF) scheduling scheme provides good QoS fersttings of discrete
rate and discrete scheduling intervals. In [42], the awlstudy a scheduling rule called
the exponential rule where scheduling selects a packeti@mséhe current state of the
channel and the queues, and proves that it is throughpiumalptA scheduling algorithm
that combines channel-based and round-robin scheduBrgsposed in [17] for CDMA
systems.

In recent years, research and development efforts haveased on adaptive wire-
less systems where higher rate and power levels are altbaatéhe channel quality in-
creases. This enables physical layer Adaptive ModulatmhGoding (AMC) (see [1] for
example). Relying on AMC, opportunistic schedulers selextiger with the best channel
guality to maximize the channel utilization. However, Qo&ye violated for some users
in such schemes. A scheduling algorithm that takes adafatteecontrol based on the re-
verse link feedback is proposed in [24]. The work in [25] skdlat Delay-Margin-based
Scheduling nested with User-Channel-based Schedulingrmpesfwell both in delay and
utilization metrics.

Simulation studies on EV-DO VoIP capacity are presented j®2]. [44] shows
the trade-off between system throughput and delay with dppistic scheduling with
analysis and simulation of the EV-DO system. The authord 3j fleveloped a soft algo-

rithm that has an additional step for VoIP packets in ordethieck the channel condition,



that is, whether the current data rate is larger than or équk average data rate. They
demonstrated that Proportional Fair (PF) scheduling coetbwith the soft PF algorithm
(PFsoft) shows the best performance over MAX rate algothm

A forward link scheduling algorithm that supports a MUP sukeis proposed
in [51]. This algorithm first selects the user’s packet whoserity is the highest accord-
ing to the PF algorithm. Then only packets with the same chlaguality become the
candidates for bundling with a higher priority given to V@lRckets. Otherwise, a single
user packet (SUP) will be sent. We name this algorithm PF-MO& compare the per-
formance of our proposed scheme with it in Chapter 5. The logdétio is limited by
the available packets with the same channel condition. Quk wiffers from the above
in that our scheduling algorithm jointly considers QoS ahdrmel quality for packet
bundling, and packets to mobile stations of different cleeonditions may be bundled.

There are several studies on performance of an EV-DO reVieksgl1, 19, 39].
[35] shows the efficient reverse link scheduling algorithtma2000 1XEV-DV system.
[50] proposes a PF algorithm for the EV-DO reverse link.

The scheduling algorithm for next generation wireless netbgy like WiMAX
(Worldwide Interoperability for Microwave Access) is peeged in many papers. Weighted
round robin (WRR) has been applied for WIMAX scheduling in [16¢hAuse round robin
(RR) cannot guarantee QoS for different service classes. tWase fair weighted fair
queuing was introduced in [27] to keep the delay bound. Deleashold priority queuing
(DTPQ) was proposed in [31] to give priority to real-timefi@when the head-of-line

(HOL) packet delay exceeds a given delay threshold. In @yek priority class packets



move to a higher priority class queue when the queueing tiimbeopacket is close to
deadline. In [48], real-time data classes share the commenajto reduce complexity.
The authors in [30] developed the scheduler that allociiesandwidth for minimum

QoS requirements first and optimizes slot allocations feheannection. A few studies
focus on maximizing the total system throughput [41, 45jdar programming is used

for finding optimal subcarrier allocations in [36].



CHAPTER 3

BACKGROUND ON WIRELESS SYSTEMS

In this chapter, we give an overview of the physical and MAgela of the
cdma2000 1xXEV-DO Rev. A system. We also give an overview ofrthiticarrier EV-DO

system (EV-DO Rev. B) and the WIMAX system.

3.1 EV-DO Revision A

In a wireless system, signal strength is location depenaedttime varying. It
is subject to slow fading, fast fading, and interferencemfrother signals, resulting in
degradation of the Signal to Interference-plus-Noise REINR) [46]. A high SINR
yields a high data rate and low errors. A good SINR in cellslgstems is achieved by
using the optimum rate and power control mechanisms.

In EV-DO networks, both direct sequence spread spectrumTand Division
Multiple Access (TDMA) are used in the downlink and CDMA is dse the uplink [22,
23]. The downlink channel is a single broadband link sharedlbusers in a cell. One
user is allowed to receive data in a single time slot. The b&g@on estimates each user’s
channel condition based on the feedback from individualiteaation’s measurements.
The channel quality indication (CQI) feedback from the melstation and the corre-
sponding Adaptive Modulation and Coding (AMC) schemes are asan many current

and future wireless standards. In time slotted systemsntingber of users supported

10



First halfslot 1024 chips
Data MAC | Pilot | MAC Data
400 64 96 64 400
Chips Chips | Chips | Chips Chips
Second half slot 1024 chips
Data MAC | Pilot | MAC Data
400 64 96 64 400
Chips Chips | Chips | Chips Chips

Figure 2: EV-DO downlink slot structure

is constrained theoretically. The maximum supported useflows are limited by the

number of time slots per second and packet arrival rates(@Ew)).

no_time_slots/sec

(3.1)

max_supported_users =
P packet_arrival rate/user

For example, EV-DO revision A uses a 1.25 MHz bandwidth witeat sequence
spread spectrum. The chip rate is 1.2288 Mchips/secondharuhsic timing unit (slot)
is 2048 chips. Figure 2 shows the EV-DO downlink slot streetuThe downlink slot
contains only three different channels. The pilot channdltae forward Medium Access
Control (MAC) channel are always presented in a downlink sibhe forward traffic
channel or the control channel can be included in the dataop#re downlink slot.

The slot time is 1.667 ms, so there are 600 slots per secongk, fthrcan serve a

maximum of 600 packets per second (without bundling). Seppovoice coder generates

11
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Figure 3: EV-DO downlink channel structure

a VoIP packet every 20 msec (i.e., a maximum of 50 packelsésekits average activity
ratio is approximately 50%. Then, the maximum number of Vaoders supported in
the EV-DO system is only 24= 600/(50 x 0.5)). Meanwhile, the channel may go
underutilized since the VolP packet sizes are generallyi§neder to Table 4), and not
able to fill the entire time slot.

Figure 3 shows the EV-DO downlink (forward) channel stroetuThe EV-DO
downlink channel consists of the pilot channel, the forwlsi&C channel, the forward
traffic channel, and the control channel. The forward traffiannel is a packet-based,
variable rate channel and carries user data. The contrahethaarries control messages
and it may also carry user data. The pilot channel is useddynibbile station for initial

acquisition, phase recovery, timing recovery, and maxiraab combining. An additional

12



function of the pilot channel is to provide the mobile statiwith a means of predicting
interference level for the purpose of forward data ratercbiof the forward data channel.

The forward MAC channel is composed of the reverse activignnel, the Data
Rate Control Lock (DRC Lock) channel, the reverse power coitrahnel, and the for-
ward automatic repeat request (ARQ) channel. The reversatachannel is used for
indicating whether or not an uplink load exceeds a threshbiiee mobile station adjusts
the output power level of the pilot channel in response tdg@ever control bit received
on the reverse power control channel. The DRC Lock channetes o indicate the
channel state from the mobile station to the base statioafdmward ARQ channel sends
a positive acknowledgment or a negative acknowledgmermspanse to a physical layer
packet.

Figure 4 shows the EV-DO uplink (reverse) channel structline EV-DO uplink
channel structure is quite different when the mobile steitsan a sleep state or an active
state. In a sleep state, the mobile station uses the accasaath The access channel
consists of the reverse pilot channel and the reverse dataneh In an active state, the
mobile station uses the reverse traffic channel. The reteaffec channel is composed
of the primary pilot channel, the auxiliary pilot channdietreverse MAC channel, the
acknowledgement channel, and the reverse data channeteVdérse MAC channel con-
sists of the Reverse Rate Indicator (RRI) channel, the DRC chaamméthe Data Source
Control (DSC) channel.

When the mobile station is transmitting a reverse traffic degnt continuously

transmits the primary pilot channel and the RRI channel. Therse data channel is also

13
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Access Traffic
Pri Ausili Medium
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Control
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Pilot Data Rate Rate Source
Indicator Control Control

Figure 4: EV-DO uplink channel structure

a packet-based, variable rate channel and carries userldegauxiliary pilot channel is
used to provide uplink channel estimation for the largenkptihysical layer packets. The
RRI channel is used to indicate the data rate of the data chbemg) transmitted on the
reverse traffic channel. The DRC channel is used by the mdail®s to indicate to the
base station the requested forward traffic channel datanat¢he selected serving sector
on the downlink channel. The ACK channel is used by the molégan to inform the
base station whether or not the physical layer packet trateshon the forward traffic
channel has been received successfully. The DSC channedies the sector of the base
station from which the mobile station wishes to receive thevard traffic channel.

Figure 5 shows the EV-DO uplink subframe structure. Onenlidubframe con-

sists of four slots. Uplink channels are orthogonally sgrieaWalsh functions. Only the

14
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Figure 5: EV-DO uplink slot structure

ACK channel and DSC channel share slots using TDM.

The CQI from the mobile station is called the Data Rate Contr&{Ip channel
in the EV-DO system. The measured DRC value is fed back to tee btation once
every 1.667 msec using the reverse control channel. THisigl®is short enough so that
each user’s channel quality stays approximately constahinvone time slot, as it can be
shown by computing the Doppler frequency of a mobile user@Hz. In each time slot,
one user is scheduled for transmission. Each user constaptrts to the base station its

instantaneous channel capacity, i.e., the rate at whichaat be transmitted if this user

is scheduled for transmission.

Depending on the DRC feedback value, AMC schemes are adapteabport

variable data rates for more reliable transmission fored#ht mobile stations’ channel

15




Table 1: Adaptive modulation and coding schemes in EV-DO Relownlink

DRC | Data rate (kbps) Bits per slot| Code Rate Modulation
1 38.4 64 1/4 QPSK
2 76.8 128 1/4 QPSK
3 153.6 256 1/4 QPSK
4 307.2 512 1/4 QPSK
5 307.2 512 1/4 QPSK
6 614.4 1024 1/4 QPSK
7 614.4 1024 1/4 QPSK
8 921.6 1536 3/8 8-PSK
9 1228.8 2048 1/2 QPSK
10 1228.8 2048 1/2 16-QAM
11 1843.2 3072 1/2 8-PSK
12 2457.6 4096 1/2 16-QAM
13 1586.0 2560 1/2 16-QAM
14 3072.0 5120 1/2 16-QAM

environments. Modulation schemes are closely relatedysiphl packet size. That is, if
the physical packet size is less than or equal to 2048, QP&&eid, if the physical packet
size is 3072, 8PSK is used; and if the physical packet siz€%6 4r 5120, 16QAM is
used. Table 1 shows modulation and coding options in the EMR2v. A downlink.

On the reverse link where multiple mobile stations sendstrassions concur-
rently, the EV-DO system capacity is limited by the inteeiece level measured by RoT
(Rise over Thermal). The RoT value is the total received poweded by the thermal
noise value. The sector RoT value should be less than a thde@8%6 of the time less

than 7 dB is recommended) to stabilize the system. The baserstneasures the sector

16



Hybrid ARQ Channel ) 3 slots

NAK NAK NAK
Transmit Transmit Transmit Transmit Transmit
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1 2 3 a4 1
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! I

subframes Reverse traffic channel physical First subpacket for
layer packet transmissions the next physical
layer packet transmission

Figure 6: Reverse link Hybrid ARQ

RoT value and informs mobile stations with the RAB (ReversevtgtBit) whether RoT
is high or not, so that the uplink rate can be controlled.

In the EV-DO uplink link, four slots make one subframe and tmaene consists
of four subframes. One subframe sends one subpacket whichasic sending unit in
the EV-DO reverse link. In EV-DO rev. 0, Hybrid ARQ is not useethuse one reverse
link frame uses 16 consecutive slots. Hybrid ARQ is used inEY+ev. A. Figure 6
illustrates usage of Hybrid ARQ in a reverse link. In EV-DO.réy four subpackets are
not sent consecutively to use hybrid ARQ.

Speech is encoded using a variable rate vocoder via the Eetiarariable Rate
Codec (EVRC) that generates VoIP traffic depending on speedlitacSince a frame

duration is fixed at 20 ms, the number of bits per frame vaesmling to the traffic rate.

17



171 bits, 80 bits, 40 bits, and 16 bits are generated fortalf, 1/4, and 1/8 rate coding,
respectively [58, 60]. For silence periods, a 1/8 rate piaiskgent in one out of every 12
slots (i.e., every 240 ms) for background comfort noise. Aeardetailed description can
be found in cdma2000 specification [55].

The multi-user packet is a new feature of EV-DO Rev. A and itasigned to
support more users per given time period. It is very impdrtarsupport more users per
given time period in real-time applications like VoIP besatheir delay deadlines can be
better met with multi-user packets. The VoIP applicatiothis best fit for the multi-user
packet, since the VoIP packets are generated frequenttyy(@0 ms) and their sizes are
small.

A bundled packet can be recognized by the preamble of thaqaiyayer packet
and the MAC header. Figure 7 shows single as well as bundlekepéormats. A single
user packet bundling aof packets (SUP-multiplex, (b)) has bytes of header for the
packet lengths of individual packets. With multi-user patdsundling (MUP-multiplex,
(c)), 2 bytes are necessary for each packet to identify thigiletation within a sector
and the packet length. All mobile stations decapsulate radras if it were a multicast
packet, to extract the packet portion destined to itself.

To be specific, it works as follows. In a single user packetFSimplex or SUP-
multiplex), a preamble of the physical layer packet is ugeddid the MAC Index that
represents the destination of the packet. In a multi-usekgggMUP), a preamble of the
physical layer packet is used to hold the modulation scherdelee MAC header is used

to hold the MAC Index and packet size of individual packets(Eigure 7 (d)).
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MAC

MAC Layer Payload trailer
01ori1
(a) Single user simplex packet format (SUP-simplex)
MAC Layer Header MAC
(n length fields) MAC Layer Payload PAD trailer
n bytes {optional) 10
(b} Single user packet bundling format (SUP-multiplex)
MAC Layer Header
{n packet info fields MAC L Pavioad PAD t’:_':;‘g
2n bytes
{¢) Multi-user packet bundling format (MUP)
packet fprmat MAC Index Length field
(1 bit) (7 bits) (8 bits)

(dy MAC layer header format in multi-user packet

Table 2 shows compatible single user packet formats and-mét packet for-
mats on DRC values. More compatible formats are supportetidoynulti-user packet
because a smaller packet can reduce packet error rate. An AdRQamism is also used in
the multi-user packet. The base station retransmits thé-omér packet until all mobile
stations send positive acknowledgements to the baserstatduration of the multi-user

packet ends. When we compare uncorrected error probabiliheanulti-user packet to

Figure 7: Packet formats.
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uncorrected error probability of the single user packettlier same DRC value, uncor-
rected error probability of the multi-user packet is alwaygger than uncorrected error
probability of the single user packet because the multi-paeket needs more acknowl-
edgements than the single user packet. If packet size i$ sn@lgh to use a lower rate
packet format, the lower rate packet format will reduce aaregate and a lower error rate
will reduce the number of retransmissions.

Table 2: Transmission formats in EV-DO Rev. A downlink

20

DRC | Data Single user transmission Multi-user transmission
index | rate format (packet size, format (packet size,
(kbps) duration, preamble) duration, preamble)
1 38.4 | (128, 16, 1024), (256, 16, 1024), None
(512, 16, 1024), (1024, 16, 1024)
2 76.8 (128, 8, 1024), (256, 8, 1024), None
(512, 8, 1024), (1024, 8, 1024
3 153.6 (128, 4, 256), (256, 4, 256), | (128, 4, 256), (256, 4, 256)
(512, 4, 256), (1024, 4, 256) | (512, 4, 256), (1024, 4, 256
4 307.2 (128, 2, 128), (256, 2, 128), | (128, 4, 256), (256, 4, 256)
(512, 2, 128), (1024, 2, 128) | (512, 4, 256), (1024, 4, 256
5 | 307.2| (512,4,128), (1024, 4,128),| (128, 4, 256), (256, 4, 256)
(2048, 4, 128) (512, 4, 256), (1024, 4, 256),
(2048, 4, 128)
6 614.4 (128, 1, 64), (256, 1, 64), (128, 4, 256), (256, 4, 256)
(512, 1, 64), (1024, 1, 64) | (512, 4, 256), (1024, 4, 256
7 614.4 (512, 2, 64), (1024, 2, 64), | (128, 4, 256), (256, 4, 256)
(2048, 2, 64) (512, 4, 256), (1024, 4, 256),
(2048, 4, 128)



Table 2: — Continued.

DRC | Data Single user transmission Multi-user transmission
index | rate format (packet size, format (packet size,
(kbps) duration, preamble) duration, preamble)
8 921.6 (1024, 2, 64), (3072, 2,64) | (128, 4, 256), (256, 4, 256)
(512, 4, 256), (1024, 4, 256
(2048, 4, 128), (3072, 2, 64
9 | 1228.8 (512, 1, 64), (1024, 1, 64), | (128, 4, 256), (256, 4, 256)
(2048, 1, 64) (512, 4, 256), (1024, 4, 256
(2048, 4, 128)
10 | 1228.8 (4096, 2, 64) (128, 4, 256), (256, 4, 256)
(512, 4, 256), (1024, 4, 256
(2048, 4, 128), (3072, 2, 64
(4096, 2, 64)
11 | 1843.2 (1024, 1, 64), (3072, 1,64) | (128, 4, 256), (256, 4, 256)
(512, 4, 256), (1024, 4, 256
(2048, 4, 128), (3072, 2, 64
12 | 2457.6 (4096, 1, 64) (128, 4, 256), (256, 4, 256)
(512, 4, 256), (1024, 4, 256
(2048, 4, 128), (3072, 2, 64
(4096, 2, 64)
13 | 1586.0 (5120, 2, 64) (128, 4, 256), (256, 4, 256)

(512, 4, 256), (1024, 4, 256
(2048, 4, 128), (3072, 2, 64
(4096, 2, 64), (5120, 2, 64)
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Table 2: — Continued.

DRC | Data Single user transmission Multi-user transmission
index | rate format (packet size, format (packet size,
(kbps) duration, preamble) duration, preamble)
14 | 3072.0 (5120, 1, 64) (128, 4, 256), (256, 4, 256)

(512, 4, 256), (1024, 4, 256
(2048, 4, 128), (3072, 2, 64
(4096, 2, 64), (5120, 2, 64)

3.2 Multicarrier EV-DO

Multicarrier EV-DO is backward compatible with 1IXEV-DO RéA.systems and
specifies up to a 20 MHz wide system with each carrier 1.25 Midew&nd terminals sup-
porting one or more carriers. A multicarrier operation aghs higher efficiencies relative
to a single-carrier because a multicarrier operation catoéxchannel frequency selec-
tivity, improve transmit efficiencies on the reverse linkdause adaptive load balancing
across carriers.

New concepts introduced in a multicarrier EV-DO are as fefi¢4]:

multilink radio link protocol (ML-RLP) for channel aggregaib;

symmetric multicarrier mode and asymmetric multicarri@d®s of operation;

multicarrier reverse traffic channel MAC;

adaptive load balancing;

flexible duplex carrier assignment.
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If EV-DO Rev. A channel cards are used in a multicarrier EV-D&dwork, ML-
RLP is required when a terminal is assigned carriers on cthaands that do not commu-
nicate with each other and operate an independent scheMlUeRLP is only necessary
on the forward link and is not required if a single scheduderesponsible for scheduling
packets across multiple carriers. The base station céetisplits packets into segments
and sends the segments to the base stations. Each chamheldspendently schedules
the segments and sends them to mobile stations and ML-RLRgaggs and reassembles
them to restore the original packets.

Multicarrier EV-DO supports a symmetric multicarrier modéebasic asymmetric
multicarrier mode, and an enhanced asymmetric multicamizde. The number of for-
ward channels is equal to the number of reverse channel®isyttmmetric multicarrier
mode. The symmetric mode of operation may be used for apiplisawith symmetric
data rate requirements on the forward and reverse linkssyinenetric multicarrier mode
enables a multicarrier operation using an aggregation eDEMRev. A channel cards. If
application uses more forward links than reverse linksagyanmetric multicarrier mode
can be used. The asymmetric mode of operation results irtegidweverse link overhead
as the pilot channels for the additional reverse link cesrége not transmitted. In the ba-
sic asymmetric multicarrier mode, a single reverse chamagi carry feedback for more
than one forward channel using unique long codes for eaab& channel. In an en-
hanced asymmetric multicarrier mode, a single reverseraianay carry feedback for
up to four forward channels using the same long code.

The main features of the multicarrier reverse traffic chamh&C are flow to
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carrier mapping, reverse link load balancing and efficiemerse link transmission. The
reverse link MAC specifies fixed allocation flows and elastie/8. Fixed allocation flows

have high priority and can use network resources up to thie liehastic allocation flows

use excess resources when the demands of all fixed allodktves have been met. The
mobile station attempts to achieve efficient transmissibilerachieving load balancing
by favoring the reverse link carrier with the least inteefere.

The base station can achieve packet-based load balanciig dorward link. If
the near uniform load is maintained across carriers on thveaia@ link, the base station
can assign carriers to mobile stations to maximize capatiligation and spectral effi-
ciency gains. The mobile station can also achieve caraseth load balancing on the
reverse link. If nearly equal interference is maintaineass carriers on the reverse link,
the mobile station can pick the instantaneously best cdoidransmitting the packet.

Any reverse channel from a band class can be coupled withawmafd channel
from the same band class or with a forward channel from andbidned class based on the
capabilities of the mobile station with flexible duplex sipgc Flexible duplex spacing
also allows using a reverse channel from a paired spectriimfanward channels from
both the paired spectrum as well as the unpaired spectruaidprg operators further

flexibility in spectrum allocation.

3.3 Worldwide I nteroper ability for Microwave Access (WiMAX)
The WIMAX system and Long Term Evolution (LTE) system arereuntly de-
ploying in the United States [16]. The current WIMAX systestbased on IEEE 802.16e

(802.16-2005) specification. There are five different ptgisiayers, WirelessMAN-SC,
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WirelessMAN-SCa, WirelessMAN-OFDM, WirelessMAX-OFDMAnd WirelessHU-
MAN. They are defined in IEEE 802.16e specification [47, 56, he WirelessMAN-
SC physical layer uses a single carrier in line of sight (L@8Yironments. It is tar-
geted for operation in the 10-66 GHz frequency band. All pfhieysical layers sup-
port non-line of sight (NLOS) environments in frequency tiebetween 2-11 GHz. The
WirelessMAN-OFDM physical layer uses the 256 point fasti@uransform (FFT) or-
thogonal frequency-division multiplexing (OFDM). The \&iessMAN-OFDMA phys-
ical layer uses 128, 256, 512, 1024, or 2048 point FFT orthabfrequency division
multiple access (OFDMA) based on system bandwidth. Moshefdurrent WiMAX
products implement the OFDMA physical layer [43]. Multigebscribers use a TDMA
method to share the wireless channel in this physical layer.
The key features of the WIMAX system are as follows:

e time division duplex (TDD), frequency division duplex (FIpCand half-duplex
FDD (H-FDD) are supported;

e several frame sizes (2 ms - 20 ms) are supported,;

e supported bandwidth ranges are from 1.25 MHz to 28 MHz;

e multiple modulation and coding schemes are supported; QPSBAM, and 64QAM
are supported modulation schemes; convolutional codespadional turbo codes,
block turbo codes, and low density parity check codes aneatgd coding schemes;

e downlink and uplink hybrid ARQ are supported;

e multi-antenna operations are supported including the rambé antenna subsys-

tem (AAS) mode; the open-loop space time coding (STC) mothesglosed-loop
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Figure 8: WIMAX frame structure

multiple-input multiple-output (MIMO) modes; and the ugitispace division mul-
tiple access (SDMA);
e multiple QoS classes can be defined; those multiple QoSedam® suitable for
combination of data, voice, and video services;
¢ efficient multicast-broadcast transmission schemes wsimgle frequency network
(SFN) concepts are supported;
e fast scheduling is possible based on flexible CQI.
Figure 8 shows the WiIMAX frame structure. There are severtibas for frame
size. Generally, each frame is configured to be 5 ms long anoes division du-
plexed into downlink and uplink subframes. There are twosgagtween a downlink

subframe and an uplink subframe. A transmit-receive ttemmsgap (TTG) occurs when
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the base station switches from transmit to receive mode aadedve-transmit transition
gap (RTG) occurs when the base station switches from re¢eit@nsmit mode. The
mobile stations use these gaps in the opposite way.

At the beginning of each frame, downlink control informatiis transmitted con-
sisting of the preamble, the frame control header (FCH), tventink map (DL-MAP),
and the uplink map (UL-MAP). The preamble is used for timecsyonization and down-
link channel estimation. The FCH carries information of thbahannels being used by
the sector in the current frame, coding, and size of the DLAVIFhe DL-MAP and the
UL-MAP define the burst start time, burst end time, modutatigpes, and forward error
control (FEC) information. The DL-MAP and UL-MAP consist offormation elements.
The size of the DL-MAP and the UL-MAP are proportional to thenber of downlink
and uplink users scheduled in that frame. The DL-MAP and UARMare modulated
with reliable modulation and coding such as BPSK or QPSK. TheMAP and UL-
MAP usually require two or four repetitions depending on¢hannel condition.

Uplink control channels are composed of the ranging chanhelCQI channel,
and the acknowledge (ACK) channel. The ranging channel gesvihe random access
capability for initial entry, timing adjustment, periodgynchronization, bandwidth re-
quest, and hand-off entry. The uplink CQI or fast feedbacknkhis used by a mobile
station to report the measured carrier to interference amkmatio (CINR) back to the
base station. This information is used for functions suchedecting the downlink mod-
ulation and coding rates. Another uplink control chanred, uplink ACK channel, trans-

ports ACK and negative acknowledge (NACK) feedback for the mow hybrid ARQ
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data transmission and occupies half an uplink slot.

The WIMAX system supports full usage of subchannels (FUS@)pantial usage
of subchannels (PUSC). In FUSC, all subcarriers have to besd#id in one cell or sector.
PUSC is designed so that only a set of the subcarriers catolsat@d to one cell or sector,
depending on the traffic conditions, and to reduce intenieaee Other options include tile
usage subchannelization (TUSC) and optional full usageraubnelization (O-FUSC) for
downlink, and optional partial usage subchannelizatiofiP(@SC) for uplink.

The burst allocation is important in WIMAX scheduling. THeape of the down-
link burst should be rectangular and slots will be wastebefdllocation algorithm is not
efficient. In an uplink burst, the number of subchannels khba minimized because of

power limitation. The shape of the uplink burst has no litnta
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CHAPTER 4

MULTIPLE PACKET BUNDLING

In this chapter, we first show the hardness of the bundlinglpro [33]. We then
discuss channel error probability of multi-user packets fially discuss QAB, CAB,
and QCB algorithms that approximately optimize QoS requénets, utilization, and both
QoS and channel utilization, respectively. The analytiddeis of QAB and CAB are
described in [12].

Efficient packet bundling may not always be beneficial dueverde channel con-
ditions observed at the mobile stations. For EV-DO, whertipiel packets are bundled,
the modulation is used for a destination with the worst clehnandition. A modulation
for a worse channel means a lower effective bit rate to cosgaterfor a higher error rate.
Thus, a multi-user packet may sacrifice data rates for atsusgsed on the worst channel.

Therefore, bundling is not a trivial task and careful demisineed to be made.

4.1 Hardnessof the Problem
We show that given a set of packets, finding a packet bundBsgament with a
minimal number is NP-complete.

Packetbundlingassignmenproblem: Given a set of packets of varying size, time

slot, and an integé, is there a bundling assignment or partition of the packdtstime

slots, with a partition size less thaf
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To prove that it is NP-complete, we prove that the following Backing Problem
that is known to be NP-complete [21, 28] can be reduced to ackgt bundling problem
in polynomial time.

Bin packingproblem: Find a partition and assignment of a set of objaath that

a constraint is satisfied or an objective function is minigor maximized). Specifically,
determine how to put the most objects in the least number efifspace bins. More
formally, given a bin sizé/ and a listaq, . .., a, of sizes of the items to pack, find an
integer B and aB-Partition of a set5; U --- U S such thatziesk a; < Viorall k =
1,...,B.

The reduction is trivial in that the object and bin sizes espond to the packet
size and time slot interval, respectively, and the partitielates to the packet bundle
assignment. Notice that this problem is easier than thel@mobf finding an optimal or
minimal packet partition. If a minimal partition is knownngly computing its size and

comparing it toB allows us to answer the question.

4.2 Uncorrected Error Probability of a Multi-user Packet
The hybrid ARQ is used in EV-DO rev. A downlink and uplink. IretkV-DO
system, a downlink hybrid ARQ is introduced from EV-DO rev.rala shows substantial
capacity gains [49]. The channel error probability of thety ARQ depends on channel
conditions. Before we discuss comparisons between undedecror probability of the
multi-user packet and that of the single user packet, we eléfasic probabilities.
e p;; is channel error probability of-th transmission using data rate control index

which is the best data rate control index in the current chbhoondition. Channel
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error probabilityp; ; is always greater than channel error probability if £ > j
because of hybrid ARQ.

° pﬁj is channel error probability of-th transmission using data rate control index
which is not the best data rate control index in the curreanalel condition. The
data rate control indek is the best data rate control index in the current channel
condition. Channel error probabilipéjj is always less than channel error probabil-
ity p;; because reliability of packet delivery increases if a lodata rate control
index is used in the same channel condition.

e d(n) is the best rate of-th packet in the current channel condition.

If the multi-user packet is composed of two single user packeth data rate

control index:, the data rate control index of multi-user packet i&n uncorrected error

probability of multi-user packe®;” follows after the first transmission.
P =1—(1—=pi1)(1 —=pi1) =2pi1 — pz',12 > Pia (4.1)

The uncorrected error probability of the multi-user packejreater than the uncorrected
error probability of the single user packet because themected error probability of the
single user packet is; ;.

The following equation is an uncorrected error probabitifymulti-user packet

P} after the second transmission. The uncorrected error piitpeof the single user

packet isp; 1p; 2.

sz =1- (1 - pi,lpi,Q)(l - pi,lpi,Q) = 2]%,1]%‘,2 - pi,lpi,22 > PiaDi2 (4-2)
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The uncorrected error probability of the multi-user padketlso greater than the uncor-
rected error probability of the single user packet in theoaddransmission.

In the s-th transmission case, the uncorrected error probabifithe single user
packet is[[;_, pi+. The uncorrected error probability of multi-user pack&t follows

after thes-th transmission.

P =1-(1- Hpi,t)(l - Hpi,t) > Hpi,t (4.3)
t=1 =1 =1

This result shows that the multi-user packet has a higheorwacted error probability
compared to the single user packet.

If the multi-user packet is composed of two single user pesckeath a data rate
control indexi andk respectively { < k), then the data rate control index of the multi-
user packet ig. An uncorrected error probability of multi-user packé&t follows after

the first transmission.

Pr=1-(1 _pi,l)(l —pﬁl) =Pia +p§,1 _pi,lpil > Pia (4.4)

The uncorrected error probability of the multi-user padkejreater than the uncorrected

error probability of the single user packet whose data rat¢rol index is the worst among

bundled packets because the uncorrected error probaifilitye single user packetis;.
The following equation is an uncorrected error probabitifymulti-user packet

P} after the second transmission. The uncorrected error piiiteof the single user

packet isp; 1p; 2.
Pt =1-(1- pi,lpi,2)(1 —pf’lpf,g) = PiaDi2 +Pﬁ1pﬁz - pi,lpi,2pﬁ1pﬁ2 > piapi2 (4.5)
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The uncorrected error probability of the multi-user padketlso greater than the uncor-
rected error probability of the single user packet in theoaddransmission.

In the s-th transmission case, the uncorrected error probabifithe single user
packetis[[;_, p;:. The uncorrected error probability of the multi-user padRg follows

after thes-th transmission.

Pr=1—(1—[]p@=]]rk) >[I pu (4.6)
t=1 t=1 t=1

This result shows that the multi-user packet has a higheorwected error probability
compared to the single user packet.

If the multi-user packet is composed @fsingle user packets with a data rate
control indexd(n) respectively, the data rate control index of the multi-usacket is
L = min!_, d(n). The uncorrected error probability of the multi-user padrg follows

after the first transmission.

q

Pr=1-J[Q-p2") > pra (4.7)

n=1
The uncorrected error probability of the multi-user padkejreater than the uncorrected
error probability of the single user packet whose data ratérol index is the worst among
bundled packets because the uncorrected error probadfisiygle user packet ig;, ;.
The following equation is an uncorrected error probabdityhe multi-user packet

P} after the second transmission. The uncorrected error piliteof the single user

packet ispr 1pr.o.
q

Py =1-TJ0a-pi"p8%) > prapre (4.8)

n=1
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The uncorrected error probability of the multi-user padketlso greater than the uncor-
rected error probability of the single user packet in theoaddransmission.

In the s-th transmission case, the uncorrected error probabifithe single user
packet is[[;_, pr:. The uncorrected error probability of multi-user pack&t follows

after thes-th transmission.

q

P"=1-— H(l — Hpi(;)) > tl_[lpL’t (4.9

n=1

This result shows that the multi-user packet has a higheorvacted error probability
compared to the single user packet whose data rate conttek iis the worst among
bundled packets.

We reduce the retransmission of a multi-user packet usiadaifowing method.
If a member of a multi-user packet is sent using a single uaekqt format, the maxi-
mum retransmission count of this single user packétisTheC is less than or equal to
the maximum retransmission count of the multi-user packehe retransmission count
of the multi-user packet is greater than or equalto the scheduler assumes that ac-
knowledgement is received even if negative acknowledgémenceived. For example,
the multi-user packet is composed of two member packetstenohaximum retransmis-
sion count of the first member is 2 and that of the second member The maximum
retransmission count of the multi-user packet is 4. Afteo twansmissions, negative
acknowledgement is received for the first member and pesacknowledgement is re-
ceived for the second member. In this case, the schedules sending the multi-user
packet because the scheduler assumes that all positivevaledgements are received

for both member packets.
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4.3 QoS Aware Packet Bundling (QAB)
With QoS aware scheduling, a packet with the longest deldywill be selected

for service as below, when packet bundling is not uséd.
p! = argmax d(p,) (4.10)

whered(p, ) is the delay of a packet of user

The above equation can be extended to a set of bundled pdgkess follows:

B*d — d )
argmax B} d(p.) (4.12)
u€ B4
suchthat ~ L(p,)/AMC(u) < T (4.12)
ucBd

whereT' is the size of time slot].(p,,) is the size of usew’s packet, andd M C'(u*)
is the AMC rate of the user with the worst channel conditione Bundle set is composed
of packets where the sum of their delays is the longest. Thetint is to ensure the
set of packets are bundled within a time slot when adaptiveéngoand modulation is
applied. As discussed earlier, finding such a set of packetaidling is an NP-complete
problem. Thus, we use an approximation algorithm called @aBhown in Algorithm 1.
The input is a queue of VoIP packets and the output is a packeliing assignment. The
QAB algorithm is similar to the Earliest Deadline First (ELdfgorithm. Both algorithms
are designed to serve real-time applications like VoIP. Where is not a real-time packet
to bundle, a BE packet will be sent along. The packet size of 8ffidiis often big enough

for an entire time slot. For handling BE traffic, we use the Rfeathm for fairness.

A packet will be dropped if the delay is greater than the nesaent.
2We discuss QoS mainly in the context of a delay parameter.edewyit can be easily applied to other
QoS parameters.
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4.4 Channel Aware Packet Bundling (CAB)
As the channel condition varies depending on the time antbttaion of a user,
the transmission data rate that a base station can send tbifestation changes, de-
pending on the channel condition. Opportunistic schedulirat maximizes the channel

utilization is to choose a packg}® whose channel rat€ QI (u) is the maximum. That is
it = argmax CQI(u) (4.13)

A natural extension of the scheme to packet bundling is t@sahe set of packets3°
that gives the maximum sum of CQIs within the time slot.

B* = arg max Z CQI(u) (4.14)

ue B¢

subjectto) . g L(pu)/AMC(u) < T.
Since an algorithm that finds such a set of packets is NP-aampa heuristic
algorithm can be used to approximate the maximum rate bumpdh sketch of the CAB

algorithm is shown in Algorithm 2. In order to better utilitee channelpacketdrom the

sameor similar channekonditions are bundled together. Since the worst AMC rataef

bundled packets will be the same or similar to the users’ cbecondition, the bundling
ratio is high, resulting in efficient channel utilizationlsA, for efficient handling of small
size real-time packets, it defines a bundling threshélgl,..,, which is the minimum
real-time data size or the number of packets that should bdleéd. By limiting B;,,csn

to a small number, packets can be scheduled without beiregreef particularly when
there are few real-time packets to be bundled. A la8gg. ., forces the real-time packets

to be bundled with a high bundling ratio, in order to bettearshthe channel with BE
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traffic.

Note that since the objective is only to maximize the uttia, it is impossible
to provide any delay guarantees. Thus, a packet may waitltorgatime for a chance of
bundling. Real-time packets that exceed the maximum allaedaly, or packets arriving

when the queue is full, will be dropped.

45 QoS and Channd Aware Packet Bundling (QCB)

The QCB scheme seeks to gain the benefits of both the QAB and CAldse
The main objectives of the QCB scheme are first to satisfy delgyyirements of real-time
packets, and then to utilize the wireless channel effigiere first define a maximum
allowed delay,Dy;,..s, that scheduling of real-time packets candsferred in the queue
without sacrificing QoS. If there are packets whose delagsgagater than or equal to
Dynresn, those packets should be bundled first in order to meet theey delquirement.
When the packets’ delays are less than,.., they attempt to utilize the channel effi-
ciently by gathering packets of similar channel condititmst can be bundled together.
The deferred scheduling of real-time packets makes roomgportunistic scheduling.
For our experiments in Chapter 5, we €&4,,..;, to be 25 ms, and;,,..., to be 4. We
have varied the parameters and found that those valuesdprawjood tradeoff between
QAB and CAB. WhenDy,..., is 0, the QCB algorithm is the same as QAB. When,...;,
is bigger than the delay threshold of dropping a packet, 88 @lgorithm is reduced to
the CAB algorithm. The pseudo-codes of the QCB algorithm &rstilated in Algorithm
3.

To fully understand the comparative benefits of QAB, CAB, and QC8 naw
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study them from simulation results from a full EV-DO implementation.
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Algorithm 1 QoS Aware packet Bundling (QAB)

if no VoIP packet
Add a BE packet to a SUP
else
Remove the oldest VoIP packet from the queue and make a MUP
while the queue is not empty and the MUP is not full
if the coding of next oldest VoIP packet is not compatible whik KMUP
if the MUP is too small to add the VoIP packet
Exit the while loop
else
Change the MUP with the new coding
Remove the VoIP packet from the queue and add it to the MUP
end if
else
Remove the next oldest VoIP packet and add it to the MUP
end if
end while
if the MUP is not full
Add a BE packet to the MUP
end if

end if
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Algorithm 2 Channel Aware packet Bundling (CAB)

if no VoIP packet
Add a BE packet to a SUP
else
while the queue is not empty and the MUP is not full
Remove a VolP packet from the queue and add it to the MUP
with corresponding coding format
end while
foreach defined MUP format
if the number of VoIP packets By esn
Create a MUP using VoIP packets
if the MUP is not full
Add a BE packet to the MUP
end if
Exit foreach loop
end if
end foreach
if no MUP created
Add a BE packet to a SUP
end if
end if

Algorithm 3 QoS and Channel aware packet Bundling (QCB)

if delay of a VoIP packet Dyyesn
Run QAB algorithm

else
Run CAB algorithm

end if
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CHAPTER 5

EVALUATION

We have implemented the complete cdma2000 1xEV-DO systeanm@mended
by the 3GPP2 evaluation methodology [54] using OPNET. We it an EV-DO link
layer because OPNET does not support an EV-DO link layerh&dest of our knowl-
edge, it is the first simulation that includes both a downknki an uplink of the EV-DO
systemt Even though our work is focused on downlink resource aliooaand schedul-
ing, the performance of the downlink is tightly coupled wighlink feedback and control
mechanisms. Therefore, our implementation provides adnsights from the inter-
play of both links. In this chapter, we describe simulatietup used in our study, our

EV-DO simulator, and discuss several prominent resultsiokeatensive simulations.

5.1 Simulation Setup
We discuss important aspects of a simulation environmetttarfollowing sub-

sections.

5.1.1 Wraparound Model

As for cell interference, we implement a 19 cell wraparouratiet as depicted in
Figure 9. It makes the interference environment more &atizan with a 7 cell model as

it considers second level interferences, and is recomnaend&4]. With the wraparound

!Previous EV-DO evaluation studies [6,52] have been comdloh each link separately.
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Figure 9: 19 cell wraparound model (The 19 white cells in thpter are our modeled
cells. The other gray cells are imaginary cells that giverierences)
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model, the interference affects other cells nearby in threukition. In Figure 9, the 19
white center cells are our modeled cells. The other gray @l imaginary cells that
show how wraparound models work. For example, when we aieuhterference of
white cell 11, cells 10, 3, 12, 18, 19, and 15 give first levadiferences and cells 16, 9, 2,
1,4,13,17,6,7, 8, 14, and 5 give second level interfererteash cell has three sectors.
From this model, we can collect the results from all cellbeathan only from the center
cell. We also evaluate the performance repeatedly and fibiinea57 sectors to provide

the statistical results.

5.1.2 Path Loss and Antenna Gain

The path distance and angle used to compute the path lossitemtha gain of a
mobile station at (x, y) to a base station at (a, b) are conapwith Equations (5.1) and

(5.2), respectively from [54].

Path_loss = 28.6 + 35log10(d)dB (5.1)
whered is the distance between the base station and the mobilerstatmeters.

A(0) = —min(12 % (6/70.0)2,20)dB (5.2)

where—180 < 6 < 180.

The distance used in the path loss between a mobile statjangtto the nearest
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base station in a group of cells centeredaab) is the minimum of the following.
min { Dist{(z,y),(a,b)}
Dist{(z,y), (a +3R,b+8V3R/2)}
Dist{(x,y), (a — 3R,b — 8V/3R/2)}
Dist{(z,y), (a +4.5R,b— TV/3R/2)}
Dist{(z,y),(a — 4.5R, b+ TV3R/2)}
Dist{(z,y), (a +7.5R,b+3R/2)}
Dist{(z,y), (a — 7.5R, b — vV/3R/2)}}

whereR is the radius of a circle that connects the six vertices ohiaeagon.

5.1.3 Channel Model

We used the five channel models as recommended in [54]. Charoudls are
randomly assigned to each mobile station. The probalsilitiat mobile stations take the
channel models A, B, C, D, and E are 0.3, 0.3, 0.2, 0.1 and O.pecésely. Table 3

summarizes the channel models that were used.

5.1.4 Traffic Generation

As the effectiveness of the scheduling algorithms wouldedeon the traffic mix,
we evaluate the algorithms under various scenarios. Wetkhangumber of VoIP sessions
from 5 to 45 users. Additionally, 10 Best Effort (BE) sessioms added to observe
the interplay of VoIP and BE traffic. For VoIP traffic, EVRC is dsas mentioned in

Chapter 3.
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Table 3: Channel models used

Channel Multi-path No. of | Speed Fading Model

model model fingers | (km/h) assignment
(paths) probability

Model A Pedestrian A| 1 3 Jakes 0.30

Model B Pedestrian B| 3 10 Jakes 0.30

Model C Vehicular A | 2 30 Jakes 0.20

Model D Pedestrian A| 1 120 Jakes 0.10

Model E Single path | 1 0, Rician Factor| 0.10

(Stationary) fp=15Hz | K=10dB

We also use silence suppression for VoIP packets, whererate/®acket is gen-
erated every 240 ms in a silence mode. Robust Header CompréRsiblC) [18] is used
as recommended in [55]. ROHC reduces IP, UDP, and RTP headersiD bytes to just
3 bytes, which leads to significant bandwidth savings. Forrati¢, FTP file downloads
are performed for large files, so that the channels do not lgofad the duration of the

simulation.

5.1.5 Reverse Link Implementation

The uplink activity includes reverse activities of apptioas such as reverse di-
rection VoIP (two way conversation) and TCP acknowledgeme®ur implementation
supports reverse link Hybrid ARQ. Reverse link Hybrid ARQ is lekped in Figure 6.
Our implementation also supports two reverse link transimmsmodes, LoLat and HiCap
modes. LoLat mode represents a low latency mode and HiCap nepdesents a high

capacity mode. LoLat mode generally uses less than 4 subfgadkolLat mode is more
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Table 4: Summary of parameters used for simulation

Parameter Value
# of VoIP users/sector 5, 10, 15, 20, 25, 30, 35, 40, 45
# of BE users/sector 10
Bandwidth 1.25 MHz
Cell radius 1 Km
Maximum BS transmission power 20W (43 dBm)
Slot length 1.667 ms
VoIP packet length 5B ~ 23 B after RoOHC
Interval of VOIP packet generation 20 ms
Path loss exponent 3.5

susceptible to channel variation because it uses less tiraesdy and fewer ARQ rounds
compared to the HiCap mode. LoLat mode also requires a larg#ictto-pilot power

ratio. HiCap mode generally uses 4 subpackets.

5.1.6 Other Simulation Parameters

Table 4 summarizes other simulation parameters.

5.2 EV-DO simulator
The layout of the EV-DO simulator is shown in Figure 10. Thawdator is com-
posed of the application configuration, the applicatiorfifgothe simulation configura-
tion, the radio channel configuration, the base stationrotiat, base stations, and mobile
stations. The relationship of simulator components is shiowrigure 11.

Traffics are defined in the application configuration. In aomsgation, Voice over
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Figure 10: EV-DO simulator layout
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Internet Protocol (VolP) and Best Effort (BE) traffics are us€wdec type, source rate,
silence suppression, voice activity length, silence #gtiength, and voice activity factor
are defined for VoIP traffic. Hypertext Transfer Protocol (HPl), File Transfer Protocol
(FTP), Database queries, E-mail, and Remote Login are stgupas types of BE traffics.
Based on the type of BE traffic, the supported parameters desatif. Generally request
size and inter-request time are defined for BE traffic.

Traffic patterns are defined in the application profile. Apgions that are defined
in the application configuration can be used to define a profilgpplication. After an
application is selected, operation mode, start time, curaand repeatability are defined
for a profile of application.

All simulation parameters, except radio channel parammetare defined in the
simulation configuration. Scheduler type, location of nhelstations, cell radius, error
rate of data rate control packets, use of fast fading, uskadf@wving, use of wraparound
model, and wireless channel assignment are notable paemethe simulation config-
uration.

Radio channel parameters are defined in the radio channebuocation. The
radio channel configuration also determines packet errormgl simulation. In order
to determine packet errors, the radio channel configurdtiads modulation tables and
fast fading tables. In each slot time, the radio channel gardition calculates path losses,
antenna gains, interferences, and signal to noise rathdR$p Packet errors are simulated

based on SNRs and random number generations.
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Figure 12: Base station controller components

5.2.1 The Base Station Controller

The base station controller receives packets from the lzadlkdnd routes pack-
ets to the base stations. The base station controller afsis ggackets to the backhaul
when the base station controller receives packets from a@ise btations. The base sta-
tion controller needs to handle inter-cell hand-offs. Whear-cell hand-offs happen, the
base station controller holds new packets from the backthauhg inter-cell hand-offs,

transfers packets between the base stations, and updateaiting information.
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The internal components of the base station controller laogvs in Figure 12.
The Radio Link Protocol (RLP) module, the BSC controller modtdansmitters, and
receivers are internal components of the base stationat@mtrTransmitters and receivers
are standard OPNET modules and we reuse those modules.

The RLP module inspects the IP packets and decides the triz§is of packets.
The RLP module also determines destination, which is oneepirtbbile stations, of the
IP packets based on an IP address. Then the RLP module rethecH? header using
Robust Header Compression. The RLP module holds all uplinkgtaeind sends the IP
packets to backhaul if all segmented IP packets are fountd buifers.

The BSC controller module routes packets to base statiomsmibbile station is
not in active mode, the BSC controller module will page the ieoftation. If a mobile
station is currently in an inter-cell hand-off mode, the BSfteoller will store packets
and deliver them to another base station after the intéheeld-off is done. If a mobile
station is in an inter-cell hand-off mode and an old baseostdbrwards packets, the
BSC controller module forwards packets to a new base stalfiba.BSC controller also

handles all uplink control packets.

5.2.2 Base Stations

A base station schedules downlink packets and sends ddwpdirkets to mobile
stations. A base station receives uplink packets from reatiétions and forwards the
uplink packets to the base station controller. A base stdteeps maintaining channel

quality information of all mobile stations and updates afegguality information when
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Figure 13: Base station components

the base station receives data rate control packets fromaokée stations.

The internal components of the base station are shown irrd-igB. Transmit-
ters, receivers, antennas, Media Access Control (MAC) modileX module, scheduler
modules, and modulator modules are internal componentsedidse station. The base
station has three scheduler modules and three modulatarlesoecause the base station
divides the cell area into three sectors (alpha, beta, amingg. Transmitters, receivers,

and antennas are standard OPNET modules and we reuse thdskesio
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The MAC module receives downlink packets and holds the padkedifferent
queues based on sectors and traffic classes. If a class oket fgceal-time class and
a packet is old enough to drop, the MAC module will drop thekeac When intra-cell
hand-off happens, the MAC module moves packets that aretadféy intra-cell hand-
off between queues. When the inter-cell hand-off happesMAC module sends all
packets that are affected by inter-cell hand-off to the Isiggon controller. The MAC
module also gives the state information of packets and quiuthe scheduler modules.
The MAC module creates single user packets or multi-usetgiadased on the scheduler
module’s decision and sends the packet to the modulator imodu

If a current slot is not scheduled yet, the scheduler mocedeests the state in-
formation of queues and packets to the MAC module. Then thedsder module decides
to send a single user packet or a multi-user packet and whath & BE packets are
included in a single user packet or a multi-user packet. rAfte decision is done, the
scheduler module publishes the decision to the MAC moduleakth slot boundary, the
scheduler module processes the Data Rate Control packetpdatds the channel condi-
tions. When the scheduler module receives an acknowledgdroenthe mobile station,
the scheduler module cancels the retransmissions if theyaleeady scheduled for the
packet that the acknowledgement is related to. When uplickgia are received in the
scheduler module, those packets are sent to the MUX module.

The modulator module holds packets from the MAC modules andsthe pack-
ets to the mobile stations. The modulator module also sdesdatransmissions up to

four times based on the data rates of a packet.
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5.2.3 Mobile Stations

A mobile station receives downlink packets and sends upletkets to a base
station. Uplink packets are composed of data packets, atkdgement packets, and
Data Rate Control packets. A mobile station has its own sckettutecide which packet
will be sent.

The internal components of the mobile station are showngurei 14. A MAC
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module, modulator module, and RLP module are internal compsrof the mobile sta-
tion. All other modules in the mobile station are standardN@&®P modules. Many mod-
ules are reused in the mobile station compared to the basenstantroller or the base
station because the mobile station should simulate paakets the application layer.

The MAC module in the mobile station can be divided by two niairctionalities.
In active states, the MAC module maintains Pilot to Intexfere Noise Ratio (PINR). If
inter-cell or intra-cell hand-off is needed, the MAC modiuréiates a hand-off process.
If no hand-off is needed, the MAC module sends data rate abp#ckets to the base
station. The MAC module queues all packets from the IP laifea. current slot is not
scheduled yet, the MAC module runs a scheduling algorithroréate a packet. Then
the MAC module sends the packet to the modulator module. depsktates, the MAC
module checks only paging control packets. If a paging cbmacket is received, the
MAC module will change its state from sleep to active aftey ithteraction between the
base station and the mobile station.

The modulator module in the mobile station is very similatht® modulator mod-
ule in the base station. Both of them send packets and schestté@smissions. The
only difference between them is how many flows the modulatdute can support. The
modulator module in the mobile station only processes upddiiows, LoLat and HiCap
flows, but the modulator module in the base station procestdisws destined to the
mobile stations in three sectors.

The RLP module in the mobile station collects MAC layer paskatd sends IP

packets to the upper layer. If partial IP packets stay in thiebs too long, the RLP
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Table 5: Definition of states in EVRC traffic generator

s(n) R(n—1) R(n)
0 1 1

1 1 1/2
2 1 1/4
3 1 1/8
4 1/2 1
5 1/2 1/2
6 1/2 1/4
7 1/2 1/8
8 1/4 1
9 1/4 1/2
10 1/4 1/4
11 1/4 1/8
12 1/8 1
13 1/8 1/2
14 1/8 1/4
15 1/8 1/8

module removes those partial packets from the buffers. ThHe Rbdule in the mobile
station decides the uplink flows. The LoLat flow is used fol-taae traffic and the HiCap

flow is used for BE traffic.

5.2.4 Implementation of EVRC

Most of the VoIP traffic generators supported by the OPNETutator are on-off

traffic generators and support only two states. Based on #8¥ 1Sstandard [59], the

56



Table 6: Scaled cumulative transition probabilities

s(n—1) Al Bl C1

0 0 0 2916
1 0 20906 25264
2 0 0 0

3 0 0 0

4 0 0 4915
5 0 17170 24969
6 21856 25887 27099
7 0 0 0

8 0 0 4522
9 0 5472 16384
10 21856 21856 24576
11 28246 29622 30802
12 0 0 5472
13 0 6554 6554
14 28377 28934 29491
15 29753 32473 32571

EVRC traffic generator needs to produce four rates (full Haadf, rate, quarter rate, and
1/8 rate) and support at least four states. We modified threlatd OPNET module to
implement the EVRC traffic generator. Implementation of tMRE traffic generator is
described in the 1S-871 standard [59]. We summarize impbmaplementation details.
First, we define states based on previous rates and curtest flable 5 shows the

definition of states in the EVRC traffic generator.
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Algorithm 4 Next transition state in the EVRC traffic generator
if z, <Al
s(n) = (4% s(n—1)+ 3) mod 16
dseif A1 <z, <B1
s(n) = (4%s(n—1)+2)mod 16
eseif B1< 2z, <C1
s(n) = (4*s(n—1)+ 1) mod 16

else
s(n) = (4% s(n—1)) mod 16
end if

When a VoIP call is started, the initial state gf:) is 0. Random numbet,,,
whose range is between 0 and 32767, is generated every 20tinhe@rend of the VolP
call. Then Table 6 and Algorithm 4 are used for determinirgyribxt state. Afteg(n) is

determined, the corresponding rai&y), is given by following.
R(n) = s—m (5.3)

5.3 Simulation Results
In this section, we first compare bundling algorithms usialag, throughput, and
average packet loss rate. We then discuss performance dlifgialgorithms with vari-
ous channel conditions and different cell models. Comparuadi-user packet bundling
to single user packet bundling is an next topic. We also ceengédferent maximum
bundling delays in the QCB Algorithm. Finally, we compare algorithms to an exist-

ing algorithm.

58



Delay(msec)
%]
[4)]

0 10 20 30 40 50
Number of VolP Users per Sector

[ ~+-QAB —=-QCB -4~ CAB |

Figure 15: Comparisons of bundling algorithms for VoIP taffelay

5.3.1 Comparisons of Bundling Algorithms

We first discuss the delay and throughput performances obtmelling algo-
rithms, QAB, CAB, and QCB. Figure 15 compares average delays d? Maiffic for
QAB, CAB, and QCB algorithms. The BE traffic throughput of the thaégorithms is
shown in Figure 16.

QAB performs the best for VoIP delay as it schedules basetd@remaining time
to meet the QoS. The BE throughput decreases as the numbelrotisers increases in
all cases, because VOIP traffic receives priority over BHitraleanwhile, CAB exhibits
the most throughput for BE, maximizing channel utilization.

QCB provides the best of both of the other methods. Noticedbspite the extra

delay due to the deferred bundling time in QCB (maximum 25 Q€)B VoIP delay is a
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Figure 16: Comparisons of bundling algorithms for BE throughp

lot closer to QAB than CAB. Meanwhile, in terms of BE throughputr scheme shows
high performance close to CAB due to bundling efficiency. Fegul5 and 16 show a good
performance tradeoff between the delay and throughputeof@B algorithm. In fact, if
we can allow even more VoIP delay depending on the remaimmgto deadline, we can
get more BE throughput via exploiting better channel divgrdHowever, the trade-off
between delay and throughput is achieved optimally witluadoa 25 ms bundling delay,
for the given parameters of the traffic load.

Figure 17 compares the average loss rate of VoIP packethddnundling algo-
rithms. The loss can be due to either channel condition gysdad the queue. In general,
the packet loss rate stays very small and insignificant,retdlie value of 0.40.5%, for

all the cases. We find that the impact of the small number chsiooal packet losses on
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the average loss rate, decreases as the amount of VoIP inaffeases. Also, the more

bundling opportunities that are given, the less loss raaelseved.

5.3.2 Comparisons of Bundling Algorithms with Various Chan@ehditions

We consider various channel conditions, and compare tHerpsance of QAB,
QCB, and CAB in Figures 18 and 19. As for the normal channel cmmjitve used
the mixture of channel model AE as specified in [54] (i.e., Channel model A 30%,
model B 30%, model C 20%, model D 10%, and model E 10%). For toel ghannel
condition, we used 100% channel model E, and for the bad tondiwe used 10%
model A, and 30% for models B, C, and D. In QAB and QCB cases, lesmge VoIP
delays are measured when the channel condition is betténel@AB case, an average

VoIP delay with a bad channel condition is less than an aeevadP delay with a normal
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Figure 18: Comparisons of bundling algorithms for averagé’\¥maffic delay under var-
ious channel conditions (normal, good, bad)

channel condition because a bad channel condition caseivee bundling chances than
a normal channel condition case. The main factor of an aeeva$P delay is deferred
bundling time in the CAB case. In general, the performancesbatter with a good
channel condition and worse with a bad channel conditiongfioschedulers. We find
that regardless of the channel condition, QCB achieves aellert tradeoff between

QAB and CAB, in that a little increase in VoIP delay brings n€&B BE throughput.

5.3.3 Comparisons of Single Cell Results to 19 Cell Wraparoundl®esu
In this subsection, we compare single cell results to 19wmdparound results.
Figures 20 shows BE throughput and Figure 21 shows VoIP d8iagle cell results are

much better than 19 cell wraparound results because thaceirger-cell interference in
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Figure 19: Comparisons of bundling algorithms for BE throughmder various channel
conditions (normal, good, bad)

the single cell model. The results will be too optimistic wivee use a single cell model.
We find that QCB achieves an excellent tradeoff between QAB@AB in different

interference models.

5.3.4 Comparisons of Single User Packet Bundling to Multi&seket Bundling
Next, we investigate the variants of QCB and observe the vaflu'e multi-user
packet bundling (we name it QCB-MUP or simply MUP) over a singler packet bundling
(SUP Multiplex) or no bundling (SUP Simplex). Figure 23 slsanteresting behavior for
the delay cumulative distribution functions (CDFs) of VolRckets when using QCB.
We compare the single-user packet (SUP) multiplex (i.endbed packets from the same

user) and MUP schemes. In the SUP multiplex, VoOIP delay as®#e when the number
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Figure 20: BE throughput of bundling algorithms in singlel @gld 19 cell wraparound
models

of users increase. Meanwhile, with MUP, VoIP deldscreases as the number of users
increase. This is because in SUP multiplex, each user takes in the use of time slots
and the period becomes longer with the increased numbereo$.u©n the other hand,
in MUP, the more VoIP packets from the increased number asusakes the bundling
easier with little need to wait, thus enhancing the mulesdiversity gain. In both QCB-
MUP and QCB-SUP multiplex cases, the CDFs show a longer tail fpeater number
of VoIP users. VoIP delay generally decreases when the nuofbélP users increase
because the chance of bundling is higher. However, some patRets have a higher
delay when the number of VoIP users increase because theecb&rongestion (many

VoIP packets existing in the queue) is higher.

64



40
35 .
30
25 -

20 - TS

Delay(msec)

15 ~

10 S —

Number of VoIP Users per Sector
—+-QAB (19 cells) QAB (1 cell) —=—QCB (19 cells)
QCB (1 cell) —4— CAB (19 cells) CAB (1 cell)

Figure 21: VoIP traffic delay of bundling algorithms in siaglell and 19 cell wraparound
models

Figure 22 compares the QCB BE throughput of the SUP simplex, i8UlBplex,
and MUP. First, the BE throughput decreases as the numbernBfugers increase, since
the higher priority is given to VoIP over the BE traffic. The dese of BE throughput
is more prominent in the SUP simplex than in the bundling se® The throughput of
packet bundling using either the SUP multiplex or the MUPrddgs gradually as they
attempt to maximize channel utilization with higher raté$wondling. Particularly, the
SUP multiplex shows higher BE throughput with a small numbderadP users, and the
MUP wins over the SUP multiplex with a large number of VolPrgsdt shows that the
efficiency of the MUP increases when the number of users gragvé takes advantage

of multi-user diversity better. As the MUP format is decidgdthe worst DRC values of
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Figure 22: Throughput of BE for SUP-simplex (no-bundlingSmultiplex and MUP
(variants of QCB)

mobile stations whose packets are bundled, it is more liteefind similar DRC users as
the number of VOIP users increases.

Table 7 gives the average packet drop rates while changengumber of VolP
users. It clearly shows that the SUP simplex cannot hand@rxalP traffic from around
25 users, since it has very high packet loss rates over 10%talfle shows that bundling
is required if we want to handle VoIP traffic. The SUP multipéend the MUP both have

low drop rates.
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Figure 23: Empirical cumulative density functions of Vol&cet delays for SUP multi-
plex and MUP (variants of QCB)

5.3.5 Comparisons of Different Maximum Bundling Delays in @&B Algorithm

In this subsection, we compare different maximum bundlietags in the QCB
algorithm. Figures 24 shows BE throughput and Figure 25 sh@AR delay. The aver-
age BE throughput of the maximum bundling delay with 15 msss khan the average
BE throughput of other maximum bundling delays. The averag® delays of the max-
imum bundling delay with 15 ms and 25 ms is better than theameshoIP delays of
the maximum bundling delay with 45 ms and 65 ms. In generalptaximum bundling
delay in the QCB algorithm is not the significant factor but ti@ximum bundling delay

with 25 ms is the best tradeoff value in those results.
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Table 7: Average packet loss (%)(packet error + drop)

No. VoIP users/sector SUP Simplex SUP Multiplex MUR
5 0.23 0.42 0.33
10 0.19 0.31 0.22
15 0.17 0.29 0.2
20 0.74 0.26 0.2
25 10.9 0.26 0.18
30 24.62 0.19 0.14
35 35.46 0.18 0.15
40 43.62 0.22 0.15
45 49.65 0.25 0.15

5.3.6 Comparisons of Our Algorithms to an Existing Algorithm

We first compare the delay and throughput performances obondling algo-
rithms to an existing scheme, PF-MUP that selects a usetisepavhose priority is the
highest (longest delay in our case) according to the PFisthgoythen adds other packets
only with the same channel quality. Figure 26 compares gectlalays of VoIP traffic for
PF-MUP, QAB, CAB, and QCB schemes. The BE traffic throughput of dlie $chemes
is shown in Figure 27.

When the number of VoIP users is small, VoIP delay of PF-MUHRaser to the
VoIP delay of QAB. When the number of VoIP users increases, the ¥elay of PF-MUP
is closer to VoIP delay of QCB. PF-MUP is a good scheme for VolBydéHowever, the
BE throughput of PF-MUP is the worst among the four schemesaterthe PF-MUP

scheme only adds packets with the same channel qualityyérage number of bundled
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Figure 24: Comparisons of different maximum bundling delayte QCB algorithm for
BE throughput

VoIP packets of the PF-MUP scheme is much less than the avexagber of bundled
VoIP packets of other schemes. Then PF-MUP should use molteuser packets to
send VoIP packets. The more the multi-user packet is usedetis BE throughput is
achieved.

Figure 28 compares the average VoIP packet loss rate of U QAB, CAB,
and QCB schemes. The average VoIP packet loss rate of the FFFsghiéme is very close
to the average VoIP packet loss rate of the QCB scheme.

In general, the QCB scheme performs better than the existimgnse, PF-MUP.
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5.3.7 Summary

For various operating conditions, CAB has the best BE througapd the worst
VoIP delay and loss, while QAB has the best VolP delay and, lasd the worst BE
throughput. The existing PF-MUP has the performance thelbise to but poorer than
QAB. The proposed QCB achieves the best of the QAB and CAB, in titatawslight
increase in VOIP delay and loss than with QAB, it provides BBtighput close to CAB.
As for variants of QCB, a multiple-user packet bundling is meffective than single user
multiple packet bundling, especially with the greater nemdf users.

Finally, let us consider the overhead of extra packet headeurred by our pro-
posed packet bundling, QCB. When single user packet bundlinged (See Figure 7,
(b)) for n packets, the excess header siz& isn bits. With multi-user packet bundling,
itis 16 x n bits. With our simulation using 30 VoIP users and 10 BE userseetor and
25 ms delay max allowance, the average number of bundlecefsackan SUP packet
was 1.9, and the average size of the bundled VoIP packets 8&bits. Meanwhile,
the average number of bundled packets in an MUP packet waadd3he average size
of the bundled VoIP packets was 1429 bits. Therefore, theheaels of SUP and MUP
arel.9 x 8/486 = 3.1% and4.3 x 16/1429 = 4.8% respectively, which is a negligible

increase compared to the huge utility gain.
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CHAPTER 6

CONCLUSIONS

We have proposed a joint QoS and Channel Aware Packet Bun@@#) algo-
rithm for VoIP packets to improve spectral efficiency in ol networks. The packet
size of real-time data such as VoIP is often very small, legahannels underutilized in
TDM cellular systems. Packet bundling could improve thencighutilization in such net-
works. However, a careful treatment should be paid due tatioc dependent and time
varying channel characteristics of wireless networksc&the packet bundling algorithm
is an NP-complete problem, we introduce approximationrétlgms, namely QoS Aware
Packet Bundling (QAB), Channel Aware Packet Bundling (CAB), and Q@B.have
validated the efficacy of the approximation algorithms tigio extensive simulations of
a complete EV-DO implementation, the first of its kind to thesbof our knowledge.
We have shown that the QCB scheme out-performs QAB and CAB dssvah existing
bundling algorithm, thus truly maximizing a multi-useaftic diversity gain, as it achieves
a high throughput for BE traffic while keeping a low delay. Wed&urther investigated
the behavior of QCB variants, and found that the QCB-Multi-LRacket (QCB-MUP)
is more effective when there are larger numbers of VoIP umsighe QCB-Single-User-
Packet-multiplex (QCB-SUP-multiplex) demonstrates moretBi6ughput and a lower
overhead with small numbers of VoIP users.

As for future work, we plan to investigate the performanc®@B when multiple

73



flows per node are allowed. With multiple flows per node, weeexphe BE throughput
of the QCB-SUP multiplex will be improved more than the curmesults show. With our
current work, when VoIP packets are sent in the SUP multipéese, only VoIP packets
are sent because the node doesn’t have any BE traffic. Wherphadlbws are permitted,
VoIP and BE traffic may be sent together leading to a better raautilization in the
QCB-SUP multiplex. Multiple flows, however, are not expectedniake a difference in
the performance of the QCB-MUP scheme.

The possible future extensions of the current work can badao multi-carrier
wireless environments [3,5]. The EV-DO revision B and WiMAxstems are good
candidates for future research areas.

In EV-DO revision B, we need to revise our QAB scheme becaudépieucar-
riers give more choices. In single carrier cases, we shduehge the MUP format to
send more VoIP packets if the DRC value of the second VoIP paslsenaller than the
DRC value of the first VoIP packet. In multi-carrier cases, @&e assign the second VoIP
packet to a different carrier if the DRC value of the secondPpacket is smaller than
the DRC value of the first VoIP packet.

In the WIMAX system, small real-time packets like VoIP make thannels un-
derutilized because of scheduling constraints. The manstcaint is the DL-MAP and
UL-MAP. Those maps are coded using the lowest coding metboduse all mobile sta-
tions need to decode the map correctly. The size of the majpestly proportional to
the number of scheduled mobile stations. The bandwidthtdpethe map is compa-

rable with the bandwidth spent by the downlink traffic if to@my mobile stations are
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scheduled in one frame. The other constraint in downlinkuistallocation. The burst
allocation should be a rectangular shape in a two dimenk&pece (symbol time and
subcarrier). The frequency reuse is another big factor sigdea scheduling algorithm.
The partial usage of subchannels (PUSC) can reduce infesrartra-cell interferences.

Our bundling algorithm can be applied to reduce the size®mhp.
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