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ABSTRACT

Even though computer usage may seem very intuitive to almost everyme have
minimum usability requirements that the user’s ability to liead the language being used.
In developing countries such as India, where the adult literdeyise66% [1], this basic
requirement for computer usage is its major hindrance. Somelotiigances to accessing
modern technology are socio-economic inequality and cultural divargitKiosk is an end-
user application as a step towards providing a text-free usefaice (Ul) using an existing
architectural framework [2]. InfoKiosk Ul is designed usingdeas such as action images to
represent types of information, mouse-over audio for navigation help, anersati help
videos throughout every screen of the application. User inputs and owutpatseKiosk are
kept intuitive and easy to understand. Two kinds of possible user inputs ardio and
mouse click. In response, the user will receive streaming audio andéar from YouTube
or the InforKiosk server. The design and development of InfoKiosk vevaborking with

technologies such as Java Sound APl and, Lumenvox text-to-speech translator.
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CHAPTER 1
INTRODUCTION

Currently, majority of people use computers for business, educattah a
entertainment through laptops, desktop computers and mobile phones. Kewse ¢areful
look at section of people who can interact with these computers, then we find asnawe
always been a productive tool for literate people with at kasinimum ability to read and
understand. These devices have been a powerful source of information atedkeow one
is using such devices then one must be, at minimum, able to retakthe the language in
use. Such a restriction renders millions of people, who are noatditer semi-literate,
unable to access world of information that could be of their impoetanfoKiosk is a step
towards making the information available to people irrespectivéheir literary skills.
InfoKiosk is an end-to-end user application with a text-free uderface (Ul) and interacts
with user based on audio, video and image display. In my work | hasgdeoed India as a
case in point because of reasons such as
1. India is house to world’s largest number of adult illiterates [1],
2. India offers diversity challenges by being a multi-lingual and, multgicels country [2].
3. India also has vast socio-economic and cultural diversity [2].

Even though | will talk about InfoKiosk application considering the ehgks in
India, its architecture and application design is quite adaptatdeytaegion of the world
facing similar challenges.

India has adult literacy rate of 66% [33, 26] which well below tleédviteracy rate
of 83%. According the UNESCO Institute for Statistic’s worldwsdevey [1], in 2008, 796
million adults were reported non-literate. Due to illiteraryd poverty people are unable to

make use of the information which is easy and, sometimes, fagailable. They are left



behind in the world where, if googled, one can get all kind of infoomain web. Some of
information has universal understandability when provided in multimedrmaats — audio,
video and images. For example, a person in a village in India woultlclevailability of
public health information from a nearby information kiosk. And for a éaregually valuable
would be any information about kind of fertilizer to be used for daiercrop. Also,
information about vaccination, immunizations, employment, government sstemeseful
when communicated on time. For making such information accessiblénet varied
population with characteristic like non-literate or semi-literamulti-lingual and multi-
cultural, it is important to concentrate on how it is presenteddn Tike information on web
and in general can be broadly divided into four kinds - text, audio anljio-video and
images. The last three together are also called multi-med@Kiosk application heavily
uses video/audio output (YouTube), text-to-audio conversion, audio feedback ages.ima
InfoKiosk application ensures that non-literate users do not feeicted while using
applications on computer.

Generally, Information & Communication Technologies enabled pubéalth
projects reach users in one of the following ways: [9]

> Exclusive Websites for diseases

> Training material available on internet such as medical jaaarad periodicals for
nurses and paramedics.

> e-Learning facilities such as web-based portals.

> Virtual knowledge centers for information dissemination.

> e-consultation of sensitive information such as AIDS



All the current and similar applications have exceedingly highl letecomplexity and
diversity.

My goal while working on, InfoKiosk, was to create a text free with an
architectural capability to enable non-literate or semiditempeople to interact and obtain
essential information from an intuitive computer application.iMglementation is inspired
from the innovative work in the paper [2] by Chowdhury and Medhi. The authave
proposed an architectural framework for electronic access anevattof public health
system in developing countries like India. There architecturebwidtsconsidering myriad of
factors like socio-economic diversity, multilingualism. The finlgisign has qualities like
inclusive, dialectic, adaptive, evolving, robust, and people sensitive.

There have been few attempts to create applications, projetig@ducts which are
aimed to help illiterate population in developing countries. In ead02 seven Indian
scientist and engineers at Simputer Trust [30], designed-aosgained handheld computer,
called Simputer [29], as an alternative to Personal Computerpteni stands for Simple
Inexpensive Multilingual People’s computer. Simputer has Linux Opgr&ystem, text-to-
speech software, smart card reader/writer, web interfatbugh screen operated by stylus
and simple handwriting recognition software. The device was thaugddao help citizens
in villages of India it ended up being used for other purposes suclndsrécords
procurement by Indian state of Karnataka, automobile engine diagnasticso on. Some of
the success inhibitors could have been high license cost, lowesfdaptops and PDAs and
lack of support from Government and NGOs.

Another work in the area of application development for illiterate ptipanland one
of the biggest influences to my work has been text-free Ulcgtign by Medhi which was

discussed in [27]. She suggested some innovative design principldsyvédoping text-free



Uls, through an ethnographic design process. The process involved gvariin250 people
and more than 300 hours for field work at urban slums in Bangahati@. These designed
principles [7, 26] have been used for some test applications such adewsleped for
informal labor job search. While developing InfoKiosk, | have followedsé proposed
design principles and also added few additional principles. She lm&xfred similar
design principles for mobile phones and also performed a usabitywith design
suggestions such as general text based, using multimedia and with dizdgrieedback. It
was concluded that non literates and semi-literate had fastgpletion rates and required
less assistance while using spoken-dialog system. It manptee that design methods for
mobile interface for non-literate users is addressed in [16].

A major influence in the design and development of InfoKiosk is tlgy#dDiGreen
project [3]. This project based on a participatory learning framne and helps small and
marginal farmers in India to access targeted agricultmfaimation. This information is
stored in a video repository and the content is generated by faamsbidomain gurus. The
produced videos are facilitated to the farmers for disseminahdntraining. The aim is to
deliver the targeted information and enable farmer to efficiepdgform their farming
operations. Some of the important findings from the digital green project arkoasf

1. Video clips which attracted more attention have an entertaifamgrf such as
women group singing folk songs.

2. It was influential when presentations and interviews where Wweharmers who
have farming experience or have benefited from the practices that arghesnbed.

3. It was well understood when a brief overview of (3-5 minuteg)m€ is presented

before conveying the actual point.



4. Farmers felt comfortable when familiar farmers from logalnity performed
demonstrations.

5. It was observed that farmers felt the need to review ftiieovior 5 times on
average.

The above findings are also important in our design of InfoKiosk.
InfoKiosk is a desktop based client-server application whetieegbrocessing tasks such

as decoding the speech, retrieving appropriate video playbackotexttand text-to-audio
translation and more takes place on the server side. Clienttast-free user interface
developed using Java Swing and Java Sound technology. The user interidesci@bed
above has been inspired by design principles discussed in [7,nB¥idsk is a desktop
based application but with these design principles one could develop ary eguafietent

web based application or a phone application.



CHAPTER 2
OVERVIEW

While creating a text free Ul | have concentrated on desigiciples recommended
in [7, 27]. One of the authors of [27], Medhi has done extensive field wiile developing
these design principles and her field work included travellingnaaeting people from 400
villages in India and South Africa. The thesis documentation has bé@dedlinto chapters
to discuss - InfoKiosk components choice, architecture behind the ajgpliead future for
InfoKiosk. In chapter 3, | tried to justify the choice of eaomponent used in the InfoKiosk
application. A detailed discussion on each module of the architecthnedbthe application
is provided in chapter 4. Also in the same chapter is the high leselssion about
interaction between those modules. The five stages of applicatiagndesoftware
components used, and application tests run are all elaborated in three seciaearfs.
Following are the four main stages of operation when user interacts with dsfoKi
1. Selecting “kind of information” sought (On Client Side)
For example: Public health Information, Agricultural Information
2. User recording the query (On Client Side)
For example: Malaria Samachar, Polio Vartalu or in a pre-e@fiformat <<Disease>>
<<Language>>

Audio bytes are transmitted over to server using HTTP Post protocol.
3. Audio to Text translation using Lumenvox (On Server Side)

Lumenvox is a speech recognition engine used to decode the disease and language.
4. Requesting Interpreter and Translator (On Server Side)

After decoding the disease and language information, following steps are metform



I. Using the disease and language information find the Youtube videorlEhé
requested information.
ii. If the video is unavailable in desired language then there are two iptiesib
a. “Text is available in desired language”: Translator is called to speé&kxthe
b. “Text is available in different language”: Translatorafied to convert the

text in desired language and speak it.
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Fig 2.1: InfoKiosk Network Architecture

This architecture is originally outlined in [2]; the impleméinta of the core
communication of this architecture is discussed in [11], whilewogk focuses from the
perspective of a text-free user interface for this architecture.

A more detailed explanation about each module is given in chapteviéw?of the

modules involved in the network architecture behind InfoKiosk is show in Figure 2.1.



CHAPTER 3
APPLICATION COMPONENT CHOICES

Design, development and implementation of the components in Infoknoskved
trying various possible choices for each and finding the optimal solwtihere all the
components perfectly work together. For example for Audio-to-Trexistation | tried an
open source and a subscription based SREs (Speech Recognition) Engifeble in the
market. The open source option, Julius [15], is a two-pass large vogabolainuous
speech recognition (LVSR) decoder software. Julius requit@ssac model, which | tried
creating using VoxForge but the model was efficient to handieususer input. Finally,
Lumenvox was used for Speech-to-Text translation.

While working on the InfoKiosk | studied various topics such as Unidodelata
storage and translation, SREs for audio to text translation and&esv APIs for interface
development. Detailed information about each of the topics is givewlssctions and an
overview can be obtained using Table 3.1

Table 3.1: InfoKiosk Technologies Used

Technologies Used for
1. Java Swing API User Interface Design
2. Java Sound API Audio, Video Interaction
JMF
Youtube API
Native Swing API
3. Lumenvox API Speech to Text Translation
Unicode
Julius
4, SGRS Grammar Grammar for Lumenvox Speech Engine




Continued...

Technologies Used for
5. Java Servlet Simulate HTTP Server
6. Jffmpeg Codec
7. Fedora 11, Eclipse and NetBeans Development Platform
3.1. Unicode

| approached Unicode seeing it as a standard way to repeegkimtanslate between
different languages using its features such as languaggndéa Though Unicode has
language tag functionality but it was not used and not recommeadesktit for language
translation.

Unicode [35] is an industry standard that allows computers to semreand
manipulate text from majority of world’s writing systems. gaage tag is specified by a
string of characters U+E0001 as tag characters. Tag valuespelled out in a format
underlined by Internet Request for Comments (RFC) 4646 [28], i.e., usenglefined tag or
registered tag which begins with “x-". Unicode consortium advicelimicode users is to
avoid the language tags in plain text because of the additional overhegaglementation.
[35]. whenever it is implemented few points must be considered
1. Consider protocols such as MIME, HTML as they may also provide language attributes

2. Consider effect of tags on syntactic meaning of text.



3.2. Text Free Ul

The text free Ul for InfoKiosk has been designed and develogéxiving design
principles [7, 27] and using Java Swing. For me the motivation and guidiageter has
been [7, 27] in the field of creating text-free interfac@snion-literate and semi-literate users
with application such as Employment search, Health symptomd baaech application. She
has done extensive field work enabling people, with low literacy andnwm computer
skills, to connect and utilize computers. The common base for alessfal text-free Ul
applications has been ethnographic design process and eliminating oeetbxt.
Ethnographic design process helped to understand that user feedbadkhs after every
step. The complete text elimination is compensated with audio fdeditnaall functional
units, mouse over-actions, and semi abstracted cartoon. All the ideadden assimilated
into following principles of text free UI:

i. Minimal use of text:

- The reason for saying “minimal use” when target ig-tee Ul is that
research has proven that numbers (1, 2, 3 etcetera) are readatd@bty of people even if
they have are illiterate.

il. Abstracted cartoons are preferred over simplified graphics:

-The hand drawn diagrams with action as visual representati@ctiofty
were easily understood.

iii. Voice feedback on all functional units:

- It has been observed that action on mouse over whenever possiblg is
helpful for user. All the functional elements on the applicationescihould have voice
audio feedback in the language selected. Such a feedback assusewhesther they have

selected what they intended to.

10



For example- In my implementation after selecting for infmron on “public health” user is
given voice feedback “You have selected to get information about “phbkldth” (In
appropriate language).

iv. Full content video to dramatize the intent and mechanism of an application.
According to [7, 27], using the above design principles led to increasesk completion
percentage to 100% from 30%. For the Job search application the phases were:

Intro page ---> Location Page ---- > Job Listing ---> Job Info
For our application

Language selection ---> Information type selection ---> Recgrduery ---> Video output

It must be noted that user-centralized design in developing countpesdieon factors such
as:

i. Requirement of innovation in design process

ii. Tweaking established process to fit the context.

iii. Designer must spend much time as possible engaging with abtesér keeping
in mind the cultural differences.

In another work [7], test results were presented for experimemtapication using
static images, text static drawing, hand-draw animation and videdth & without voice
annotation. Some of the important results were:

I. Voice annotation helps in speed of completion.

il. Richer info can be confusing and are not always better.

iii. Dynamic images were more understandable than static images.

11



Results from this work proved some obvious and non obvious things. Obvious things
were

i. Use of graphical icons may not be always useful.

il. Minimal use of text was productive

iii. Voice annotation was very helpful.

iv. Easy navigability helps in faster completion rate.

v. Degree of interaction with subject is important.
Not so obvious results were:

i. Dynamic images were easy to understand than the static images.

il. Hand-drawn images were easier to recognize than regular photographs.

iii. Visual representation was an important matter.
The main challenges of designing a text free Uls has Ibeg¢ithie visual representation must
be comprehendible to all irrespective of culture. Major outcome ofubiik which was very
useful for my thesis is that voice annotations and semi atesirdcawings were found to be
best for non-literate user. | have introduced few additional prirsciywaich add on to the
principles discussed in [7]:

i. Universal help feature on all the stages of interaction with InfoKiosk.

il. Audio Input: User interacts with InfoKiosk has been restrictetiviotypes — button
clicks and audio input. Audio Input feature makes it easy to addddtee server
side without changing the user interface.

iii. Audio or video output only: The InfoKiosk user would receive responserastabe

video played on Java Web player or an audio/video played using JMStudio player.

12



3.3 Speech -To-Text Translation

Speech to text translation is a method of converting a given saio@le in to a text in
the selected language. This is also called automatic sps@minition or speech recognition.
Speech Engines are capable of recognizing individual words but thagyeklly understand
speech in same way as humans do. A Speech engine [35] commun@aseseth
application about what the user said and then the application decides do hawdle it.
Some of the examples of dynamic speech-based applicatidome activated dialing, Bill
payment, Doctor's Appointments, Order Status, Flight Information Rimohe Shopping.
Speech recognition and voice recognition are different; voicegn#iocan deals with
identifying individual voices and not what the speaker said. Folpware the general stages
that speech recognition engines go through:

1. The engine loads a grammar and speaker audio.

2. The speaker audio, represented as waveform, is compared to wavefagoustic

model.

3. The Engine compares the results in step 2 with the words in grammar.

4. The closest matched word from the grammar is returned.

In the development of InfoKiosk application | have tried two spdedext applications
— Julius, an open source option and Lumenvox, market leaders in speech recognition software
industry [24]. These applications have been discussed in the sectiongn8l®B.2. Figure
3.2 gives a high level diagram for speech recognition enginb weispect to Julius

application.

13



Decoder

SPEECH
RECOGNITION
ENGINE
Eg. Julius

Grammer/Language Model
(-grammer, .voca files)

Language Model

Acoustic Model (.dfa,. term, .dict files)

INPUT

1. Audiorecording of Speech
G 2. Their Transcription
Output from

1. File with probability of
segquence of words.

OHIRLL Eg- Dictation Application

1. Statistical Representation of the
sounds that make up the word.

Grammar

1. Smaller file containing sets of
predefined combination of
wards

Eg— Desktop command and control or,
Telephone IVR type Application

Fig 3.1: General SRE Decoder

3.3.1. Julius

Julius [15] is one of the best open source options available for speech
recognition. Two of the important features of Julius which madéonny it are its two phase
LVSR decoder software, and it being open source product. To run asheiesh recognizer
we need two things for your language - Language model and Acoustiel MAnd this was

biggest hurdle in adopting Julius as the audio-to-text translation module fordstoKi

14



Julius is language independent decoding program which needs guadanmodel
and then for the chosen language we need an acoustic model- to nedagizer. The
recognition accuracy depends on these models. One of the biggest gridnlepen-source
SREs is the Acoustic models are not open source. Acoustic modelied using speech
audio and that speech audio is not available freely. VoxForgedradress this problem by
creating speech audio and transcriptions, and by helping to creabstix Models for Julius
and other open source SREs.

An acoustic model is used to describe the statistical repati®endf phonemes in the
defined in the SRE specific language. These statistical repatisas, also called Hidden
Markov Models (HMMs), are created using large samples of Speettte special training
algorithms. As shown in the Figure 3.1, once an acoustic modeldig, th@ decoder listens
for distinct user voice inputs and matches with the HMMs in the sticomodel. All the
matching HMMs and their corresponding phonemes are recordieal iuse is reached.
After the pause, decoder will look in pronunciation dictionary forrdumrded sequence of
phonemes. Once the word is determined a predefined grammar is stageedhe display
format.

| tried to create Speaker dependent Acoustic model using Hiddenowadolkit
(HTK) and Julius. Hidden Markov Models (HMMs) for representing soimdspeech
Recognition are developed using HTK. There are three mainisiggged in this process -
Data Preparation and create Monophone HMMs, create Tied-stgieories. Firstly, a
phonetically balanced pronunciation dictionary has to be created avitkddist of words in
grammar. Data preparation stage involved recording audio for thdesaemtences which
involve words in the grammar and more. After following the remagirsteps the acoustic

model prepared failed to decode recognize user input. One ofaseneefor failure has been

15



the insufficient resources available to create Monophones, the sdepndf she complete
process. The Monophone creation is a vital step in the creation ofrHutisi&ov Model and
the tutorial is customized to create an HMM with general seentences. These words are
associated with a particular frequency and are used in Monophest&nor The creation of
HMM model was not flexible with every grammar. Also the caabf a successful acoustic
model requires two important things — an in-depth knowledge of HiddekoM#&dodel and

HTK toolkit and large amount of training data.

3.3.2. Lumenvox

Fig 3.2 Speech Engine
Lumenvox provides speech recognition tools which are generally us&Rimard
other applications. It is not a speech verification tool. Some of tdupts made by them
are:
i. Speech Engine
ii. Speech Tuner
We are interested in Lumenvox Speech Engine. It takes audio asfilgsline input)

and is guided by grammar to recognizes the audio. It is spemapendent and no dictation

is needed.

16



Why Lumenvox?

There are several reasons to select Lumenvox for the project. Theyalteves

i. Efficient development & run-time platform by allowing dynanacguage, grammar &
audio formats.

ii. Grammar formation is easy. Grammar consists of aoketords or it can also be
expressed using Speech Recognition Grammar Specification (SRGS).

iii. User independent. Lumenvox is independent of audio source. Speechitiecotan be

performed on any audio data.

iv. Has built in support for Voice Activity Detection (VAD), whids used for noise
cancellation, NBest Results (Gives top few expected solution pribbability), SRGS

standard support.

Though Lumenvox is optimized for IVR solutions and turned out to be good
dedicated application software.

There are several standards that Lumenvox supports such as Mediaré¢e Control
Protocol (MRCP), Semantic Interpretation for Speech Recogn{®8R), VXML, and
SRGS. We are interested in SISR - a W3C proposal that afppeggammer to define a
specific interpretation for user input. For example, if the igguts "May sixth two thousand
and four" the application will understand "2004-05-06". Lumenvox defines 8$STSISR
allows grammar authors to embed snippets of JavaScript code imt8R@&S grammars, to

automatically transform what a speaker says into a format understaraablagplication.”
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Grammar Design:
For Lumenvox to work for our project, we need to design a SRGS(Speech

Recognition Grammar Specification) grammar as an additional méatuleimenvox. Once

the grammar is defined, Lumenvox uses the defined grammarerigt the user audio
input. | have designed a simple two word SRGS grammar whichieatfic serves our
purpose. The grammar is designed to accept two words - Informatightsand native
language translation for word “news”. For example if the usemstsvinformation about
Malaria in Hindi then they would say “Malaria Samachar”, whéMalaria” is the

information sought and “Samachar” is the Hindi translation for word “news”.

Table 3.2: User Audio Query Format

Information Native Language Information
Sought translation for | sought in
(RETRIEVED) | word “news” language
(RETRIEVED) | (DERIVED)
1. | Malaria Samachar Malaria Samachar Hindi
2. | Malaria Varthalu Malaria Varthalu Telugu
3. | Malaria News Malaria News English

Grammar format:
The Lumenvox Speech Engine supports grammars must be writterdingcto

SRGS grammar rules. The basic structure of a gramnemwfiluld consist of Grammar
Identifier, Grammar Header and Rules. Grammar Identifieradeslthe type of grammar
being used, for example ABNF grammar. The language of ini@nacoot rule definition

(where the engine begins search) and expected interactive ar®dee three section under
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Grammar Header. Finally, the Grammar Rules specify combmafi words the Engine can
recognize. Each rule has a name starting with $ characteémametliately after the = sign is
the rule expansion. The rule expansion contains the words associdtethevirule and

optionally can include the word pronunciation with its probability of occurrence.

Grammar used for InfoKiosk application is as show in Figure 3.3

#ABMNF 1.0 UTF-8; } > Gramma Identifier

mode voice; A

: » Grammar Header
anguage en-US;

tag-format <lumenvox/1.0=; >
Rules
root Smain; Y, T
A
4 A

Sdisease = (/.30/malaria:"MALARIA" | /.30/dengue '."DlENGUE"[f.SDprIiG:"PDLID"[f.l,r’SNULL}I;

Snews =( news:"news"|"{S AH M AA CH AA R:samachar}"|"{S AH M AA CH AE
R:samacharHalf}"|"{S AH M AA CH ER:samachar1}"|"{V AA ER TH AA L UH:varthalu}”|"1S AA M

HH AA CH AA R:samachar2}”|"{S AA M HH AA CHE R:samachar3}"|"{S AA M HH AA CH EY

R:samachar4}");

Smain ={$="YOU SAID: "} Sdisease {$+=55} [Snews {5+=" "+55}];

Fig 3.3 Lumenvox Grammar
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Running Lumenvox Service and Output:
InfoKiosk application uses Speech Engine Lite - License seofitemenVox Speech

Engine [20]. This license version can be used to recognize up to @@&/pronunciations
per interaction. LumenVox Speech Engine supports multiple langaagegerforms speech
recognition with audio feed. Speech Engine API provides the applicatibra speech port
to communicate with it. Following are the steps that InfoKiosk gbesugh to decode the
user audio data:

i. Opening a new port to connect InfoKiosk to Speech Engine

ii. Load a grammar

iii. Load audio data

iv. Instruct the engine to get result.

The Speech Engine Lite gives access to use speech remogedburce on per channel

basis. Before running the program to connect to Speech EngineitihenVox license

server is turned on.

[Prashant@localhost example]$ su

Password :

[root@localhost example]# cd /etc/lumenvox/
[root@localhost lumenvox]# 1s

license_authentication. conf
[root@localhost lumenvox]# lvservives_restarter.sh
pash: lvservives_restarter.sh: command not found
[root@localhost lumenvox]# ./lvservices_restarter.sh
Tue Nov 2 04:20:24 CDT 2010
Fhecking lvsred ...
Fhecking lvlicensed ...
Return Code 2 2
Current Status: lv_license_server dead but subsys locked
(Re)Starting ...
btarting Lumenvox License Server: [ oK 1]
Fhecking lvmediaserverd ...
. /lvservices_restarter.sh: line 25: /etc/init.d/lvmediaserverd: No such file or directory
Return Code : 127
Current Status
(Re)Starting ...
. /lvservices_restarter.sh: line 32: /etc/init.d/lvmediaserverd: No such file or directory

[root@localhost lumenvox]# I X

Fig 3.4: Start Lumenvox Services
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Command for restarting LumenVox Services as seen in Figure 34 |

“/letc/lumenvox/Ivservices_restarter.sh”.

[root@localhost examplel# ./example 127.0.0.1 2.raw
Connecting to 127.0.0.1

NMumber of Interpretation 1

Interpretation 1:

malaria varthalu

Interpretation Score :118

count=0, decode returns 1
NMumber of Interpretation 1
Interpretation 1:

malaria varthalu
Interpretation Score :118

count=1, decode returns 1
NMumber of Interpretation 1
Interpretation 1:

malaria varthalu
Interpretation Score :118

count=2, decode returns 1
NMumber of Interpretation 1
Interpretation 1:

malaria varthalu
Interpretation Score :118

Fig 3.5: Lumenvox Audio Decode Output

Once the services are started the C++ decode program [Appendix: ] is run tot¢onne

Speech Engine using new grammar and audio. Figure 3.5 shows the output of that program.

How Speech Engine works with Grammar:

The Speech Engine begins audio decoding from root rule, “main” irKigk
grammar as show in Figure 3.3. It then steps through the legal expargiensontrol logic

moves into the rules “$disease” and “$news”, as it can match agaim&tination of both
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rules. The final result, indicated using $main rule, is a concabenafi the results from
$disease and $news rules. Figure 3.4 show an example where “2udw’ fde has
pronunciation “malaria varthalu” where $disease rule returns “réland $news rule

returns “varthalu”. The output of the decode program is shown in Figure 3.5.
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CHAPTER 4

ARCHITECTURAL FRAMEWORK FOR NETWORK BEHIND INFOKIOSK

The architectural framework for the network is adopted from taendwork
suggested in paper [2] by Chowdhury and Medhi. This architectamalefvork has 4 main
components:
I. User-interface
ii. Information Base
iii. Request Interpreter
iv. Translator

The module interactions have been elaborately discussed as a

thesis work by Jamithreddy [11] in his thesis work.

4.1. Modules
4.1.1 User Interface (Ul)
User interaction with InfoKiosk begins at this point. As the t&deusers for
InfoKiosk are non-literate and semi-literate, | have @@a text free user interface using the

design principles [7, 27]. Text-free Ul has been discussed in detail iors8Q.

4.1.2 Request Interpreter (RI)

This module is one part of server which listens to the User-&aeninodule for http
post request with audio of user request and other information suem@sge-response-
requested. After receiving the audio bytes, the Request Interpret@mplest scenario, will
pass the bytes to the speech-to-text sub module of Translatoramaaidigets back text

format of words pronounced in the audio. After receiving result frp@e&h-To-Text sub
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module, RI will check in Information base for a video containirguested information in
requested language. Based on this text request interpretey ke one of the following

choices:

Case 1: If such a Youtube video is available then return the corresgoneolutube videolD
to Ul module.

Case 2: If the video is not available for the requested information requested language
then we need to look for text information. In case of having text irdbom in requested
language, a call to Text-To-Speech sub module will give us thereel audio. This Audio is
returned back to Ul module.

Case 3: If Case 1 and Case 2 are not satisfied then contioiclmges to Case 3. Here a
check is made to see if the requested information is presdakiain a language other than
requested language. In such a situation two sub modules of Tramsladoite are used.
Firstly, the Text-To-Text module is used to convert the alstal text in requested language.
Secondly, the Text-To-Speech module is used to convert into audio Wwhiel are
transmitted to Ul module via Request Interpreter.

Case 4: If none of the above cases are applicable then HTTP “50ImNi@mented”
response is sent back. On receiving this message at Ul module, an audio infoenadgpus

unavailability of information is played back in the language user is integacti
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Table 4.1: Request Processing Steps

Possible Outcomes | Video or Text Text Available | No Text or
----------- > Audio Available in | in Another Audio-
Available in | RL Language Video is
RL available
|
| Case 1 Case 3
| Example Situation Case 2 Case 4.
|
|
%
Requested STEP1: STEP 1: STEP 1: Text- | STEP 1:
Information : Malaria | Youtube Text-To- To-Text(TTT) | Audio
VidoelD is Speech Sub | sub module is | saying that
returned to | module of called STEP 2:| the
Requested Ul module Translator TTT sub requested
Language(RL): module is module calls [ information
Telugu called. Text-To- is played
STEP 2: Speech Sub back at Ul
Audio bytes | module (Sub | module
are returned | modules are
to Ul module | part of
Translator
Module)
STEP 3:
Audio bytes are
returned to Ul
module
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4.1.3 Translator

This module is second part of server, the first being the Redutespreter. This
module has three sub modules - Text-To-Speech, Speech-To-Tekesanib-Text. For the
Speech-To-Text translation | have tried Julius SRE and LumenveecBiengine. Finally,
based on the advantages | decided to use Lumenvox Speech Engine. Lunteimamsi&tor
needs two things - a grammar and C++ program to decode the keoide. Based on the
decoding requested information, a Youtube videolD is selected fbgrsarcorresponding
language and returned back to the User-Interface Module. Thestedueformation - about
a Disease or Crop - may not be available, in such a casd lhenchecked if the same

information is available in text format in same or different language.

4.1.4 Information Base

For the information base, we decided to use a Youtube channel to €torel¢bs
required. Each of the Youtube videos has a video ID, which is returnedetaritisrface
module to be played for user. Information Base module also has videbss and text
documents. If the requested information is not available as a Yowidbe then other

options are considered in the order of priority as discussed in table 5.1.
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CHAPTER 5
APPLICATION DESIGN, IMPLEMENTATION AND TESTING
Text free Ul Application design and implementation is veryllenging mainly for
two reasons - there has not been much application development donefieldhiand the
applications developed in this domain are very user centric and requires a coestdoper-
user interaction during the software development. In this chaptdiscuss the different
stages of user interaction with InfoKiosk in section 5.1, the sodtwaols used to build the
Ul are discussed in following section 5.2 and finally in theigecb.3 an application
evaluation from user point of view has been made.
5.1 Stages of Design
InfoKiosk application has features which are universal totsliscreens such as
buttons with voice over, introductory video link on all screens and use ofdnandimages
to maximum extent. These features has been added keeping in maesitdpe principles of
[7, 27]. InfoKiosk application design can be divided into five lews@sed on the interaction
with the user. These stages are: Stage 1) Languagei@seletage 2) Information domain
selection, stage 3) User request (audio) submission, stagel€) wi audio reply and stage

5) Help video.

Stage 1: Language selection

The language selection stage gives user a choice of languadcinwser wants to
interact with the system. As the target users are naatitend semi-literate, the possibility
that they have low income level and less social interactiongis. flihese are some of the

factors | have considered while identifying things users nrigjate to a particular language.
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Following were the possible options for the images to be used toseepra language
selection:

1. Local Political leader’s pictures.

2. Regional Sport person or Movie Star

3. Regional famous monuments

4. Words written in the regional language and use of numbers.

It is quite common that people tend to recognize their regiangubge if seen in
written format. They may not be able to read it but they ideritdyg their language. We have
built our Language Selection interface based on this thought. FAduie a screenshot of the
InfoKiosk language selection interface. We have several butemisweith an icon depicting
words from that particular language. As we have discussed in signdarinciples [7, 27],
people tend to comfortable with number so we have used numbers wdremwliftolors to

identify the different languages along with the icons.
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Telugu Help

InfoKiosk: Language Selection

=
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Fig 5.1: Language Selection
Tamil

Stage 2: Information Domain Selection

As show in Figure 5.2, at this stage users have to make a dabfoibe kind of
information they will be seeking. The range of available doma currently limited for the

demo purpose but the application is scalable to as many domains as desired. The camai
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be accessed by clicking on buttons representing the domain. Each denegiresented by a
hand drawn image which is displayed as icon on the button. As desaribleid thesis in

chapter 2, the diagrams are made depicting an action taking athee than a still image. It
has been observed that images depicting an action are more easiyqik Once the users
make the choice of the information domain they are transferrektstage. This stage also

provides the user choice to get back to language selection screen.

Agriculture
domain

Help

Basic Application Example

File Help

N

Language
Health Fig 5.2: Domain Selection Selection
domair

Following are the information domains which are largely used by arseé thus have been
used for demonstration purpose:

1. Medical Domain Information

30



Medical information is direly needed by Indian people in villagesl towns
especially in the circumstances where there is no public hesdtlityf or doctor available.
The kind of general information that is sought is about disease sudalaria, Polio. Also
general information about vaccinations and immunization can be provdedgh this
domain.

2. Agricultural/farming Information

India has been an agricultural country for a long time with 60%e population [5]
living on it for livelihood. The livelihood of many and especially poor farmers has inade
critical due to many factors like unfriendly climate and govemtrignorance. Also, majority
of the Indian farmers suffer with lack of information of good modarming practices. One
of the reason farmers tend to follow their intuition or go by thedageof fellow villagers.
These factors make agricultural related information a popular mdinhterest among
villagers.

Other information domains where InfoKiosk can be used are rural emid
information, general election information and government welfafernses. Also the
application of InfoKiosk is not limited to the domains discussed.

Stage 3: User request (Audio) submission

Once the users are in this stage, they are ready to réeordjtiery in a predefined
format and click on next button. The user query should be in pre-ddbneat of two
words. For example if the user wants to query about information abdatiafjzolio in
Hindi/Telugu i.e. firstly, selecting “Hindi/Telugu in Languagel&tion” Stage and secondly,
selecting Public-health information in “Information Domain Selecsteje. The user audio
input for such a case would look like:

i. Malaria Samachar: Where Samachar means News.
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ii. Polio Varthalu: Where Varthalu means News.

This interpretation of the users audio input is done at seiger Client application

would send the recorded audio bytes over HTTP to the server or Requesrpreter and

server would decode the audio using the explained grammar to underst@nidfarmation

is requested. The server side audio to text translation is damg the C program. After

understanding the information requested in the language, server dideowilup if such

information is present in the defined priority order. The priority order is:

a.

b.

Requested information in audio format.

Requested information in requested language in video format

Table 5.1: Possible Outputs From Request Interpreter

Information return priority | When is it What will Notes
order possible? client receive
from server?
1. | Requested information in | If such a video is | Youtube
requested language in vidg@resent on our | VideolD
format Youtube channel
2. | Requested information in | 1. Priority order 1| Audio bytes | If requested
requested language in audjcannot be which will be | information is present
format satisfied. combined to | in given language as
2. Requested form an text
information is audio file. then Server makes

available in any
language as Text
Or requested
information is
present in desireg
language as audi

7

call to text-to-speech
module.

If requested
information is present
in different language
as text then Server has
to make two calls -to
text-to-text module

and text-to-speech
module.
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FileDutputS5tream outl=new FileOutputStream{f)

int frameSizeInBytes = format.getFrameSize () !

int bufferLengthInFrames = line.getBufferSize() [ 2:

int bufferlengthInBytes = bufferlLengthInFrames * frameSizeInBytes;
byte[] data = new byte[bufferLengthInBytes] ;

int numEytesRead:;

line.startc(}

while (thread != mmll) {
if{ (numByteshead = line.read{data, 0, bufferlLengthInEytes)) = -1}
break:
1
out.write{data, 0, nunBytesEead) ;
1
// we reached the end of the stream. stop and close the line.

line.stop{}
line.clo=e () :
line = null;
/4 stop and close the output stream
out.flush{) ;
cut.claose () :
byte audioByte=s[] = out.toBytelrray()
outl.write {audiocBytes) ;
S/AIMP: HOT FLUSTHG wa= important reason correct file was formed.
Sfoutl . flush () ;
outl.claose () ;

Fig 5.3 Code To Capture Audio
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Record Audio Process
Reques reques

4 Capture/Playbac -+ X

File: untitled Length: 0.0 Position: 0.0

Fig 5.4: Audio Request Recording

Stage 4: Video and/or Audio Reply
InfoKiosk is capable of playing a typical Youtube video or steshdlamat audio file using
JMStudio player. Client application makes an informed decision ofhwpleyer to choose

based on the HTTP response from server.
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Youtube Video

Mative Web Browser component

File ‘\iew

o =5 [ | |tp:ﬁwww.youtube.comM’QBhGSQZfog?f=videos&app=youtube_gdata&autoplay='l B

Il |0 015/544 ei@m— EIJ N |

Transferring data from vS.lscache5.c.youtube,com...

Fig 5.5: Youtube Web Player

AV output

i 41 1 (@
Fig 5.6: IMStudio Player
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Stage 5: Help video
A help button is displayed to the user on all the screens. This gsex the choice of
watching a Youtube video which has the usability demo of the ergpkcation and its

features.

package medcarekiosk;
import javax.swing.JFrame;
import chrriis.common.UIUtils;
import chrriis.dj.nativeswing.NativeSwing;
import chrrii=s.dj.nativeswing.swtimpl.HativeInterface;
import java.awt.BorderLayout;
import javax.swing.SwingUtilities:
_I.l"s'-r:-r
-
# @author Prashant
L
public class IntroductionScreen {
public IntroductionScreen()
{
UITtils.=setPreferredLookAndFeel () ;
HativelInterface.open():
SwingUtilities.invokeLater (new Bunnable () {
public void run() {
JFrame frame = new JFrame ("Youtube Video™):
frame.setDefaultCloseCperation (JFrame .EXIT ON CLOSE);
frame.getContentPane () .add (new SimpleWebBrowserExample
("http: /S www. yvoutube . com/v,/IVbg2yQHS2g7?
f=videosiapp=youtube gdata&autoplay=1"}, BorderlLayout.CENTER):
frame.setSize (800, 600);
frame.setLocationByPlatform(true) ;
frame.setVisible (true) ;

1):

NHativeInterface.runEventPumg () ;

Fig 5.7 Code for Introduction Help Screen
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5.2 Tools and Software Used
5.2.1 Video Playback:

There are two players | have used to play videos and audio froertke $ have used
Adobe Flash player and Java Sound JMStudio[13]. Playing Youtube videchalenging
with respect to the format Youtube videos are returned. The Youtdbesvare returned in
SWF format which cannot be streamed on normal video players liggudld and advanced
players like VLC. Note, the Youtube used to allow there video tstieamed from players
like VLC but they do not any more. In order to play Youtube videedded a Java Web
player and | have used third party player from DJ Project [6].

The Youtube videos are automatically played full screen usingJRls format. We
use the following Youtube link format to stream the video.

http://www.youtube.com/v/VIDEQO _ID?f=videos&app=youtube gdata&autoplay=1

In such a link, we would only need Youtube videolD, obtained from InfoKin&krhation
Base, to stream the video.

To play an audio file in common format like WAV we use JMStuday@t which is
provided by Oracle along with (Java Media Framework) JMF frasnewackage. JMF is a
module which handles audio and video files in Java; and included in @&dmmlayer called
Java Media Studio (JMStudio). JMStudio finds the customized playeplay the audio,
based on properties such as Audio codec and video codec. Often tiaisstdt find a codec
and would be unable to handle the format. Jffmpeg plug-in [14] istag@dyback a number
of audio and video formats. For example, audio formats supported are MP3, AC3 ang¢ Vorbis
video formats supported are H263, MPEG, WMV and more.

In the case when the audio is sent from server it is firshbaded and played back

using JMStudio player.
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5.2.2 Audio Request Recording:

Voice recording has been done using Java Sound API. Java Sound accepis audio
predefined formats only and it also based on the audio-video suppibet sf/stem. It was
observed that the most generally used audio formats like mpeg,ea®inet successfully
handled using basic Java Sound API. In order to accommodate the dgfitibave used
JFFmpeg, free software licensed under the LGPL/GPL. It isossplatform solution to

record, convert and stream media - audio and video.

AudioFormat format

getFormat () ;

DataLine.Info info = new DatalLine.Info{TargetDataLine.class,
format) ;

Line linel;

if (AudioSystem.isLineSupported(Port.Info.MICRCPHONE) ) {
try {

linel = (Port) AudioSystem.getLine (
Port.Info.MICROPHOHNE) ;

X

catch{Exception e) {System.out.println{"Error!"™):}

if (lAudioSystem.isLineSupported{info)) {

shutDown {"Line matching " + info + " not supported.™);
retarn;

i

!/ get and open the target data line for capture

try {
line = (TargetDataLine) AudioSystem.getLine (info);

line.open{format, line.getBufferSize({)):

} catch (LineUnavailableException ex) {
shutDown {"Unable to open the line: ™ 4+ ex);
return;

} catch (SecurityException ex) {

shutDown {ex.toS5tring{)} ;

avaSmmd ahogTnFaNdialne i -

Fig 5.8: Code to Set the Audio Format
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The audio format supported by JMstudio player is defined in thesscla
javax.sound.sampled.AudioFormat. Sound is defined by fields such big-endiaieer |
endian storage format, number of channels, type of encoding, and fiaem frame rate,
sample size in bits and sample rate. The speech-to-text conused in the thesis,
Lumenvox, requires audio to be fed in a specific format. Followiegtlae values of the
parameters used:

i. Storage Format: little-endian format.

ii. Number of Channel: Mono channel.

iii. Sample Size: 16 bits

iv. Sample Rate and Frame Rate: 8KHz

v. Encoding: PCM Signed

vi. Frame Size: (Sample Size/8)*channels

5.3 Evaluation
InfoKiosk has been tested to check following features of the apiplic— content
understandability and ease of navigation. InfoKiosk has been designedigkéelepinon-
literate or semi literate population in India as a case in pliingeneral, a user makes a
request for certain information in a particular language. Ifuber is given the requested
information in the desired language and format then the test<asid to have successfully

passed.
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System.ount.println{"Post request to sStart..."):
URL serverURL=new URL{"http://localhost:8080/InfoKioskServer/Index") ;
HttpURLCommection serverConnection=(HttpURLConnection)serverURL.openConnection () ;
serverConnection. setRequestMethod ("PCST™)
serverConnection.setConnectTimeout (2 o) »
serverConnection. setReadTimeount {3 18 0]
serverConnection.setDofutput (true) ;
serverConnection.connect () ;

ByteArrayOutputStream byteoutput=(ByteArrayCutputStream)serverConnection.getOutputStream() ;
byteoutput.write (audioBytes) ;
if (zerverConnection.getResponseCode {)=—HttpURLConnection.HITF OK)

{
if(serverConnection.getResponseMessage () .equals ("audiolnly™))
isAudioCnly=true;
else
videoID="IVbqgZyQHS2g";
1

serverConnection.disconnect () ;

ByteArrayInputStream bais = new ByteArrayInputStream({audiocBytes) ;
audioInputStream = new LudioInputStream(bai=s, format, audioBytes.length f frameSizeInBytes):
long milliseconds = (long) ((audioInputStream.getFrameLength() * 1 } / format.getFrameRate()) :

duration = milliseconds f 1
audioInputStream.reset ()

Fig 5.9: Client Sending Audio bytes over HTTP

The test cases have been run against the InfoKioskServevea which accepts the
client's audio data and creates a “.raw” audio file from it. TifeKiosk application and
InfoKiosk server communicate using HTTP protocol. This audioigiléed to Lumenvox
code for decoding and recognizing the information requested. Depending oraitability
of the requested information and its format, a response is genfrathd client. Figure 5.9
gives the code for connecting to InfoKioskServer using HTTPsanding audio data using

POST method.
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* @see HttpServlet#doPost (HttpServletRequest regquest, HttpServletResponse response)

/
* )

protected void doPost (HttpServletRequest request, HttpServletBResponse response) throws ServletException, IOException {
// TODD Ruto-generated method stub

System.out.println({"R
byte[] b=new byte[Z0C

t iz coming from: " + request.getRemoteHost()):

ServlietInputStream sis=request.getInputStream();

int k=0;
int tempPointer=0;
;e

fSystem.out.println ("Bytes read: "+k);
while({{k=sis.read(b))!=-1)

{
System.out.println{"By r "+k) ;
System.arraycopy(b, ¢, temp, tempPointer, kj);
tempPointer+=k;
}
byte [] byteArray=new byte[tempPointer];
System.arraycopy{byteArray, 0, temp, O, tempPointer):;
File f=new File({"/home/Prasl /Desktop/DownloadedlAudio.raw™) ;

FileQutputStream fo=new FileQutputStream(f):
fo.write {byteArray);
System.out.println("After file creation..."):
fo.close() ;

//out.println ("Request iz coming from: " + request.getRemoteHost()):

Fig 5.10 : InfoKioskServer handling the client data

The InfoKioskServer would accept such post request and form a RAW format audio

file. The code handling the client request is shown in Figure 5.10.
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Table 5.2 InfoKiosk Test Cases

Test Case Steps Involved Results
Requested Client: Successfully
Information is a. Selecting a language. Completed.

available as

Youtube video.

Sub Cases:

- All requested
Language

- All requested

b. Selecting a domain of interest

c. Recording and submitting the audio
request.

d. Stream the Youtube video based on
VideolD.

Server:

domains a. Request is decoded using Lumenvox.
b. Select corresponding Youtube VideolD
and return to client.
Requested Client: Successfully
Information is a. Selecting a language. Completed.

available as vided

on server.

Sub Cases:

- All requested
Language

- All requested
domains

b. Selecting a domain of interest

c. Recording and submitting the audio
request.

d. Play the video after downloading it throu
link obtained from server.

Server:
a. Request is decoded using Lumenvox.
b. Select corresponding video link and retu

to client.

oh

N
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Table 5.2 continued ...

Test Case Steps Involved Results
3. | Requested Client: To Implement
Information is a. Selecting a language.

available in same b. Selecting a domain of interest
or different c. Recording and submitting the audio
language as text request.
d. Download the Audio and play
Server:
a. Request is decoded using Lumenvox.
b. Select the available text and input it to Text-
to-Text converter and then to Text-to-
Speech converter.
c. Send the audio link back to Client.

4. | Requested Client: To Implement
Information a. Selecting a language.
available in b. Selecting a domain of interest
different c. Recording and submitting the audio
languages as request.
audio/video d. Download the Audio and play
Server:

a. Request is decoded using Lumenvox.
b. Select the available audio/video and call
speech-to-speech converter.

c. Send the audio link back to client.

5. | Requested Server To Implement
information not a. Send Audio bytes which say “No
available Information” in the user selected language
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While | have tried to include all the test cases but thezecases which are not
covered due to the lack of availability of such features. The dlesveases do include cases
when requested information is available in different language or Weea is no information
available. This case with information available in different legg requires a text-to-text
converter, which is seen as one of the future improvement to the application

Another aspect that has been studied under during the evaluation ofdKeodk
application is its ability to portable to different environment etiter terms its flexibility.
The two stages of InfoKiosk application — Language Selectiofgrnvation Domain
Selection — provide the flexibility by defining the button-basetecti®n procedure.
Language selection in a button-based selection mode involves dedinamguage specific
button with an appropriate image. So adding or removing a new languageesadding or
removing a new button with a corresponding image. As shown in figure 3t avamall
image size we can show 9 different language categoriedafynthe Domain selection, as
shown in figure 5.2, also reflects similar flexibility. Figusell briefly shows kind of

information exchanged in a typical InfoKiosk application.
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Fig 5.11 Sequence diagram for InfoKiosk Application
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CHAPTER 6
CONCLUSION AND FUTURE WORK

As the target user for InfoKiosk application is semi-literseand non-literate
population, one way to imagine the possible amount of usage of suchatipplican be the
population of target audience. India currently has largest percemtig®on-literate
population of any nation on earth. The population of adult illiteratesidia [[17] is 291
million out of world count of 796 million. So the application has the chaode influence a
very large volume of consumers.

Application is scalable with respect to the languages and dplelid@main. Each
domain or language has can be selected by click of a button so addeyy domain or
language would mean adding a new button. | have created applicatiomarwéxample of
public health and agriculture information domain but it can be useahfodomain of choice
of the user.

| understand the importance of testing an application and regret that we esbtios t
application using target users. In future if possible we can gmtbéek after testing
application against target user. Such a feedback would let us impewusability aspect of
the application. For example - currently we have only one stage @pptieation which has
majority audio only interaction i.e. the User Request (Audio) phasthelfuser is seen
comfortable to such an interaction we can extend it to other phases like langgiagaen.

India has around 617 million mobile subscribers [37], second largeke iwdrld.
The increasing number of phones with access to web will makenfakiosk mobile
application a very lucrative option. India entered 3G arena in 2008 vatter@ment led
Bharat Sanchar Nigam Limited (BSNL) providing mobile and dateices. The launch of

3G services by private mobile service provider starts Nove2iED [38]. It would decrease
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the hardware and labor cost as it would require no installationt ahgbimakes the product
mobile, maintainable and more reachable to common people. InfoKiosk rasbde
application would follow same stages of design illustrated inti®ec5.1, thus not
deprecating users of its benefits. One of the hindrances of usiolfidsk as mobile
application would be the cost of a smartphone, a phone with advanced concpptatgity
and connectivity. The price of a smartphone in India is Rs 20,000 and [@3¢ve/ith the
audience for our application in mind, such a smartphone can be sharedrb#tev@eople in
a under a community in a village. Developing text free Uls pplasifor mobile phones has
also been suggested in [25, 16]. Lalji and Good [16] have used useedemteremental
design approach and discuss mobile phone design approach for non-literate persons.

A sample android phone application for InfoKiosk was created and fegirend 6.2

are the screenshots.

Bl ® @ 5:56em

Fig 6.1: Prototype Android Application — Language Selection
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%ﬂ@ @ 9:21em

Fig 6.2: Prototype Android Application — Domain Selection

Each domain of InfoKiosk application is defined to handle specific setgoiests and
is not all compassing. For example, on selection of medical domain would handi regue
specific format such as <disease-name><request-in-a-spkacijuage>. Disease domain
would give general information about a particular disease aklbleain the media such as
internet article or Youtube video. InfoKiosk cannot provide a knowledgdabliback if

audio request is a question. The application would not be able to preqgasst like “I have
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102 F temperature, what medicine should | take?”. Its inability comes due to the fact that the

grammar defined for Speech Recognition Engine is not defined to handle it.
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APPENDIX
I. Lumenvox Program
#include <LVSpeechPort.h>

#include <iostream>
#include <fstream>
#include <sys/types.h>
#include <sys/stat.h>
#include <fcntl.h>
#include <sys/mman.h>
#include <unistd.h>

void run_decode(std::string ip,std::string grammar_name)

{

std::string FileName = grammar_name;
SOUND_FORMAT audio_format = PCM_8KHZ;
std::string grammar_fn="publicHealth.gram";

LVSpeechPort port;
//1. Open Audio file
int FileHandle=open(FileName.c_str(), O_RDONLY, S_IREAD);

if (FileHandle ==-1)

{
printf("Cannot open the file %s \n",FileName.c_str());
return;

struct stat temp_stat;
//2. Getting statistics of the audio file e.g. length of file.
if (stat(FileName.c_str(),&temp_stat) ==-1)
{
close(FileHandle);
printf("Cannot get size of file %s\n",FileName.c_str());
return;

}

unsigned long Length=temp_stat.st_size;

//3. Creating map file for the the audio file.

void *MAP = mmap(NULL,Length,PROT_READ,MAP_PRIVATE |
MAP_DENYWRITE,FileHandle,0);

if (IMAP || MAP == (void *)Oxffffffff)

{

50



close(FileHandle);
printf( "Cannot create a mapfile from %s\n",FileName.c_str());
return ;

}
char *C = (char *)MAP;

//4. Point the client library to a local server and a remote server

port.SetClientPropertyEx(PROP_EX_SRE_SERVERS,
PROP_EX_VALUE_TYPE_STRING,(void *)ip.c_str());

unsigned int count = 0;

int retval;

printf("Connecting to %s\n",ip.c_str());

while(count<5)

{
//5. Opening the Speech port

if((retval=port.OpenPort())!=0)
{

printf("OpenPort() failed, errorcode returned %d\n",retval);

!
//6. Set properties of port

port.SetPropertyEx(PROP_EX_DECODE_TIMEOUT, PROP_EX_VALUE_TYPE_INT,
(void*)50000, PROP_EX_TARGET_PORT);

intvc=1;
//7. Adding Audio
if((retval=port.LoadVoiceChannel(vc, C, Length, audio_format))!=0)

{

printf("LoadVoiceChannel failed, errorcode returned %d\n",retval);

}

//8. Working with Grammars
if((retval=port.LoadGrammar("blah", grammar_fn.c_str())!=0))

{

printf("LoadGrammar() failed, errorcode returned %d\n",retval);

}

if((retval=port.ActivateGrammar("blah"))!=0)
{

printf("ActivateGrammar() failed, errorcode returned %d\n",retval);

}

//9.Decoding
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// this logs the responses that client receives to <installdir>/Lang/Responses directory

port.SetProperty(PROP_SAVE_SOUND_FILES,1);

int retv = port.Decode(vc, LV_ACTIVE_GRAMMAR_SET, LV_DECODE_BLOCK |
LV_DECODE_SEMANTIC_INTERPRETATION );

//# of interpretations
int numinterp = port.GetNumberOfinterpretations(vc);

printf("Number of Interpretation %d\n",numinterp);

for (int t = 0; t < numlinterp; ++t)

{
printf("Interpretation %i:\n%s\n",t+1,port.GetInterpretationString(vc,t));
printf("Interpretation Score :%d\n\n",(port.GetInterpretation(vc,t)).Score());

}
if(count<=3)
printf("count=%d, decode returns %d\n", count, retv);

++count;
//close port
port.ClosePort();

}

msync(MAP,Length,MS_SYNC);
munmap(MAP,Length);
close(FileHandle);

int main(int argc,char *argv(])

{
if(argc <2)
{
printf("Lumenvox Lite Command: %s SERVER_IP GRAMMAR_NAME \n",argv[0]);
return -1;
}
run_decode(argv[1],argv[2]);
return O;
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