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: 1’th Tire Side Slip Angle

: Brake Fluid Bulk Modulus

: Driver Steering Input

: Positive Constant in ESA

: Roll Angle

: Positive Constant in ESA

: Hydraulic Brake System Mechanical Efficiency
: Battery Efficiency

: EM Efficiency

: ICE Efficiency

: Overall Powertrain Efficiency

: Tire Slip Ratio

: 1’th Tire Slip Ratio

: Tire-Road Friction Function

: Maximum Value of the Tire-Road Friction Function
: Pitch Angle

: Positive Constant in ESA

: Air Density

: Brake Fluid Density

: Positive Constant in ESA

: Scalar Parameter

: Time Constant of EM

: Time Constant of ICE

: Wheel Angular Velocity
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: 1’th Wheel Angular Velocity

: EM Angular Speed

: ICE Angular Speed

: Front Wheel Angular Velocity
: Rear Wheel Angular Velocity
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EXTREMUM SEEKING METHOD AND ITS APPLICATIONS IN
AUTOMOTIVE CONTROL

SUMMARY

The mainstream methodology in control applications is to regulate the considered
system to known set points or reference trajectories. However, in some control
problems, the relation between the system setpoint and a desired system performance
is unknown a priori. One situation is that, the reference-to-output map has an
extremum and the objective is to select the set point to keep the output at that
extremum value. The uncertainty in the reference-to-output map makes it necessary
to use an adaptation method to find the set point which maximizes (or minimizes) the
output. This problem can be solved via the Extremum Seeking Algorithm (ESA).
The algorithm fits problems that possess completely or partially unknown
performance functions that may also change in time or that have nonlinear systems
with structured or unstructured uncertainties and disturbances.

For example, as needed in an emergency braking case, the maximization of the tire
force between the tire contact patch and the road in the presence of unknown road
conditions is a challenging task. The road friction coefficient is mostly unknown a
priori and it is difficult to estimate it on-line. The ABS control algorithm should find
the optimal set point of brake hydraulic pressure, which maximizes the wheel
braking force subject to unknown and possibly changing road conditions. A
misjudgment about the optimal set point choice may cause lower performance of
braking via either less friction force generation or via blocking the tire rotation. The
minimum stopping distance is ensured when the tires operate at the peak point of the
braking force versus slip characteristic curve subject to unknown road conditions. In
addition, lateral stability and steerability are also improved as locking of the wheels
is prevented.

In this thesis, firstly, an Extremum Seeking Algorithm (ESA) integrated with the
adaptation of the tire model parameters is proposed for maximizing braking force
without utilizing optimum slip value information. A quarter car vehicle model is
considered in this section of the thesis. Most of the commonly used extremum
seeking algorithms in the literature search for the optimal operating point in order to
maximize or minimize a given cost function which is measured on a real-time basis.
The control algorithm introduced in this dissertation removes the on-line cost
function measurement requirement and instead, an analytic approach with adaptive
parameter tuning is developed along the ESA. Stability and reaching the global
maximum operating point of the unknown cost function are proved using Lyapunov
stability analysis. Simulation study for ABS control under different road pavement
conditions is presented to illustrate the effectiveness of the proposed approach.

Secondly, an ABS control algorithm based on ESA is presented for considering
lateral motion in addition to the longitudinal emergency braking, such as the obstacle
avoidance maneuvers, also. The optimum slip ratio between the tire contact patch
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and the road is searched online without having to estimate the road friction
conditions. This is achieved by adapting the ESA as a self-optimization routine that
seeks the peak point of the force-slip curve. As a novel addition to the literature, the
proposed algorithm incorporates driver steering input information into the ABS
braking procedure to determine the operating region of the tires on the “tire force”-
“slip ratio” characteristic curve. The algorithm operates the tires near the peak point
of the force-slip curve during straight line braking. When the driver demands lateral
motion in addition to braking, the operating regions of the tires are modified
automatically, for improving the lateral stability of the vehicle by increasing the tire
lateral forces. Simulations with a full vehicle model validated with actual vehicle
measurements show the effectiveness of the algorithm.

Thirdly, an energy management strategy for a parallel type hybrid electric vehicle
(HEV) is proposed. HEVs are developed in the need of more efficient, less polluting
vehicles. Electric vehicles seem as a promising solution but for now, their short
driving distance combined with the long recharging period for batteries postpones
their widespread use to the future. HEVs offer an acceptable, intermediate solution.
In a hybrid electric vehicle, an electric motor (EM) powered by an electrochemical
battery is used along with the internal combustion engine (ICE) powered by fossil
fuel. They appear to be one of the most viable technologies with significant potential
to reduce fuel consumption and pollutant emissions. The main objective of the HEV
energy management strategy given in the thesis is maximizing the powertrain
efficiency and hence improving the fuel consumption while meeting the driver’s
power demand, sustaining the battery state of charge and considering constraints
such as engine and electric motor power limits.

In the proposed energy management strategy, extremum seeking algorithm searches
constantly optimum torque distribution between the internal combustion engine and
electric motor for maximizing the powertrain efficiency. The control strategy has two
levels of operation: the upper and lower levels. The upper level decision making
controller chooses the vehicle operation mode such as the simultaneous use of the
internal combustion engine and electric motor, use of only the electric motor, use of
only the internal combustion engine, or regenerative braking. In the simultaneous use
of the internal combustion engine and electric motor, the optimum energy
distribution between these two sources of energy is determined via the extremum
seeking algorithm that searches for maximum powertrain efficiency. In the literature,
this is the first time an extremum seeking algorithm is applied to the HEV control
problem. A dynamic programming (DP) solution is also obtained and used to form a
benchmark for performance evaluation of the proposed method. DP solution gives
the minimum obtainable fuel consumption in a considered driving cycle and driving
conditions. In order to apply DP procedure, the whole driving cycle and driving
conditions should be known in advance. Since future driving conditions are unknown
in a real vehicle, DP cannot be utilized in a real time controller. The dynamic
programming solution is used offline for performance evaluation of the real time
control algorithm. Detailed simulations with various driving cycles and using a
realistic vehicle model are presented to illustrate the effectiveness of the
methodology.
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EKSTREMUM ARAMA METODU VE OTOMOTIV KONTROLU
ALANINDA UYGULAMALARI

OZET

Kontrol uygulamalarindaki ana yontem, ele alinan bir sistemi belli bir ¢alisma
noktasina veya referans yoriingesine oturtmaktir. Fakat bazi kontrol problemlerinde,
arzu edilen sistem performansi ile o performansi saglayacak sistem ¢alisma noktasi
arasindaki iliski onceden bilinmemektedir. Ornegin sistemin ¢alisma noktasi ile
cikist arasinda o sekilde bir iligki olabilir ki, bu fonksiyonun bir ekstremumu olabilir
ve amag, sistem ¢ikisini bu ekstremum degere getirecek calisma noktasinin aranmasi
olabilir. Sistemin ¢alisma noktasi ile ¢ikisi arasindaki fonksiyonun belirsizligi, ¢ikisi
maksimize (veya minimize) edecek calisma noktasinin bulunmasi i¢in bir uyarlama
algoritmasimin kullanimimi gerekli kilmaktadir. Bu problem Ekstremum Arama
Algoritmast (EAA) ile c¢oziilebilmektedir. Bu algoritma, sistemin performans
fonksiyonunun tamamen veya kismen bilinmedigi, zamanla degisebildigi, sistemin
egrisel oldugu, belirsizlik ve bozucular i¢erdigi durumlar i¢in uygundur.

Ornegin acil durum frenlemesinde ihtiyac duyuldugu gibi, bilinmeyen yol
kosullarinda tekerlek ile yol arasindaki teker kuvvetlerinin maksimize edilmesi basa
cikilmas1 gereken zor bir istir. Yol slrtiinme katsayis1 genellikle Onceden
bilinmemektedir ve anlik olarak kestirimi zordur. ABS kontrol algoritmasi,
bilinmeyen yol kosullarinda teker frenleme kuvvetini maksimize edecek hidrolik fren
basincinin optimum c¢alisma noktasin1i bulmalidir. Optimum c¢alisma noktasi
secimindeki bir yanlis karar, ya olabilecekten daha az frenleme kuvvetinin
tiretilmesine ya da tekerleklerin Kkilitlenmesine, bdylece aracin kontrol
edilebilirliginin ortadan kalkmasina sebep olacaktir. Minimum durma mesafesi ancak
tekerleklerin, tekerlek kuvveti-tekerlek kayma orani egrisinde en tepe noktasinda
caligmalari durumunda gerceklesir. Bu durumda tekerleklerin kilitlenmesi
engellendigi i¢in aracin yanal kararliligi ve direksiyon ile yonlendirilebilirligi de
iyilesecektir.

Tezde oOnce, optimum tekerlek kayma degeri bilinmeden tekerlek kuvvetinin
maksimize edilmesi i¢in, tekerlek modeli parametrelerinin uyarlanmasi yontemi ile
entegre edilmis bir Ekstremum Arama Algoritmasi (EAA) Onerilmistir. Bunun i¢in
bir c¢eyrek ara¢ modeli ele alinmustir. Literatiirdeki c¢ogu ekstremum arama
algoritmalari, optimum c¢alisma noktasim1 ararken amag¢ fonksiyonunun gergek
zamanl1 olarak dl¢iimiine dayanmaktadir. Bu ¢alismada onerilen kontrol algoritmasi,
amag¢ fonksiyonunun anlik 6l¢limii gereksinimini ortadan kaldirarak onun yerine
parametre uyarlamali analitik bir yontem gelistirmistir. Kararlilik ve global
maksimum noktasina yakinsama durumlari, Lyapunov kararhilik analizi ile
gosterilmistir. Onerilen yaklasimm etkinligini gostermek icin farkli yol kosullarinda
simulasyon ¢aligmalar1 yapilmistir.

Ikinci olarak, boyuna frenleme yaninda engelden kaginma manevrasinda oldugu gibi
yanal hareketi de gozoniine alan EAA temelli bir ABS kontrol algoritmasi
sunulmustur. Bu algoritmada, yol siirtlinme katsayisini kestirmeye gerek kalmadan,
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tekerlek ve yol arasindaki optimum kayma orami anlik olarak aranmaktadir.
Literatiire getirilen bir yenilik olarak, “tekerlek kuvveti”-“kayma oran1” karakteristik
egrisi lizerinde tekerleklerin calisma bolgesini belirlemek igin siiriicti direksiyon
girisi ABS frenleme prosediiriine eklenmistir. Sadece boyuna frenleme durumunda
algoritma, tekerleklerin calisma bolgesini, kuvvet-kayma egrisinin tepe noktasi
yakininda tutmaktadir. Eger siiriicii frenlemeye ek olarak yanal hareket de talep
ederse, tekerleklerin ¢alisma bolgesi otomatik olarak degistirilmekte ve bdoylece
yanal tekerlek kuvvetleri arttirilarak aracin yanal kararliligi iyilestirilmektedir.
Gergek bir aractan alinan Ol¢timlerle dogrulanmis bir tam ara¢ modeli kullanilarak
yapilan simiilasyonlar algoritmanin etkinligini géstermektedir.

Ucgiincii olarak, bir paralel tip hibrid elektrikli arag (HEA) igin enerji ydnetimi
stratejisi Onerilmistir. HEA’lar, daha verimli, daha az ¢evreyi kirleten araclara
gereksinim sonucunda gelistirilmistir. Elektrikli araglar parlak bir ¢6zliim olsa da su
andaki kisa menzilleri ve uzun batarya sarj siireleri, yaygin kullanimlarin1 gelecege
otelemektedir. HEA’lar bu dogrultuda kabul edilebilir bir ara ¢6ziim sunmaktadirlar.
Hibrid bir elektrikli aragta, elektrokimyasal bir batarya ile gii¢ verilen bir elektrikli
motor (EM), fosil yakit tarafindan gii¢ verilen i¢ten yanmali motor (I'YM) ile birlikte
kullanilmaktadir. Bunlar, yakit tiiketimi ve emisyonlar1 azaltmadaki Onemli
potansiyelleri ile glinlimiizde en uygulanabilir teknoloji olarak goriilmektedirler.
Tezde verilen HEA enerji yonetim stratejisinin ana amaci, toplam verimi maksimize
ederek yakit tliketimini iyilestirmek ve bunu yaparken de siiriiciiniin gii¢ istegini
karsilamak, batarya sarj durumunu korumak ve IYM, EM gii¢ kisitlar gibi cesitli
kisitlar1 goz ontine almaktir.

Onerilen enerji yonetimi stratejisinde, ekstremum arama algoritmasi, toplam verimi
maksimize edecek sekilde i¢ten yanmali motor ve elektrik motoru arasinda optimum
tork dagilimini belirlemektedir. Kontrol stratejisi iist seviye ve alt seviye olmak {izere
iki seviyelidir: Ust seviyedeki karar verme kontrolciisii aracin hangi modda
calisacagini tespit eder. Bu modlar: Igten yanmali motor ve elektrik motorunun
eszamanli ¢aligsmasi, yalnizca elektrik motoru, yalnizca igten yanmali motor, veya
rejeneratif frenleme modlaridir. Igten yanmali motor ve elektrik motorunun
eszamanli calismasi sirasinda, bu iki enerji kaynagi arasindaki optimum enerji
dagilimimi ekstremum arama algoritmasi, toplam verimi maksimize edecek sekilde
belirlemektedir. Boylece literatiirde ilk defa bir ekstremum arama algoritmast HEA
kontrol problemine uyarlanmustir. Onerilen kontrol algoritmasmin performans
degerlendirmesi i¢in ayrica bir dinamik programlama (DP) ¢oziimii de elde
edilmistir. DP ¢Oziimii, ele alinan siirlis ¢evrimi ve siiriis kosullar1 icin elde
edilebilecek minimum yakit tiiketimini hesaplamaktadir. DP prosediiriinii uygulamak
i¢in, biitlin bir siirlis ¢evrimi ve siiriis kosullar1 6nceden bilinmelidir. Gergek bir
aracta gelecekteki siiriis kosullar1 bilinmedigi i¢in DP gergek zamanli bir kontrolcii
olarak kullanilamaz. Dinamik programlama ¢oziimii gercek zamanli kontrol
algoritmasimnin performansinin degerlendirilmesi i¢in kullanilmaktadir. Tezde
Onerilen kontrol algoritmasinin etkinligini gostermek icin gercek¢i bir arag modeli
kullanilarak ¢esitli siirlis ¢evrimleri ile simiilasyonlar yapilmistir.
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1. INTRODUCTION

1.1 Introduction and Scope of the Dissertation

Traditional control system design deals with the problem of stabilization of a known
reference trajectory or set point that are called “tracking” and “regulation” problems.
However, in some occasions it can be very difficult to find a suitable reference value.
For example in ABS control problems, the maximization of the tire force between
the tire contact patch and the road during an emergency braking maneuver in the
presence of unknown road conditions is a challenging task. The road friction
coefficient is mostly unknown a priori and it is difficult to estimate it on-line. The
ABS control algorithm should find the optimal set point of brake hydraulic pressure,
which maximizes the wheel braking moment subject to unknown and possibly
changing road conditions. A misjudgment about the optimal set point choice may
cause lower performance of braking via either less friction force generation or via
blocking the tire rotation. The minimum stopping distance is ensured when the tires
operate at the peak point of the braking force versus slip characteristics subject to
unknown road conditions. In addition, headway stability and steerability are also

improved as locking of the wheels is prevented.

Unlike the classical regulative control schemes, extremum seeking covers control
problems where the reference trajectory or reference set point is not known but is
searched in real time in order to maximize or minimize a performance function of a
nonlinear, possibly time varying, uncertain system. In this scheme, the relationship
between the outputs and the inputs or states of the system does not have to be known
in advance. Besides, there is no a priori knowledge of the optimum operating point of
the considered system. It is called as Extremum Seeking Control, Extremum Control,
Extremal Control or Self-Optimizing Control. In the framework of automotive
control applications, some application area examples are: ABS/Traction control
problem where the aim is to maximize the longitudinal tire forces with respect to the
different road conditions, air/fuel ratio control where the optimal fuel amount is to be

decided online for a given air flow according to an optimality criterion, optimization



of intake, exhaust, and spark timings to improve fuel consumption. In this thesis,
extremum seeking control is applied to ABS and Hybrid Electric Vehicle Control

Problems.

Anti-lock brake systems (ABS) are originally developed to prevent wheels from
locking up during hard braking. Modern ABS systems not only try to prevent wheels
from locking but also try to maximize the braking forces generated by the tires by
preventing the longitudinal slip ratio from exceeding an optimum value. Locking of
the wheels reduces the braking forces generated by the tires and results in the vehicle
taking a longer time to come to a stop. Further, locking of the front wheels prevents
the driver from being able to steer the vehicle while it is coming to a stop. Common
commercial ABS algorithms use the deceleration threshold based algorithm where
the wheel deceleration signal is used to predict if the wheel is about to lock.
Threshold based ABS algorithms are simple and prevent wheel lockup but they may
not provide full braking potential of the tires. More advanced solutions are studied in
the literature based on maximization of the tire forces by regulating the current slip

ratio of the tires to some optimum slip ratio value.

The concept of Hybrid Electric Vehicle (HEV) originated from the fact that by using
an extra energy source and properly managing the energy conversions between the
existing energy source (Internal Combustion Engine - ICE) and the added energy
source (Battery), more efficient, less polluting and less energy consuming vehicles
can be developed. In HEV, the propulsion energy is transmitted to the wheels by two
different energy conversion devices. One is the internal combustion engine (gasoline
or diesel engine) and the other is the electric motor (EM). The electric motor
converts the chemical energy from batteries into kinetic energy in the wheels. The
path of energy flow from the batteries into the wheels is reversible which means that
while braking, the electric motor operates as a generator and recharges the batteries.
They appear to be one of the most viable technologies with significant potential to

reduce fuel consumption and pollutant emissions.

1.2 Contributions of the Dissertation

The contributions of this dissertation to the literature are presented in this section

as given below:



The first contribution is that the extremum seeking algorithm is developed for
maximizing braking force of a quarter-car vehicle model without having to
know or utilize optimum slip value information. The novelty is that the search
algorithm is integrated with the adaptation of the tire model parameters for
maximizing braking force. Most common extremum seeking algorithms in
the literature are searching for an optimal operating point in order to
maximize or minimize a given cost function which is measured on a real-time
basis. The control algorithm introduced in this dissertation removes the on-
line cost function measurement requirement and instead, an analytic approach
with adaptive parameter tuning is developed along the extremum seeking
algorithm. Stability and reaching to the global maximum operating point of
the unknown cost function are proved on a Lyapunov stability basis.
Simulation study for ABS control under different road pavement conditions is
presented to illustrate the effectiveness of the proposed approach. In order to
show the real-time applicability of the algorithm, simulations are repeated in

a real time hardware, the dSPACE Microautobox.

Extremum seeking based ABS control algorithm is further developed for
emergency braking cases combined with lateral motion such as those
necessary in obstacle avoidance maneuvers. The optimum slip ratio between
the tire contact patch and the road is searched online without having to
estimate the road friction conditions. As a novel contribution to the existing
literature, the proposed algorithm incorporates driver steering input into the
ABS algorithm to determine the operating region of the tires on the “tire
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force”-“slip ratio” characteristic curve. The algorithm operates the tires near
the peak point of the force-slip curve during straight line braking. When the
driver demands lateral motion in addition to braking, the operating regions of
the tires are modified automatically, for improving the lateral stability of the
vehicle by increasing the tire lateral forces. For the simulations, a 15 degree
of freedom (6 dof from longitudinal, lateral, vertical, yaw, roll, pitch motions,
4 dof from suspension units, 4 dof from tire rotations and 1 dof from front
wheel steering) vehicle model is developed. Measurements from a real

vehicle are used for validation of the developed vehicle model. Magic

Formula Tire Model is integrated into the vehicle model for realistic



calculation of the forces that occur between the road and the tires. A
hydraulic brake actuator model is used to generate required brake pressure on
the wheel cylinders. It is shown that the braking algorithm can be improved

for better steerability in the presence of driver steering input.

An extremum seeking based energy management strategy for a parallel type
hybrid electric vehicle (HEV) model is proposed as a further contribution to
the existing literature. An upper level controller chooses vehicle operation
mode such as regenerative braking, EM only, ICE only, or ICE plus EM-
charge modes. In the ICE plus EM-charge mode, optimum torque distribution
between the internal combustion engine and the electric motor is determined
via the extremum seeking algorithm that searches for maximum powertrain
efficiency. In the literature, this is the first time an extremum seeking

algorithm is applied to the hybrid electric vehicle control problem.

A parallel type hybrid electric vehicle model including internal combustion
engine (ICE), electric motor (EM), battery model and vehicle dynamics is
developed for the study. ICE and EM efficiency maps are used to calculate

powertrain efficiency and fuel consumption values.

A dynamic programming (DP) solution is obtained and used to form a
benchmark for performance evaluation of the proposed method based on
extremum seeking. DP solution gives the minimum obtainable fuel
consumption in a considered driving cycle and driving conditions. In order to
apply DP procedure, the whole driving cycle and driving conditions should
be known in advance. Since future driving conditions are unknown in a real
vehicle, DP cannot be utilized in a real time controller. The dynamic
programming solution is used offline for performance evaluation of the real

time control algorithm.

In order to show the real-time applicability of the algorithm in HEV control
problem, simulations are repeated with CarMaker software and dSPACE

DS1005 real time hardware.



1.3 Outline of the Dissertation

In Chapter 2, the literature review for the extremum seeking algorithm (ESA), ABS
and hybrid electric vehicle (HEV) control problems are given. In Chapter 3,
extremum seeking algorithm is developed for a quarter car vehicle model ABS
control problem. Sliding mode based extremum seeking algorithm is combined with
the adaptation of the tire model parameters. In Chapter 4, ABS control algorithm is
improved by considering driver steering input. The algorithm operates the tires near
the peak point of the force-slip curve during straight line braking. When the driver
demands lateral motion in addition to braking, the operating regions of the tires are
modified automatically, for improving the lateral stability of the vehicle. A validated
full vehicle model is presented and used in the simulation study. In Chapter 5, the
energy management strategy using extremum seeking algorithm is proposed for a
parallel type hybrid electric vehicle model. Hybrid vehicle model including internal
combustion engine, electric motor and battery model is developed for the study In
order to evaluate performance of the proposed algorithm; the DP procedure is applied
to calculate minimum attainable fuel consumption value. Real-time simulation study
with CarMaker software and dSPACE DS1005 hardware is given to show the real-

time applicability of the control algorithm. Chapter 6 presents conclusions.

In Appendix A, derivation of the full vehicle model acceleration vector is presented.
Appendix B presents formulation of the Magic Formula Tire Model. Matlab M File
for calculation of the tire forces according to the Magic Formula Tire Model is
presented in Appendix C. Appendix C introduces also the computer program, which
calculates minimum attainable fuel consumption of the hybrid electric vehicle via the

dynamic programming method.






2. LITERATURE REVIEW

A survey of the related literature on the different methods of achieving extremum
seeking control and the existing control methods for ABS braking and HEV power

distribution are presented in this chapter.

2.1 Extremum Seeking Algorithm

Extremum Seeking Control is a class of control algorithm that searches maximum (or
minimum) point of the performance function of a system. The system to be regulated
may be nonlinear, time varying, possess structured or unstructured uncertainties and
the performance function of the system is completely or partially unknown. It covers
control problems where the reference trajectory or reference set point is not known
but it is searched on-line. In the literature, it is also called Extremum Control, Peak-
Seeking Control or Self-Optimizing Control. Some application areas are
maximization of braking and traction forces in vehicles [3,5,7,20,32,37], source
seeking control of autonomous vehicles and mobile robots [24-26], maximum power
point tracking control of fuel cell power plants [21], matching problem in a charged
particle accelerator [23], control of electromechanical valve actuator [27], operation
of air-side economizer [29], internal combustion engine operation [11,30,31],

optimization of batch systems in industrial chemical processes [44].

In the literature, mainly four different types of extremum seeking schemes are
studied. These are sliding mode based extremum seeking [1-11], perturbation based
extremum seeking [12-30], numerical optimization based extremum seeking [31-37]

and gradient based extremum seeking control algorithms [38-43].

2.1.1 Sliding mode based extremum-seeking algorithm

In the sliding mode based extremum-seeking approach, the shape of the performance
function is considered unknown but its output can be measured. A sliding surface is
defined where on that surface the performance function is forced to follow an

increasing (or decreasing) function. Since the shape of the performance function is



unknown, this is a control problem with uncertain direction of control vector. Hence,
the search signal is selected as discontinuous periodic switching. The basic scheme

of the sliding mode based extremum seeking algorithm is shown in Figure 2.1.
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Figure 2.1 : Sliding mode based extremum seeking scheme [6].

The control objective is considered as the optimization of a closed loop system via
the adaptation of a scalar control parameter while a preselected stabilizing controller
is already in the loop. The adopted scheme assumes a regulative controller, which
produces equilibrium for the closed-loop system, parameterized by a free control
parameter, and employs a sliding mode optimization method to adapt this parameter

to increase the performance of the overall system. A nonlinear system of the form

X = f(xu) 2.1)

is considered. The control objective is determined by a control structure, which
enables the system to operate robustly at the peak of a performance surface defined

by
y=J(x) 2.2)

where y is the performance variable. The proposed design has two consecutive
phases. First, a control law is determined to create a unique equilibrium point as a
smooth function of a free scalar parameter inserted into the closed loop through the
control law and in order to stabilize the closed-loop system about this equilibrium

point. Second, this control parameter is adapted to move the resulting equilibrium to



increase the performance of the overall system. As an example, the following scalar

system is taken into consideration

dx
o u (2.3)

with the performance variable in (2.2). Here x is the state and u is the control. Since
the relative degree from the control input to the performance variable is one, the
sliding mode optimization technique could easily be used to determine a
discontinuous control law to keep x in the vicinity of its optimum value at which the
performance variable y is maximized without requiring any derivative information on
y. A two-phase design approach is used. First, a control law which regulates x to a
given parameter o is found and then an optimization logic is employed to adapt this

parameter o . Selecting the control input as

u=—-Mx-o) 2.4)
where 4 is a positive constant. The following dynamics

x=—-A(x—0) (2.5)
is obtained which has the equilibrium point of

x=0 (2.6)
Then the problem becomes calculating o where (2.2) can be written as

y=J(0) @.7)
and selecting the sliding variable as

s=y—n(t) 2.8)

where n(¢) is a time increasing function with 7= p . Here, p is a positive constant.

Then, the derivative of the sliding variable is

W),
ic ° 7 2.9)



dJ (o)

Here, the sign of
do

is unknown, because the shape of the performance function

is considered to be unknown. Hence, this is a control problem with uncertain
direction of control vector. A periodic switching function is selected for the time

derivative of the parameter o as

oc=M sgn(sin(?)} (2.10)

where M and y are positive Then the sliding surface dynamics becomes

_dJ(o)

o ———=M sgnsin(zs/ y)—p (2.11)

In this dynamics, as long as the following condition holds

dJ(O')

2.12)

the change of s and s will be similar as shown in Figure 2.2 and Figure 2.3 where

the first one is the case for dJ(o)/do >0 while the second one is for dJ(c)/do <0.
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‘ do P
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Figure 2.2 : Change of s and § according to (2.11) when dJ(o)/do >0.
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Figure 2.3 : Change of s and § according to (2.11) when dJ (o) /do <O0.

The arrows in Figure 2.2 and Figure 2.3 show the direction of the variable s. It is
realized that s converges to a constant value after a finite time interval (finite time

due to the discontinuous sign function). Then, by denoting this constant value as w

s=w (2.13)

Since the sliding surface is selected as (2.8), then
y=n®+w (2.14)

Henceforth, the performance variable y will increase with the slope of p converging
to the maximum operating point as long as the condition (2.12) holds. By choosing p
and M, one defines the location of the operating point. Choosing a bigger value for
the right hand side of (2.12), the condition holds shorter, i.e. the increment of y lasts
shorter. In other words, the operating region will be further away from the maximum
value. On the contrary, choosing a smaller right hand side of (2.12), the condition
will hold longer, eventually, the operating region will be closer to the maximum

value.

In [1], sliding mode approach for the optimization problem without any information
about the gradient of the performance function is introduced. The discontinuous

search signal is obtained through a hysteresis loop.

In [2] the periodic search signal is generated with a more simple approach than in [1]

using sine and signum functions.
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In [3] extremum seeking control is applied to the Antilock Braking System Problem.
The optimal slip value is searched for maximizing the tire braking forces. The
algorithm does not need any prior information of the optimal slip value with respect
to the different road conditions. The longitudinal tire force characteristic is shown in

Figure 2.4.

4000

3000

2000

1000

Longitudinal Tire Force E_(N)

Slip Ratio k

Figure 2.4 : Longitudinal tire force characteristics.

As it is shown in Figure 2.4, until some value of the tire slip ratio, the longitudinal
tire force keeps increasing. After some value of the slip ratio value, the tire force
starts to decrease. The optimum tire slip ratio, where the tire force has its maximum,
depends on the road conditions. In order to get the maximum tire force during
emergency braking, the optimum tire slip ratio has to be known a priori. The
algorithm in [3] is based on the sliding mode self-optimization method using a
periodic switching function. The methodology is given as follows: The longitudinal

tire force is written as a function of the slip ratio and time as follows
Vi = Fi(t,K;) (2.15)

where k; and F; are tire slip ratio and longitudinal tire force for the i’th tire.

Taking the derivative of (2.15) one can get

Fi= o K+ o (2.16)

12



Here, the sign of the product term for x; , which isa—x" , 1s unknown. As it is shown
K.

i
in Figure 2.4, if the tire operating region is on the left side of the maximum tire force,
then the sign is positive. On the contrary, if the tire operating region is on the right
side of the maximum tire force, then the sign is negative. Since the road condition is
considered unknown, the current operating region can be either in the left or right
side of the maximum point. Hence, this is a control problem with uncertain direction

of control vector. A periodic switching function is selected for the time derivative of

the slip ratio ( &;).

K; =—M sin(n(t)+bF,) @.17)
Here “sin” is the sinusoidal function and

s; =n(t) +bF,, (2.18)

is the sliding surface for the i’th tire. n(¢) is simply an increasing function with time

as n > 0. M and b are positive constants. Putting (2.17) into (2.16) one can get

Xl

. OF . OF .
F . =-M—Lsin(n(t) + by, )+ —=
ox. (n(1) + by, ) o (2.19)

1

Time derivative of the sliding surface is
§, =n+bF,, (2.20)

By putting (2.19) into (2.20)

S‘i =n +bA7 (l)-i—bBi (l)SiIl(Sl-) (2.21)
where

oF; 3 oF;
A()=—2, Bi()=-M—= 2.22)

1

If the condition

|bB,| > |ri+b4,| (2.23)
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holds, then the change of s; and §; according to (2.21) will be similar as given in

Figure 2.5.

Figure 2.5 : Change of s and s according to (2.21).

Starting in a point in § axis, the value of s will converge to a some constant value.
There are multiple stable equilibrium points. In the classical sliding mode theory, the

aim is to make s=0. Rather than that, here
s;=Ir (2.24)

occurs where (l € R). Since the sliding surface is

s; =n(t) +bF, (2.25)
then
bE, =—n(f)+1r (2.26)

is obtained. Since n(f) is a time increasing function with 7 >0, braking force,
which is negative, will continue to increase in magnitude and approach its maximum
point as long as the condition given in (2.23) holds. The condition in (2.23) is

equivalent to the following condition

|oF,,
on,

1

i+ oA,
> 010 (2.27)

In (2.27), the left hand side is the slope value in Figure 2.4. As long as the slope
value is greater than the right hand side, the tire force will continue to increase. After
some time, since the slope starts to decrease while approaching the maximum point,

the condition (2.27) does not hold anymore. It means that the tires are forced to
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operate in an operating region around the extremum point. After the tire forces get
into the region, they cannot leave the region. By proper selection of the coefficients
in the right hand side of (2.27), the size of the operating region can be increased or
decreased. If the size of the operating region is decreased, then the tire will operate
near its maximum point but in this case, there will be high control activity to keep
operating the tire in that region. On the contrary, if the size of the operating region is
increased, then the tire will operate further away from its maximum point but in this
case there will be less control activity. The optimum size should be selected between

these criteria.

In [4], a two-time scale sliding mode optimization method is introduced. The basic
ingredient of their approach is to introduce a free parameter to the closed loop
through the control law and to adapt this parameter in a slower time scale to optimize

the performance of the overall system.

In [5], a traction control algorithm to prevent wheel spin is given. The sliding mode
based extremum seeking algorithm calculates spark timing value to adjust the engine

torque and hence obtain maximum traction force.

In [6], a rigorous analysis of the sliding mode based extremum seeking scheme is
introduced. The mechanism of the scheme is discussed in detail and the criteria for
optimally choosing the control parameters are defined. As a result of the trade-off
between convergence speed and control accuracy, a sliding mode extremum seeking
control with variable parameters will be proposed to obtain fast convergence and

high control accuracy with the consideration of system dynamics.

In [7], extremum seeking control is developed via sliding mode to apply to systems
with time delay and to avoid the problem of excessive oscillation. The proposed
method is applied to a pneumatic Anti-lock brake system (ABS) example to achieve

better braking performance and to avoid the lock-up phenomenon.

In [8], extremum-seeking control scheme enforced by a second order sliding mode
control strategy is proposed. It is characterized by the advantage of “second order”
sliding mode design with smooth control input and null derivative of sliding

manifold.

In [9], the extremum seeking control with sliding mode is extended to solve the Nash

equilibrium solution for an n-person linear quadratic dynamic game. For each player,
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a sliding mode extremum seeking controller is designed to let the player's linear
quadratic performance index track a decreasing signal so that the Nash equilibrium

point is reached.

[10] proposes an algorithm to solve the Nash equilibrium solution for an n-person
noncooperative dynamic game by the extremum seeking with sliding mode. For each
player, a switching function is defined as the difference between the player’s cost
function and a reference signal. The extremum seeking controller for each player is
designed so that the system converges to a sliding boundary layer defined in the
vicinity of a sliding mode corresponding to the switching function and inside the
boundary layer, the cost function tracks the reference signal and converges to the

Nash equilibrium solution.

[11] proposes a closed loop multivariable Exhaust Gas Recirculation (EGR)/Spark
Timing management system for maximum dilution control while maintaining a
desired level of combustion stability. A combustion stability measure derived from
in-cylinder ionization signals is used as feedback. An extremum seeking algorithm is
employed to modulate spark timing in a slow-time scale in order to maximize the

steady-state EGR amount.

2.1.2 Perturbation based extremum seeking algorithm

In the perturbation based extremum seeking algorithm, a perturbation is added to the
search signal. By observing the effect of the perturbation on the performance
function measurement, it is determined whether to increase or decrease the search
signal to reach its optimum value and hence maximize (or minimize) the
performance function. It is assumed that the shape of the performance function is

unknown and only the value of the function can be measured.

In [12] and [13] the proof of stability of an extremum seeking feedback scheme by
employing the tools of averaging and singular perturbation analysis is given. In this
method, slope information is obtained from a continuous small perturbation signal,
such as a sinusoidal signal. The general problem is studied where the nonlinearity
with an extremum is a reference-to-output equilibrium map for a general nonlinear
(non-affine in control) system, stabilizable around each of these equilibria by a local
feedback controller. It is shown that solutions of the closed-loop system converge to

a small neighborhood of the extremum of the equilibrium map. The size of the
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neighborhood is inversely proportional to the adaptation gain and the amplitude and
the frequency of a periodic signal used to achieve extremum seeking. In [13], the

general SISO nonlinear model
x=f(xu) (2.28)
y =h(x) (2.29)

where x, u and y are the state, input and output of the system, respectively, is

considered. A smooth control law is taken as

u=p(x,0) (2.30)
parameterized by a scalar parameter o. The closed loop system

x = f(x, B(x,0)) (2.31)

then has an equilibrium point parameterized by o. It is assumed that there exist a

smooth function /: R—>R" such that
x=f(x,f(x,0))=0 ifand only if x =I(o) 2.32)

and for each oeR, the equilibrium x=/(c) of the system (2.31) is locally
exponentially stable. Hence it is assumed that the control law (2.30) which is robust
with respect to its own parameter o in the sense that it exponentially stabilizes any

of the equilibrium that o may produce.

Next it is assumed that the output equilibrium map y =#4(/(c)) has a maximum at
o=0c*. The objective is to develop a feedback mechanism which maximizes the
steady state value of y but without requiring the knowledge of either o or the
functions 4 and /. The perturbation scheme proposed in [13] has the structure shown

in Figure 2.6.
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x = f(x f(x,0)) Y
y = h(x)

s+ o, s+ o,

? asin wt

Figure 2.6 : Perturbation based extremum seeking scheme [13].

The starting point of the idea is as follows: It is impossible to conclude that a certain
point is a maximum without visiting the neighborhood on both sides of it. For this
reason, the slow periodic perturbation asinet which is added to the signal & , the
best estimate of O'*, is used. If the perturbation is slow, the plant can be viewed, as a
static map y =h(l(o)) and its dynamics do not interfere with the peak-seeking
scheme. If & is on either side of o, the perturbation asinax will create a periodic
response of y which is either in phase or out of phase with asinat. The high pass

filter a

eliminates the DC component of y. Thus, asinat and y will be

s+ o, s+,

(approximately) two sinusoids which are in phase for <o and out of phase for

6>0c . In either case, the product of the two sinusoids will have a DC component

@,
S+ o,

which is extracted by the low-pass filter . The DC component & is the update

law for & which tunes & to o . The analysis using the method of averaging and
singular perturbation methods is given in [13], where it is shown that the above

system given in Figure 2.6 will converge to a neighborhood of the extremum point.

In [14], the inclusion of a dynamic compensator in the extremum seeking algorithm
is proposed which improves the stability and performance properties of the method.
The compensator is added to the integrator used for adaptation to improve the overall

degree and phase response of the extremum seeking loop.
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In [15], non-local stability properties of perturbation based extremum seeking
controllers are proven. This non-local stability result is proved by showing semi-
global practical stability of the closed-loop system with respect to the design
parameters. It is shown that reducing the size of the parameters typically slows down
the convergence rate of the extremum seeking controllers and enlarges the domain of
the attraction. The paper provides guidelines on how to tune the controller

parameters in order to achieve extremum seeking.

In [16], modification of a standard extremum seeking controller is introduced. It is
equipped with an accelerator to the original one aimed at achieving the maximum
operating point more rapidly. This accelerator is designed by making use of a
polynomial identification of an uncertain output map, the Butterworth filter to

smoothen the control, and analog-digital converters.

[17] presents first extension of the extremum-seeking method to the case in which
equilibrium operation is impossible (unstable) and the system is always in a limit
cycle. The objective of the scheme is to reduce the size of the limit cycle to a
minimum. The algorithm is a slight variation on the standard extremum-seeking

algorithm with an excitation signal.

[18] presents an extremum seeking control algorithm for discrete-time systems. By
using the two-time scale averaging theory, a very mild sufficient condition is derived
under which the system output exponentially converges to an O(a’) neighborhood of

the extremum value, where « is the magnitude of the modulation signal.

[19] provides a multivariable extremum seeking scheme, the first for systems with
general time-varying parameters. A stability test is derived in a simple SISO format.
A systematic design algorithm based on standard LTI (Linear Time Invariant) control
techniques to satisfy the stability test is developed. An analytical quantification of the
level of design difficulty in terms of the number of parameters and in terms of the

shape of the unknown equilibrium map is also presented.

In [20], perturbation based extremum seeking algorithm is applied to the ABS
control problem. The design objective is to regulate the wheel slip as close as

possible to the peak of the friction curve under any road condition.

[21] proposes a maximum power point tracking controller that can keep the fuel cell

working at maximum power point (MPP) in real time. A two-loop cascade controller
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with an intermediate converter is designed to operate fuel cell power plants at their
MPPs. The outer loop uses an adaptive extremum seeking algorithm to estimate the
real-time MPP, and then gives the estimated value to the inner loop as the set-point,

at which the inner loop forces the fuel cell to operate.

In [22] slope seeking is introduced. It involves driving the output of a plant to a value
corresponding to a commanded slope of its reference-to-output map. The results
obtained therein constitute a generalization of perturbation-based extremum seeking,
which seeks a point of zero slope, to the problem of seeking a general slope. To
achieve this objective, a slope reference input is introduced into a sinusoidal

perturbation-based extremum seeking scheme.

In [23], extremum seeking is introduced as an effective optimization technique to
find an optimal matching solution both on-line (real-time experiment) and off-line
(simulated environment) for a four-quadrupole or six-quadrupole matching channel.
By optimal matching solution it is understood a set of lens focusing strengths which
minimizes a cost function that measures the ‘‘error’” between the actual beam
envelope trajectory and the target or desired beam envelope trajectory, i.e., that

measures the degree of matching.

In [24] the algorithm is enhanced to be applicable to a plant with moderately unstable

poles and the autonomous vehicle target-tracking problem is studied.

[25] considers the problem of seeking the source of a scalar signal using an
autonomous vehicle modeled as the non-holonomic unicycle and equipped with a
sensor of that scalar signal but not possessing the capability to sense either the
position of the source nor its own position. It is assumed that the signal field is the
strongest at the source and decays away from it. The functional form of the field is
not available to the vehicle. Extremum seeking is employed to estimate the gradient
of the field in real time and steer the vehicle towards the point where the gradient is

zero (the maximum of the field, i.e., the location of the source).

In [26] the use of extremum seeking is explored for the navigation of vehicles
operating in three dimensions. It presents the solution to the problem of localization
and pursuit of signal sources using only local signal measurement and without

position measurement in three dimensions.
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In [27], extremum-seeking control is applied in an experimental setup for smooth
operation of an electromechanical valve actuator. By measuring the sound intensity,

the impact velocity of the valve is reduced.

[28] proposes a global extremum seeking scheme which can seek the global optimal
value in the presence of local extrema. It is shown that the proposed global
extremum-seeking scheme can converge to an arbitrarily small neighborhood of the
global extremum starting from an arbitrarily large set of initial conditions if

sufficient conditions are satisfied.

In [29], an extremum-seeking control based self-optimizing strategy is proposed to
minimize the energy consumption of an airside economizer, with the feedback of
chilled water supply command rather than the temperature and humidity
measurements. The mechanical cooling load is minimized by seeking the optimal

outdoor air damper opening in real time.

In [30], it is demonstrated how extremum seeking can be used for the determination
of an optimal combustion-timing setpoint on an experimental Homogenous-Charge-

Compression-Ignition (HCCI) engine.

2.1.3 Numerical optimization based extremum seeking algorithm

As the third group of algorithms, the numerical optimization based extremum
seeking scheme uses iterative methods such as line search, steepest descent, trust
region. Numerical optimization algorithm chooses the next state and a state regulator
forces the system to follow the new state. A block diagram of numerical

optimization-based extremum seeking control can be found in Figure 2.7.

L Nonlinear Svstem X | Performance Function y
Y y=I)

Extremum Seeking Loop

Xk Numerical Optimization
Algorithm

State Regulator -

Figure 2.7 : Numerical optimization based extremum seeking scheme [35].
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Based on the measurements of the state, function values J(x), or gradient VJ(x), the

extremum seeking loop is expected to regulate the state as guided by the search
sequence {x;}, and eventually minimizes the performance output. Gradient
information is required only at step times, not a continuously feedback of the
gradient measurements. A basic framework for such extremum seeking control is

given in [35] as follows:
Step 0 Given 7y=0, let xy=x(#y) and k=O0.

Step 1 Use an optimization algorithm to produce x;.; based on current state x;=x(t;)

and, the computations of J(x(t,)), VJ(x(¢,)) or V>J(x(¢,)). Denote

Xk+1=OPTIMIZER (x(#))

Step 2 Design a state regulator u that regulates the state x(#) to xx+; in a finite time

Ok, let tyr /=tit O
Step 3 Set k <~ k+1. Go tostep 1.

In [31], the specific problem under consideration is optimization of intake, exhaust,
and spark timings to improve the brake specific fuel consumption of a dual-
independent variable cam-timing engine. Extremum seeking is explored as a method
to find the optimal setting of the parameters. During extremum seeking, the engine is
running at fixed speed and torque in a dynamometer test cell, while an optimization
algorithm is iteratively adjusting the three parameters. The optimization of intake,
exhaust, and spark timings is accomplished via an experimental setup to improve the

brake specific fuel consumption.

In [32], numerical optimization algorithms are incorporated into the set up of an
extremum seeking control scheme. The convergence of the proposed extremum
seeking control scheme is guaranteed if the optimization algorithm is globally
convergent and with appropriate state regulation. The robustness of line search
methods and trust region methods, which relax the design requirement for the state
regulator and provides further flexibility in designing robust extremum seeking
control scheme, are also analyzed. Furthermore, an application of ABS design via

extremum seeking control is used to illustrate the feasibility of the proposed scheme.

[33] and [34] consider the employment of numerical optimization and state

regulation to solve the extremum seeking control problem, which does not separate
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the dynamics from the extremum seeking loop. Extremum seeking is realized via a
state regulator that drives the state traveling along a convergent set point sequence

generated by a numerical optimization algorithm.

In [35], a new design of state regulator is proposed via output tracking, which trades
off finite time state regulation to obtain flexibility in designing a robust asymptotic
state regulator to deal with input disturbances and unknown plant dynamics. At the
same time, the robustness of the optimization algorithm guarantees that the
asymptotic state regulator can be used and the convergence of the numerical

optimization based extremum-seeking algorithm is still ensured.

[36] contains an analysis of the dynamics associated with the interconnection of a
dynamical system with a discrete-time approximate nonlinear programming
algorithm designed to locate an extremum on the steady-state output map (readout

map) of the dynamical system

In [37], the extremum seeking control problem is treated as a real time optimization
problem with dynamic system constraints. A non-gradient trust region based
extremum seeking control scheme is proposed firstly for state feedback linearizable
systems, and then for input-output feedback linearizable systems. Simulation study
of antilock braking system (ABS) design is addressed to illustrate the feasibility of

the proposed scheme.

2.1.4 Gradient-based extremum seeking algorithm

As the fourth group of algorithms, gradient-based extremum seeking algorithms
differ from the algorithms discussed above. In the above algorithms, the objective
function is unknown but measurable. In gradient-based scheme, in contrast to the
above schemes, an explicit structure of the objective function is required. It assumes
that the objective function is explicitly known as a convex function of the system
states and uncertain parameters from the system dynamic equations. Unlike
conventional extremum seeking schemes, the objective function to be maximized is
not directly measurable. Parametric uncertainty makes it impossible to construct the
true cost online, so only an estimated value based on parameter estimates is
available. The control objective is to simultaneously identify, and regulate the system

to the operating point of lowest cost, which depends on the uncertain parameters.
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Considering the maximization of a performance function y=J(o), if the derivative

dJ/do is known, the optimizing law for ¢ can be chosen as

. dJ
(o2 :ME’M >0 (2.33)

By letting ¢ be an isolated local maximizer of J(c), a Lyapunov candidate

V=J(c")-J(c) can be chosen, then

. dJ i\

Thus, o converges to V =0 thatis dJ/do =0, which occurs at o = c". Thus the

optimizing law (2.33) can succesfully maximize J(o). It can be changed into a

minimizing law by changing the sign of M. Optimum point ¢ can be also obtained
by solving the equation dJ/do =0 by considering the knowledge of the derrivative
at hand. When precise gradient information is not at hand then it should be estimated.

When only the sign of the gradient is known, then one can chose

: dJ
o= Msgn(%j,M >0 (2.35)

where sgn is the signum function. Then taking the derivative of the same Lyapunov

function candidate,

oot s L)
do do do

2

<0 (2.36)

o converges again to o=o0 where dJ/do=0. Considering a general n

dimensional gradient system
X = MVJ()C), M >0 2.37)

it is known that the maximal points of J are stable equilibria of the gradient system
(2.37). The trajectory of x will converge asymptotically to the set of stationary points

of J. If the gradient VJ(x) is known, a control law u can be designed to force the
nonlinear system X = f(x,u) with performance function y =J(x) to behave as the

gradient system (2.37). Considering a linear time invariant (LTI) system
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x=Ax+ Bu (2.38)

where x € R" and x" is a local maximum of the performance function J(x).

Considering a Lyapunov function candidate ¥ =J(x")-J(x), then
V =-VJ(x) x==VJ(x)" (Ax + Bu) (2.39)

A control law should be designed for ¥ < 0. Given the LTI system is square, that is

u € R" and B is nonsingular, then

u=MB "' (VJ(x)—Ax), M >0 (2.40)

can be used. Then, V =-M ||VJ ()c)”2 <0 and it is concluded that the state will

converge to the stationary points of J.

In [38], the inverse optimal design technique is used to develop the controller. It is
assumed that unknown parameters exist in both the plant model and the performance
function. The proposed adaptive extremum seeking controller is “inverse optimal” in
the sense that it minimizes a meaningful cost function that incorporates penalty on

both the performance error and control action.

In [39], an extremum-seeking control problem is proposed for a class of nonlinear
systems with unknown dynamical parameters, whose states are subject to convex,
pointwise inequality constraints. Using a barrier function approach, an adaptive
method is proposed for generating setpoints online, which converge to the feasible
minimizer of a convex objective function containing the unknown dynamic
parameters. A tracking controller regulates system states to the generated setpoint via

state feedback, while maintaining feasibility of the state constraints.

In [40] a control algorithm is presented that incorporates real-time optimization and
receding horizon control technique to solve an output feedback extremum seeking
control problem for a linear unknown system. The development of the controller
consists of two steps. First, the optimum setpoint that minimizes a given performance
function is obtained via an update law and secondly, the control input that drives the
system to the optimum is computed. State estimation filters and a parameter update

law are used at each iteration step, to update the unknown states and parameters in
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the optimization scheme. The resulting controller is able to drive the system states to
the desired unknown optimum by requiring a Lyapunov restriction and a satisfaction

of a persistency of excitation condition.

In [41], a real-time optimizing controller is developed to steer a differentially flat
nonlinear control system to closed-loop trajectories that optimize a cost functional of
interest. An interior-point optimization method with penalty function is used to
formulate a real-time optimization scheme. The problem is posed as a real-time
optimal trajectory generation problem in which the optimal trajectories are computed

using an adaptive extremum-seeking approach.

In [42], an extremum-seeking controller is developed to steer a periodic system to
orbits that maximize a functional of interest for a class of differentially flat nonlinear
systems. The problem is posed as a real-time optimal trajectory generation problem
in which the optimal orbit is computed using an extremum-seeking approach. Using
the flatness property of the dynamics, the original dynamic optimization problem is
transformed to a parameterized optimization problem, which can be solved in real-
time to approximate the optimal orbit. The control algorithm provides tracking of the

optimal orbit.

[43] addresses the problem of parameter convergence in adaptive extremum-seeking
control design. An alternate version of the popular persistence of excitation condition
is proposed for a class of nonlinear systems with parametric uncertainties. The
condition is translated to an asymptotic sufficient richness condition on the reference
set-point. Since the desired optimal setpoint is not known a priori in this type of
problem, the proposed method includes a technique for generating a perturbation

signal that satisfies this condition in closed-loop.

In [44], a methodology for designing and implementing a real-time optimizing
controller for batch processes is proposed. The controller is used to optimize a user-
defined cost function subject to a parameterization of the input trajectories, a nominal
model of the process and general state and input constraints. An interior point
method with penalty function is used to incorporate constraints into a modified cost
functional, and a Lyapunov based extremum seeking approach is used to compute the

trajectory parameters.
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2.2 ABS Control Problem

Anti-lock brake systems (ABS) are originally developed to prevent wheels from
locking up during hard braking. Modern ABS systems not only try to prevent wheels
from locking but also try to maximize the braking forces generated by the tires by
preventing the longitudinal slip ratio from exceeding an optimum value. Locking of
the wheels reduces the braking forces generated by the tires and results in the vehicle
taking a longer time to come to a stop. Further, locking of the front wheels prevents

the driver from being able to steer the vehicle while it is coming to a stop.

Most common commercial ABS algorithms are of the deceleration threshold based
algorithm category. The wheel deceleration signal is used to predict if the wheel is
about to lock. A common version of the deceleration threshold algorithm is
summarized in [45] and shown in Figure 2.8, where a;, a, are wheel deceleration

threshold values.

A acceleration

\J

Pass through
-dj
Hold brake pressure
-ds
Release brake pressure v deceleration

Figure 2.8 : Deceleration threshold based ABS algorithm [45].

When the driver presses on the brake pedal, if the wheel deceleration is less than a;,
then the driver's braking action is directly passed through to the brakes. When the
deceleration exceeds a; for the first time, the driver's braking action is no longer
directly passed through to the brakes. Instead, the braking pressure is held constant at
the pressure value achieved when the deceleration first exceeds a;. If the wheel
deceleration continues to increase further and exceeds the value a», then the braking
pressure at the wheel is decreased. This will prevent the wheel from decelerating any
further and could eventually result in the wheel gaining speed or accelerating. If the

wheel deceleration reduces to the value a,, then the pressure drop is stopped. If the
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wheel deceleration drops below the value a;, then the driver's braking action is once

again directly passed through to the brakes.

Threshold based ABS algorithms are simple and prevent wheel lockup but they may
not provide full braking potential of the tires. More advanced solutions are studied in
the literature based on maximization of the tire forces by regulating the current slip
ratio of the tires to some optimum slip ratio value. Tire slip ratio is defined by

referring to Figure 2.9 as follows:

Figure 2.9 : Tire model.

Considering a tire rolling with angular velocity of @ and longitudinal velocity of «,

then the tire slip ratio « is defined as

u— wR
K=

(2.41)

u

where R is the effective tire radius. When tire longitudinal velocity u is equal to its
equivalent rotational velocity wR, then slip ratio is equal to zero, i.e. there is no slip
between the tire and the road. However, when there is a slip between the tire and
road then > wR or u< wR, where first case occurs at deceleration and the second
case at acceleration. When the tires are locked during braking i.e. @ = 0 then x=1. In
Figure 2.10, the longitudinal tire force characteristic for braking case is shown for
different road conditions. As shown in Figure 2.10, until some optimum slip ratio
value «, braking force F, increases with increasing longitudinal slip x. After the peak
point is exceeded, F decreases and therefore the tire’s braking capability is not fully
utilized. In order to maximize the longitudinal tire force, the tire’s current slip ratio
should be regulated to the optimum slip ratio value. As shown in Figure 2.10,
optimum slip ratio for maximum braking force changes with respect to the road

conditions.
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Figure 2.10 : Longitudinal tire force characteristics.

During emergency braking maneuver, maximization of the tire force between the tire
patch and the road is a challenging task of autonomous control of the friction brake
system subject to unknown road conditions. The road friction coefficient is mostly
unknown a priori and it may be very complicated to estimate it on-line. The control
algorithm should find the optimal set point of the brake system, which maximizes the
wheel braking moment input subject to unknown and mostly changing road
condition. A misjudgment about the optimal set point choice may cause lower
performance of braking via either less friction force generation or blocking the tire
rotation and its steer ability. When the tires operate at the peak point of braking force
versus slip characteristics subject to unknown road condition, the minimum stopping
distance is ensured while headway stability and steer ability are also guaranteed by

preventing locking of the wheels.

In the literature, there are mainly three different approaches for ABS control
problems. In the first group of algorithms as given in [46-52], a desired slip ratio
value for maximizing the braking force is considered to be known a priori and the

control problem is to regulate current slip ratio to this desired slip ratio value.

In [46], through iterative learning process, the electric motor torque of an electrical
vehicle or a hybrid electric vehicle is optimized to keep the tire slip ratio
corresponding to the peak traction coefficient during braking. The algorithm uses

desired slip ratio value information.

29



In [47], an optimized fuzzy controller is proposed. The objective function is defined
to maintain the wheel slip to a desired level so that maximum wheel traction force

and maximum vehicle deceleration are obtained.

[48] uses desired slip ratio information and regulation problem is solved via sliding

mode control.

[49] proposes a sliding mode controller coupled with a gray predictor to track the
target value of the wheel slip. Target wheel slip is taken to be a velocity-dependent
variable. As the velocity of the vehicle changes, the optimum value of the wheel slip

alters.

In [50], the control law is developed by minimizing the difference between the
predicted and desired responses of the wheel slip and its integral. A predictive
approach is applied to design a non-linear model-based controller for the wheel slip.
The integral feedback technique is also employed to increase the robustness of the

designed controller.

[51] uses fuzzy model reference learning control that changes the rule base to
maintain the desired fixed wheel slip in the presence of disturbances resulting from

adverse road conditions.

In [52], a self-learning fuzzy sliding-mode control design method for ABS is
proposed where the control objective is to find a control law so that the slip can track
the desired trajectory. The controller has the advantages that it can automatically

adjust and reduce the fuzzy rules.

In the second group of control algorithms as given in [53-57], the road friction is
estimated first, and then the slip ratio is regulated to the slip value, which is

appropriate for the estimated road condition.

In [53], a number of the road surface models are stored in the controller’s memory.
Then, a decision logic component uses the wheel slip and the torque to select the
road surface that best matches the given wheel slip and torque. Using the selected

road surface model, the fuzzy-logic controller produces the appropriate brake torque.

In [54], a sliding mode observer is constructed to estimate tire friction and a sliding
mode controller calculates required braking moment input utilizing this estimated

friction information.
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[55] proposes an ABS controller that employs a non-derivative neural optimizer and
fuzzy logic control. The role of the non-derivative optimizer is to identify the road
surface and then search for the optimal wheel slip that corresponds to the maximal
road adhesion coefficient. The desired braking torque is obtained by using fuzzy

logic controller that uses the optimal slips from the non-derivative optimizer.

In [56], Takagi-Sugeno fuzzy identification model of road conditions is introduced to

detect the current road condition and generate corresponding optimal slip.

In [57], the use of adaptive anti-lock braking system comprising of a road surface
identification system and road surface information modules is presented. The
proposed ABS system is capable of identifying and differentiating different types of
road surfaces, and applying an amount of brake force appropriate to the road surface
type being encountered in order to prevent wheel lockup as well as to minimize the

braking distance.

In the third group of control algorithms as given in [32,58,59] both the value of the
desired slip ratio and the road conditions are considered to be unknown. Optimum

slip ratio for maximum tire force is searched online during braking.

In [32], numerical optimization and state regulator is combined to form an extremum
seeking control scheme, where a numerical optimization algorithm provides search
candidates of the unknown extremum and a state regulator is designed to regulate the
state to where the search sequence leads. Then, the proposed numerical optimization

based extremum seeking algorithm is applied to the ABS control problem.

In [58], sliding mode based extremum seeking algorithm is employed to achieve the
maximum value of the friction force without a priori knowledge of the optimum slip

value.

[59] proposes a nonlinear output feedback control law for active braking control
systems. The control algorithm allows to detect—without the need of a friction
estimator—if the closed-loop system is operating in the unstable region of the
friction curve, thereby allowing to enhance both braking performance and safety. The
algorithm uses slip set-point values but while operating in this set value, it can also
detect instability by monitoring the wheel slip value when operating point is located

in the unstable region of the friction curve.
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2.3 Hybrid Electric Vehicle Control Problem

Continuously increasing demands on lower emission levels and better fuel economy
have led researchers to develop more efficient, less polluting vehicles. Electric
vehicles seem as a promising solution but for now, their short driving distance
combined with the long recharging period for batteries postpones their widespread
use to the future. Hybrid electric vehicles (HEV) offer an acceptable, intermediate
solution. In a hybrid electric vehicle, an electric motor (EM) powered by an
electrochemical battery is used along with the internal combustion engine (ICE)
powered by fossil fuel. They appear to be one of the most viable technologies with

significant potential to reduce fuel consumption and pollutant emissions.

HEVs are classified mainly as parallel hybrid, series hybrid and series-parallel hybrid
as shown in Figure 2.11, Figure 2.12, and Figure 2.13. In series hybrid electric
vehicles shown in Figure 2.11, only the electric motor drives the wheels while the
internal combustion engine is used to provide power to the generator to charge the
battery. Regenerative braking is possible using the traction motor as a generator. In
parallel hybrid electric vehicles shown in Figure 2.12, both the ICE and electric
motor deliver power in parallel to drive the wheels. The propulsion power may be
supplied by the ICE alone, by the electric motor, or by both. The electric motor can
be used as a generator to charge the battery by regenerative braking or by absorbing
power from the ICE. Combined hybrid electric vehicle configuration shown in
Figure 2.13 has the ability to operate as series or as parallel hybrids. A power flow
from the engine to the planetary gear set always implies a power flow to the
generator. Consequently, a pure ICE operation is not possible with such a
configuration but it is always associated with a power flow through the generator and
the motor. In series hybrid electric vehicle, the thermal path is uncoupled from the
wheels allowing controlling the internal combustion engine easily in more efficient
regions. However, the number of energy conversions is more than the parallel hybrid
electric vehicle, which makes it less efficient at the end. Henceforth, in this thesis,

parallel type is chosen as the hybrid electric vehicle configuration.

32



Engine

Generator
Power Electric -
Batte Transmiss Wheel
vy Converter Motor ransmisston eets
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Figure 2.13 : Combined hybrid electric vehicle configuration [60].

The main objectives of the hybrid electric vehicle energy management strategies are
minimizing fuel consumption and pollutant emissions while meeting driver’s power
demand, sustaining the battery state of charge and considering constraints such as

engine and electric motor power limits.
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During urban driving, the internal combustion engine operates inefficiently because
of the idling and frequent stop-and-go operations. In these cases, turning off the
internal combustion engine and operating the vehicle through the electric motor will
minimize the fuel consumption. On the contrary, in highway driving, since internal
combustion engine operates efficiently, it will drive the vehicle and at the same time
drive the electric motor in the generator mode to charge the batteries if needed. When
the driver torque demand is beyond the internal combustion engine limits, the electric
motor may assist the engine to accelerate the vehicle properly. During braking, the
braking energy may be used through the electric motor to charge the batteries. This is

called regenerative braking.

Before using the electric motor, the charge level of the batteries should be taken into
consideration. The charge level is called SOC (State of Charge). As long as the SOC
level permits, the electric motor can be used to drive the vehicle or charge the
batteries as a generator. If the SOC level is too low, the electric motor should not be
operated to drive the vehicle since it will cause full depletion of the battery. If the
SOC level is too high, then charging the battery for example through the regenerative
braking will cause overcharge of the battery. Use of the battery at improper SOC
level will decrease the battery life. The SOC level should be maintained between

lower and upper limits for a long life battery operation.

Various solutions have been proposed in the literature to control a hybrid electric
vehicle. Since in this thesis the control algorithm is developed for a parallel type
hybrid electric vehicle model, the literature review here focuses mainly on the

parallel hybrid electric vehicles.

In [61,62], the state of the art control strategies for HEVs are classified and
overviewed. In [63-70], rule based control strategies are developed for hybrid electric

vehicle energy management problem.

In [63], the internal combustion engine operation points are forced into the vicinity
of the best point of efficiency using an efficiency map. The operation strategy is

explained by examining the efficiency map in Figure 2.14.
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Figure 2.14 : Generic ICE efficiency map [63].

In Figure 2.14, point I is where the engine speed and torque level are too low
according to the best efficiency point. To remedy this situation, the gear ratio must
be increased (which means downshifting in a manual transmission), the accelerator
command must be increased, and to maintain a constant overall power-train power
output, the electric motor must be operated as a generator. This operation as a
generator keeps the excess torque that is generated by the internal combustion engine

from being delivered to the powertrain.

Supposing that the torque and speed needed to overcome the road load is given by
operation point II in Figure 2.14. In this case, the engine speed is too low and the
torque is too high for the best efficiency of the internal combustion engine. To
remedy this situation, the gear ratio to the engine must be increased (which means
downshifting in a manual transmission) and the accelerator command must be
decreased. It becomes immediately apparent that once this control move is exercised
on the engine, there will not be enough torque to overcome the road load. The
electric motor must therefore be adjusted to meet the deficit. In order to overcome
the road load and maintain a constant overall power-train power output, the electric

motor must be operated as a motor.

The SOC of the battery pack has to be considered in order to decide whether the
required torque contribution of the electric motor is possible or not. If the batteries
are completely charged, the electric motor cannot be allowed to operate as a
generator. If they are totally discharged, a positive torque contribution will not be

possible.
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Since point IV in Figure 2.14 is not very efficient, one would like to shift it as close
to the peak efficiency point as possible. This will be done by decreasing the engine
speed (up shifting) and decreasing the accelerator command (which decreases

torque).

In [63], a fuzzy logic rule based controller is used with three inputs (y,, Tzyp and
SOC), two outputs (Aa and Tgy), and a total of 847 rules where y, is the accelerator
command input, Ty, p is the desired electric motor torque, SOC is Battery State of
Charge, Aa is change in accelerator command to the internal combustion engine, Txy

is actual electric motor torque.

The fuzzy controller works by using the values of the three inputs (y, Ty p , and
SOC) and incorporating the expert’s knowledge of the system to calculate the change
in accelerator command to the internal combustion engine, Aa, and the actual electric
motor torque, Tzy. A subset of typical rules for the fuzzy logic controller is given by
the following list.
DIf y, 1s positive large and Tpy p is positive large and the SOC is positive
medium large, then Aa: is zero and Tgy, is positive large.

2)If y, is positive medium and Tgy p is negative low and the SOC is positive
large, then Aa is zero and Tgy, is zero.

3)If y, is positive medium and SOC is positive large and Tgy, p is negative low,
then Aa is zero and Ty, is zero.

4)If y, 1s negative large and SOC is positive large and gy p is negative low, then
Aa is zero and Ty 1S zero.

S)If y, is positive low and SOC is positive medium and Tgy, p is positive low,
then Aa is positive low and Tg, is negative low.

In rule 1, the driver wants full acceleration and there is sufficient SOC in the battery,
thus the EM will operate as a motor. Aa that is requested is zero. This is because the
driver is already putting the pedal to the floor in his/her request for full acceleration.
There is no need to change his/her request. The torque needed from the ICE (7jcg)
may be more or less than what the vehicle needs to overcome the load torque. The
EM torque Try compensates the difference between the 7.04p and Ticg. Rule 2 is
explained by the following: If the driver wants moderate acceleration, the desired
EM torque is slightly negative, and the SOC of the battery pack is at its highest
allowable, then do not increase the accelerator command and do not apply a negative
torque with the EM. Rule 3 is explained by the following: If the driver is braking
heavily and the SOC is below its highest allowable limit, then apply as much
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negative torque as the EM can supply and do not adjust the accelerator command.
This is the regenerative braking scenario in which the application of the brake is used
in charging the batteries. Rule 4 is explained by the following. If the driver is braking
heavily and the SOC is at its highest allowable limit, then apply no negative torque
with the EM and do not adjust the accelerator command. This keeps one from
overcharging the batteries. Rule 5 is explained by the following. If slight acceleration
is being requested and the desired EM torque is negative and the battery SOC is
below its maximum limit, then add a positive change to the accelerator and supply
negative torque with the EM. In this final case, extra torque is added to the ICE and

that extra torque is used to charge the EM’s batteries.

In [64-66], fuzzy logic based controllers are developed for the HEV energy

management problem as given in [63] above.

In [67] the control strategy is implemented on a proof-of-concept vehicle where the
algorithm switches between states according to battery charge level and requested

power values.

In [68] firstly preliminary rule-based control strategy is introduced. Then a dynamic
optimization method is applied. The design procedure starts by defining a cost
function, such as minimizing a combination of fuel consumption and selected
emission species over a driving cycle. Dynamic programming (DP) is then utilized to
find the optimal control actions including the gear-shifting sequence and the power
split between the engine and motor while subject to a battery SOC-sustaining
constraint. Through analysis of the behavior of DP control actions, rule based control
is improved. The design process starts by interpreting the driver pedal motion as a
power request P, According to the power request and the vehicle status, the
operation of the controller is determined by one of the three control modes: Braking
Control, Power Split Control, and Recharging Control. If P, is negative, the
Braking Control is applied to decelerate the vehicle. If P, is positive, either the
Power Split or the Recharging Control will be applied, depending on the battery state
of charge (SOC). A high-level charge-sustaining strategy tries to maintain the battery
SOC within defined lower and upper bounds. Under normal propulsive driving
conditions, the Power Split Control determines the power flow in the hybrid

powertrain. When SOC drops below the lower limit, the controller will switch to the
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Recharging Control until the SOC reaches the upper limit, and then the Power Split

Control will take over. The basic logic of each control rule is described below.
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Figure 2.15 : Engine efficiency map in [68].
Power Split Control: Based on the engine efficiency map shown in Figure 2.15, an
“engine on” power line P, ,,, and “motor assist” power line P, ,, are chosen to avoid
engine operation in inefficient areas. If P, is less than P, ,,, the electric motor will
supply the requested power alone. Beyond P. ,,, the engine becomes the sole power
source. Once P,., exceeds P, 4, engine power is set at P,, , and the motor is activated

to make up the difference (Peq -P o ).

Recharging Control: In the recharging control mode, the engine needs to provide
additional power to charge the battery in addition to powering the vehicle.
Commonly, a preselected recharge power level, P, is added to the driver’s power
request, which becomes the total requested engine power (P, = P,y + P.). The
motor power command becomes negative (P, = - P, ) in order to recharge the
battery. One exception is that when the total requested engine power is less than
P, ,n, the motor alone will propel the vehicle to prevent the engine from operating in
the inefficient operation. In addition, when P, is greater than the maximum engine

power, the motor power will become positive to assist the engine.
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Braking Control: A simple regenerative braking strategy is used to capture as much
regenerative braking energy as possible. If P, exceeds the regenerative braking

capacity P,, min, friction brakes will assist the deceleration (Py = Pyeq - Py min )-

After preliminary rule-based control strategy is introduced, dynamic programming

method is applied to improve rule-based control strategy in [68].

Dynamic programming (DP) solutions in HEV energy management strategies give
global optimum values for the considered performance functions but the algorithm
requires the information of the whole driving cycle (Acceleration, vehicle speed,
braking information) in advance. Since future driving conditions are unknown, it
cannot be utilized in a real time controller. Rather than that, DP techniques are used
for performance evaluation of real time control algorithms or to improve them as
introduced in [68]. In [68], the objective in DP is minimizing the fuel consumption
and pollutant emissions. The optimization goal is to find the control input u(k) to
minimize a cost function, which consists of the weighted sum of fuel consumption

and emissions for a given driving cycle.

In [69], a genetic-fuzzy control strategy for parallel HEVs is proposed. The genetic-
fuzzy control strategy is a fuzzy control strategy, which is tuned offline using GA.
First, a fuzzy logic controller is designed, whose rule base is extracted based on
expert knowledge. The parameters defining the membership functions are then tuned

via GA. The main objective is to minimize fuel consumption and emissions.

In [70], energy optimization control for a parallel hybrid electric system with
automated mechanical transmission (AMT) is proposed. The optimal torque
distribution strategy is proposed to minimize the powertrain equivalent specific fuel
consumption by considering the power conversion efficiency, which distributes the
vehicle single torque request into separate torque requests for the internal combustion
engine and the electric motor. The distribution results are expressed in a table format
and can be found from the simple process of looking up in the table using the vehicle
torque request, the ICE speed, and the battery state of charge (SOC). The AMT shift
control is suggested to maximize the powertrain system efficiency and optimizes the
speed as the basis for the above-mentioned torque distribution, in which the ICE
efficiency, the EM efficiency, and the battery efficiency are all explicitly taken into
account. The AMT optimal shift control law and the EM optimal torque are
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essentially look-up-table-based control according to the ICE power, the EM power,
the vehicle velocity, and the battery SOC after offline calculations.

[71] proposes an online power-balancing strategy (PBS) for near-optimal fuel
efficiency in fully hybridized PHEVs. Its underlying concept is to use the electrical
system to control the ICE within its peak-efficiency region. Results show that a
newly proposed parallel hybrid electric vehicle assisted by the integrated starter
generator (ISG-assisted PHEV) enables the PBS controller to operate the ICE very
close to the point of the highest efficiency, similar to the function of continuously

variable drivers.

[72] introduces a power distribution strategy to minimize the loss in power flow and
to operate the engine at an efficient point. The strategy employs control maps to
reduce the calculation load in deriving the most efficient operating point.
Furthermore, an energy strategy to decide the optimal charging/discharging power of

a battery is established using the results of the power distribution strategy.

In [73], the control strategies for the energy management between the two power
sources are optimized with respect to fuel consumption with a classical dynamic
programming (DP) method. A method based on the Pontryagin Minimum Principle
is proposed which furnishes results very close to the DP results for a significantly
reduced calculation time. These optimization results furnish the optimal control laws

from which the control laws to be implemented on the vehicle could be derived.

In [74-78] the methodology, which is called Equivalent Consumption Minimization
Strategy (ECMS), is developed and studied. The algorithm includes minimizing a
cost function which is the sum of the real fuel consumption of the internal
combustion engine and the equivalent fuel consumption of the electric motor as

shown in (2.42), where ¢(P,,(¢)) is the fuel equivalent of the electric energy and

m

m,, is the fuel consumption. This is a unified representation of both the energy used

from the battery and fuel consumption.
J= mice (])ice (t) + g(Pem (t)) (2.42)

Equivalent fuel consumption of the electric motor is calculated according to the
following concept. Considering the situation that at a sample time 7, some energy is

drawn from the battery to provide some motive power for the vehicle. At the same
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time, the fuel provides the rest of the energy used to propel the vehicle. To ensure
that the state of charge remains constant, the same amount of energy will have to be
used for the battery charge in the future. This energy will be provided by the ICE,
which will imply extra fuel consumption. The equivalent fuel consumption is defined
as the extra fuel consumption that will be required for the battery charge. This charge
will be done in the future. Considering another situation, this time the battery is
recharged at the current sample time. To maintain a constant state of charge, a future
discharge of the battery is required. This discharge will be done by using the electric
motor, which will produce some mechanical power used to propel the vehicle. The
fuel consumption reduction due to the electric motor is the equivalent fuel
consumption with the negative sign. The equivalent fuel consumption of the electric
motor cannot be calculated exactly due to unknown efficiencies. To calculate the

equivalent fuel consumption, mean efficiencies should be used.

In [79] a new rule-based energy management strategy is introduced, based on the
combination of Rule-Based and Equivalent Consumption Minimization Strategies
(RB-ECMS). The RB-ECMS uses only one decision variable and requires no tuning
of many threshold control values and parameters. [80] considers three different
energy management approaches which are: a rule-based control, an adaptive
equivalent fuel consumption minimization strategy (A-ECMS), and H. control.
Results, compared with the optimal solution given by dynamic programming, show

that the A-ECMS strategy is the best performing strategy.

[81] implements as a real-time strategy the Equivalent Consumption Minimization
Strategy. The control law is inferred from Pontryagin's Minimum Principle, where
the Lagrange multiplier is deduced from optimization results of Dynamic

Programming on given driving cycles.

In [82], to accomplish real time energy distribution management system in a plug-in
hybrid electric vehicle, firstly, a specific model is established which contains most of
the powertrain properties and partly vehicle dynamics. Secondly, an optimal control
problem with inequality constraints is analyzed and formulated mathematically.
Thirdly, the particle swarm optimization (PSO) is applied to search for global near-
optimum at each time interval. However, PSO is time-consuming so it can be used

only as an off-line controller. To overcome this drawback neural network is designed
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to get sub-optimal real-time controller by employing the near-optimal results

obtained from aforementioned PSO.

In [83] a parallel hybrid electric vehicle (PHEV) configuration consisting of an extra
one-way clutch and an automatic mechanical transmission (AMT) is taken as the
study subject. An energy management strategy (EMS) combining a logic threshold
approach and an instantaneous optimization algorithm is developed for the
investigated PHEV. The objective of this EMS is to achieve acceptable vehicle
performance and drivability requirements while simultaneously maximizing engine
fuel economy and maintaining the battery state of charge (SOC) in its rational

operation range at all times.

Rule based solutions as given in [63-70] are simple and easy to implement. However,
these kind of energy management strategies requires correct tuning of all the
controller parameters in order to assure the correct behavior of the algorithm. The

approach is not easily exportable to other vehicle configurations.

Instantaneous optimization methods based on equivalent consumption minimization
strategy as given in [74-78] provide a real time near optimal solution. Since the
electrical energy and the fuel energy are not directly comparable, an equivalence
factor is needed to calculate equivalent fuel consumption value. The performance of
the control algorithm depends heavily on the calculation of the equivalence factor.
An error in calculating the equivalence factor will affect the performance of the

controller considerably.

2.4 Chapter Summary

This chapter presented a review of the literature related to the dissertation. The
different approaches to extremum seeking control were presented in Section 2.1. The
automotive applications that were chosen for application of the extremum seeking
control method in this dissertation were treated in Sections 2.2 and 2.3. The existing
literature on ABS control was reviewed in Section 2.2. The existing literature on
hybrid electric vehicle power management control was reviewed in Section 2.3. The
application of sliding mode based extremum seeking control to ABS braking, ABS
braking with improved lateral control and HEV power distribution will be presented

in Chapters 3, 4 and 5, respectively.
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3. ABS CONTROL VIA EXTREMUM SEEKING WITH PARAMETER
TUNING

3.1 Introduction

The maximization of the tire force between the tire patch and the road during an
emergency braking maneuver in the presence of unknown road conditions, as needed
in an ABS brake system, is a challenging task. The road friction coefficient is mostly
unknown a priori and it is difficult to estimate it on-line. The ABS brake control
algorithm should find the optimal set point of brake hydraulic pressure, which
maximizes the wheel braking moment subject to unknown and possibly changing
road conditions. A misjudgment about the optimal set point choice may cause lower
performance of braking via either less friction force generation or via blocking the
tire rotation and hence the vehicle steer ability. The minimum stopping distance is
ensured when the tires operate at the peak point of the braking force versus slip
characteristics subject to unknown road conditions. In addition, headway stability

and steer ability are also improved as locking of the wheels is prevented.

Three main approaches exist in the literature for maximization of the tire forces
during emergency ABS braking. In the first group of algorithms given in [46-52], a
desired slip ratio is considered to be known a priori and the control problem is to
regulate the current slip ratio about this desired slip ratio value. In the second group
of ABS control algorithms given in [53-57], the road friction is first estimated and
the slip ratio is controlled to the slip value which is appropriate for the estimated road
condition. In the third group of ABS control algorithms given in [32,58,59], optimum
slip ratio value for maximum tire forces is searched online during braking. The first
group of algorithms, where the desired slip ratio is considered to be known, do not
possess optimality since the optimum slip ratio for maximum braking force is not
constant and changes with respect to different road conditions. The performance of
the second group of algorithms depends on the accuracy of the estimation procedure,

which is difficult in a short period of time such as emergency braking.
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In this chapter, without knowing optimum value of the slip ratio a priori, and without
trying to estimate road conditions, optimum slip for maximum tire force is searched
online. The proposed algorithm belongs to the third group of ABS algorithms as
given in [32,58,59]. The self-optimization routine seeks the peak point of the force-
slip curve without utilizing optimum slip information. A sliding mode based
extremum seeking algorithm is combined with the adaptation of the tire model
parameters. Thus, unlike common extremum seeking algorithms in the literature,
where on-line measurement of the objective function is a necessity, the control
design considered here does not require objective function measurements.
Consequently, the control algorithm accomplishes its task with minimum
measurement requirements. The chapter is organized as follows. Section 3.2 presents
the problem description. The control algorithm is introduced in Section 3.3. A
simulation study is presented in Section 3.4. In order to show real time applicability
of the considered algorithm, simulations are repeated with a real time hardware, the
Microautobox general purpose electronic control unit. Real time simulation results
are shown in Section 3.5. The chapter concludes with conclusions being made in

Section 3.6.

3.2 Problem Description

The quarter car model is taken into consideration where the dynamic equations are

written as follows

mu =—F (3.1)

I,@=RF,~T, (3.2)

Here m (kg) is the mass of the quarter car, u (m/s) is the longitudinal speed, F\ (N) is
the longitudinal tire force, I, (kgm®) is the wheel inertia, w (rad/s) is the wheel
angular speed, R (m) is the tire effective radius and 7}, (Nm) is the braking moment.
Aerodynamic drag and rolling resistance effects are neglected due to simplicity. The

calculation of the longitudinal tire force is carried out as

F=Fu, (3.3)
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where F. (N) is the vertical tire force and u, is the longitudinal tire-road friction
function. Various analytic and empirical tire models have been developed in the
literature for calculating the tire forces. Some of them are the Magic Formula,
Dugoff, LuGre, Burckhardt tire models. In this study, the Burckhardt approach is
considered for controller development. Longitudinal tire-road friction function is

calculated as given in [84]

78 (K‘, c) =¢ (1 —e )— 3K (3.4)

where ¢;, c,, and c; are the tire model parameters. By choosing different sets of ¢’s as
given in Table 3.1 [84], an accurate tire-road friction function may be modeled for
different road conditions. In (3.4), x is the longitudinal tire slip value, which is

defined for the braking case as

_u—mR

K (3.5)

u

It can be seen from (3.5) that by increasing braking action, slip value x increases

from 0 to 1. k¥ =1 denotes that wheels are locked (w = 0).

Table 3.1 : Burckhardt tire model parameters for different road conditions [84].

cr 2 3
Asphalt dry 1.2801 | 23.99 0.52
Asphalt wet 0.857 | 33.822 | 0.347

Concrete dry 1.1973 | 25.168 | 0.5373
Cobblestones dry | 1.3713 | 6.4565 | 0.6691
Cobblestones wet | 0.4004 | 33.7080 | 0.1204

Snow 0.1946 | 94.129 | 0.0646
Ice 0.05 | 306.39 0

Using the parameter sets given in Table 3.1, the change of the tire-road friction
function u, with respect to the slip x is plotted in Figure 3.1 for different road
conditions. In Figure 3.1, the common characteristics of the curves are shown: Until
some optimum slip value, u, increases with respect to increasing x . After the peak
point is exceeded, u, is decreasing and therefore the tire’s braking capability is not
fully utilized. In addition to the degraded braking performance, the lateral force

generation capability of the tire is also decreased due to excessive braking which
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results in a loss of the vehicle steer ability. Hence, during emergency braking,
regulating braking systems operation in the vicinity of the peak point of the u,—x

curve is a vital control problem.

1.2 T T T

X

Tire-Road Friction Function p

Slip Ratio k

Figure 3.1 : Change of the friction coefficient x, with respect to
the tire slip & for different road conditions.

As it is shown in Figure 3.1, the optimum slip value for maximizing the braking
force depends on the road conditions. In order to find optimum slip value, the road
condition should be known. However, estimation of the road conditions in a short
period of time such as during emergency braking is a very difficult and unreliable
approach. In this chapter, rather than estimation of the road condition, a self-

optimization routine is proposed to seek the optimum slip set point.

3.3 Control Algorithm

Taking the time-derivative of (3.5) and by integrating with (3.1), (3.2), (3.3), and
(3.4), the slip dynamics may be given as

/%——i 1_—K+R—2 (c —ce ™ —c K)-i—iT
ul\ m 1[I, b 3 ul , b (3-6)

To simplify the notation, the following expression is defined
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oL

cy =ce 3.7)

Then (3.6) is rewritten as

ut,

. F.(1-x R? R
K=——F%| ——4+— (01—04—C3K)+TT;, 3.8)

Let £ be a prediction of the slip denoted by x where the slip, «, and the wheel

braking moment, 7} are assumed to be measured,

. _ 2
i (1_"+R_](51_54—53K)+in +K(x - %) 3.9

u\ m I, ul ,

where K >0 is a constant. Here, ¢,, ¢;, ¢, are the parameter estimates that are

changing with time. Note that ¢,, c¢,, ¢; are the unknown constant tire parameters.

The prediction error is defined as,

e=K-K (3.10)

Subtracting (3.9) from (3.8), the error dynamics is written as,

2 2
é=_££l_—K+R_J(cl _51)+£(1_—K+R_j(c4 -é,)

u\ m [, u\ m I,
3.11
F.(l-x R . 3.11)
u\ m I,
For stability analysis, a Lyapunov function candidate is chosen as
1  a A\ dj ~\2 a A \2
V=—e"+21(c,—¢) +=(c; &) +—2(c, —¢
B 2(1 1) 2(3 3) 2(4 4) 3.12)
where a;, as, a4 are positive constants. Taking the time derivative of (3.12)
V=ee—(c =& e, —(e; =& Jases +(cs =& Jay (C"4 - 5’4) 3.13)
By taking the time derivative of (3.7) and inserting into (3.13)
V=ee—(c;—¢)aé ~ (C3 ~& Jazes +(cy ¢4 )ay (_ cicre” K —¢, ) 3.14)

is obtained. From (3.11) and (3.14)
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ul{ m [, ul{ m 1,

3 2
+ ei {I—K + R—J(Q — &, )k — Ke? (.15

2 2
V-z_ez[l—_w_}(q_@1>+62(1—_K+R_J(C4_@4)

ul m 1,

A A A A A ek . A
—(ar=é)aé, ey =& Jases +(cy = ¢4 )ay (_ cee K- C4)
The update law for estimation of the parameters is chosen as follows:

A e F, (I—K‘ RzJ
a ul\ m I,

A e F, [I—K R?
_— —+_

— Gk A
Cy = C1,.,CH . € K

4 lav®2av

a, u m Ia) ] (3'16)

a; ul\ m I,

A e FZ(I—K‘ sz
G=k——2| ——+—

where ¢, and ¢y, are average values of ¢; and ¢, in Table 3.1. When (3.16) is

inserted into (3.15)
V=-—Ké + (04 —C, )a4 (clavczavefcz“v’(l'( — clcze_czKl'() 3.17)

is obtained. From (3.17) one can write

dv A
—< |c4 - c4|a4

dt

kK -k
ClavCoa® K cice K

2
—Ke (3.18)

In (3.18), when the following inequality holds

1/2

le4 = Cylag|crayCane 2 K — ciere” K]
e >
g e (3.19)
one gets
dv 0
P (3.20)

Hence, e is uniformly bounded and converges to the vicinity of zero. Reformulating

(3.11) as

2
o= _l(l_—’(+R—J(FX(K,C)—FX(K‘,CA))—Ke (3.21)
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It is realized that the convergence of FX(K,é)—)FX(K,C) is assured. Next, the

extremum seeking algorithm for maximizing the tire braking force is presented. The
algorithm will not require a priori the optimum value of the slip ratio or the
information of the road friction coefficient. For the extremum seeking algorithm via
sliding modes, [4] formulates a sliding surface where the objective function is
enforced to follow a time increasing function and a discontinuous switching function

is selected for the optimization parameter. This methodology is adapted here where

the aim is to maximize F,(x,¢). Since F,(x,é)— F,(x,c) will be maintained,
reaching to the peak point of the characteristics £, (K, 5) versus kK will maximize the

friction tire force F,(x,c). The sliding surface is selected as

s=F,(x,¢)- pt (3.22)
where p is a positive constant and ¢ is the time variable. Selection of p will be
clarified later. Taking the time derivative of s,

. OF(x,¢) . OF.(x,¢)
T T e 7F (3.23)

The update law for the optimization parameter x is chosen as,

(o)) [ents) ]

. . TS
K =M sgnsin— —

4 oK oc (3.24)
which is
A1 . . R
k_:MsgnsinE_(an(Kac)j an(f(’C)él+8Fx(AK’c)é3+an(AK’C)CA4 (3.25)
y oK 0¢, 04 0cy )

where M and y are positive constants. Note that when OF, (K, 5)/ ok =0, which is the

peak point of the (£, (K, 5) — K ) curve, there occurs a singularity in (3.25). This is not

a concern here since it will be shown that via the selected algorithm; not exactly the
peak point but a small neighborhood of the peak point will be approached. From the

analytical expression of the tire force,
F (x,6)=F, (5’1 —ce " _é3K):Fz(él — ¢4 —&3K) (3.26)
the partial derivatives for (3.25) are arranged as
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% = F (e, — ) (3.27)
%:C) “Ffi-e) (3.28)
%{jé): Fx (3.29)
%’:’5) __F. (3.30)

Inserting (3.25) into (3.23) one can get

. OF (k¢ :
§ = a(—C)M sgn|:sm(§):| -p 3.31)

K

In (3.31) when the condition

OF (x,¢)
oK

M=>p (3.32)

holds, the change of s and s according to (3.31) will be similar to Figure 3.2.

‘5FX(K,£’)M_p

oK

\Ad

0F,(x,©)

T

M—p

Figure 3.2 : Phase plane of s and s subject to the sliding motion dynamics.

In Figure 3.2, the arrows show the change of the variable s according to (3.31). As
long as the condition (3.32) holds, the dynamics of (3.31) provide that the s value
will increase or decrease and after a finite time interval, s will approach one of the
constant values w; = yk depending on its initial value s(0) where k£ is an integer

number (0,£1,£2, ...). Unlike the classical sliding mode control theory, the sliding
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surface variable s will not tend to zero but to a constant value w; (i =1, 2, . . .). In
Figure 3.2, the distance between the two grids is y. Choosing a small y will shorten
the time interval for s to reach the constant value. From the definition of the sliding

surface in (3.22), after a finite time interval, when s = w;and s =0,
s=w; =F(i.8)-p (3.33)

F(x,8)=p (3.34)

Hence, the objective function F| (K, é) will increase with the slope of p. Note that

this is accomplished when the condition (3.22) is satisfied. Rewriting the condition

OF (x,¢)
oK

M=>p (3.35)

The condition (3.35) can be interpreted as the gradient value |8Fx (K, 5’)/ 8I(| being
larger than a defined constant value p/M. As long as the gradient is higher than p/M,
the extremum seeking algorithm will force the objective function to increase. Since
F, (K,é) —>F, (K,c) is assured, Fy( k', ¢) approaches a small neighborhood of its peak
point as is shown in Figure 3.3. Note that by choosing a bigger p, the tire force
increases faster as shown in (3.34). But in that case, the tire operating region will be

bigger according to condition (3.35), which means that the tire will operate farther

than the optimum point. The braking moment is written from (3.6),

1.2

X

1

0.8

0.6

0.4

0.2

Tire-Road Friction Function p

Slip Ratio k

Figure 3.3 : Operating region.
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I, (1-x R? , ul
_tw _ —OK .
Tb = —(— + —jF (Cl ce C3K)+ _R K (3.36)

Putting (3.25) into (3.36) and replacing ¢y, 3, ¢3 with ¢,,¢, ¢5 one gets the braking

moment input as

I(1-k R\ _(x ~ ox A\ ul 7
T,="2—+— FZ(c1 — e — C3K')+ —2 M sgnsin—
R\l m I, R 4
-] R . . 3.37
ul , (OF,(x,¢)\ | OF (x,¢) .  OF.(x,¢); OF.(x,¢) (3-37)
- ~ Cl + ~ C3 + ~ C4
R oK oc, 0Cs oc,
£ (%)
_|  Tire Model
Extremum \ !
1; b Wheel K — Kt Calculation
Seeking > . - F, (él — éle Ky _ K‘é3) > n
Controller Dynamics ; K—K
¢1,69,83 Parameter K—K
Update Law

Figure 3.4 : The overall controller structure.

The overall controller structure is shown in Figure 3.4. The control algorithm is
developed by using the Burckhardt tire model. In the simulations, a more
complicated and detailed tire model (Magic Formula Tire Model) is used in the

vehicle model, which is denoted as “Tire Model” in Figure 3.4.

3.4 Simulation Study

To be able to analyze precisely the performance of the controller, a hydraulic brake
actuator model proposed in [3] composed of a master cylinder, pump, reservoir,
build-dump valve pair and wheel cylinder as illustrated in Figure 3.5, is taken into
account for the simulation study. To increase brake pressure and consequently brake
force between the tire patch and the road, the build valve opens and the dump valve
closes as the brake pad presses on the brake disc. To decrease brake pressure and the

braking force, the build valve closes and the dump valve opens as the fluid flows
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from the wheel cylinder to the reservoir. This operation is controlled by two inputs

and is governed by the following differential equation,

. ﬁf 2 ﬁf 2
P="LCydeq | (P, - P)-=LCydeyy | (P-P
v CayAcyy pf( » —P) v, CavAcan pf( low) (3.38)

where Sy is brake fluid bulk modulus, ¥, wheel cylinder volume, Cg orifice
discharge coefficient, 4 orifice area, py fluid density, P, pump pressure, P wheel
cylinder pressure, Pj,, reservoir pressure. ¢ and ¢ are valve control inputs, which
can take the values of 1 or 0 to open or close the valves and they are not allowed to

be 1" at the same time, i.€., cgicnF 1.

Mast
Pedal C ?S gr Build Valve W}'leel
Force ‘ ylinder Cylinder
11
Y U > LH
Vacuum '
Booster ulln Tire
1 Dump
Pump Q) ¢ Valve
| Reservoir

Figure 3.5 : Hydraulic brake actuator system.

For the hydraulic brake actuator, the relationship between the wheel cylinder

pressure and braking moment is given as follows
T, =(P— P, )4, 1By, (3.39)

where P, is push out pressure, 4,, wheel cylinder area, # mechanical efficiency, Br
brake factor, 7, effective brake disc radius. The control algorithm calculates the
necessary braking moment from (3.37) in order to optimize braking action. Using

(3.39), the desired braking pressure is deduced as

—1 es
Pdes = Pout + (chnBFrr) de (3.40)

Dump and build valves in the hydraulic brake system given in Figure 3.5 will be

opened and closed appropriately to obtain the desired brake pressure in the wheel
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cylinder using pressure measurement from the pressure sensor. In the simulations,
the nonlinear Magic Formula (Also known as Pacejka model) has been used as the

tire model in the vehicle dynamics. The general form of the formulae given in [86] is

as follows
L, (K) =D sin[C arctan{BK -E (B K— arctanBK)}]/ F, (3.41)
F, (K) = 1 (k)F, 3.42)

where B is the tire stiffness factor, C the shape factor, D the peak value, E the
curvature factor In this chapter, lateral vehicle dynamics is ignored and hence only
the longitudinal tire force is calculated. The tire model parameters are taken from
[86] page 614 where the considered tire is 205/60R15. Simulation study has been
conducted to show the performance of the proposed control algorithm. The
parameters for the quarter car model are chosen as m = 200(kg), R = 0.3(m),
Iw=l(kgm2). In the first simulation, a road where the maximum value of the tire-road
friction function is t,. = 0.8 is selected. During braking, the change of the tire-road
friction function approaches 0.8 and this means that the maximum friction potential
between the tire and the road is utilized. In Figure 3.6, change of the vehicle speed

versus tire equivalent speed is plotted. The initial vehicle speed is u(0) = 20(m/s).
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Figure 3.6 : Responses of the vehicle speed u and wR on the road with z4,,c = 0.8.

The tire forces are plotted in Figure 3.7 where it is shown that the tire force, used by

the control algorithm, is close to the actual tire force.
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Figure 3.7 : Responses of the braking forces on the road with 4., = 0.8.
The response of the friction coefficient u(x) is plotted in Figure 3.8. It is shown that
the controller manages to utilize the friction potential of the road such that the

maximum attainable friction coefficient i, = 0.8 is obtained.

e
)

0.6

0.4

0.2

Tire-road friction function p

Time (s)

Figure 3.8 : Change of the tire-road friction function on the road with g, = 0.8.

From Figure 3.9 it is shown that, slip ratio increases and then oscillates around the
optimum slip value. The braking moment input calculated from the control algorithm
is plotted in Figure 3.10. Due to the sign function in (3.37), oscillations do take
place. The factor of the sign function has the velocity value u. Since the velocity
decreases during braking, the oscillations decrease with respect to the decreasing

velocity.
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Figure 3.9 : Change of the longitudinal tire slip x on the road with g4y
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Figure 3.10 : Change of the braking moment input 75 on the road with 6,4y
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Figure 3.11 : Change of the tire road friction function on the road with £4,,,=0.4.
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To illustrate the robustness of the proposed control algorithm, different road
conditions are used in simulations. The simulation scenario is conducted for a road
with friction coefficient value i, = 0.4. Simulation results are shown in Figure 3.11

and Figure 3.12.

0.2

0.15

0.1

Slip ratiok

0.05

Figure 3.12 : Change of the longitudinal tire slip x on the road with ., = 0.4.

To show that the algorithm can track the maximum tire force value when the road
condition changes during braking, the simulation is conducted where the road
friction changes from i, = 0.6 tO ftya = 1.2. From Figure 3.13 and Figure 3.14 it is
realized that the control algorithm manages to utilize maximum friction potential of
the road when its condition changes during braking. Braking moment input is shown

in Figure 3.15.
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Figure 3.13 : Change of the tire road friction function when the road
condition changes from g,y =0.6 t0 tmer = 1.2.
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Figure 3.14 : Change of the longitudinal tire slip ¥ when the road
condition changes from gy =0.6 t0 fimey = 1.2.
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Figure 3.15 : Change of the braking moment input 7}, when the road

condition changes from g4, =0.6 to tna = 1.2.

3.5 Real Time Simulations

Real time simulations were conducted to show the real time applicability of the

proposed control algorithm. For real time simulations, dSPACE-MicroAutoBox is

used. dSPACE-MicroAutoBox is a platform that can operate independently from a

computer or user and can perform real time simulations. The setup is shown in

Figure 3.16 and Figure 3.17.

The simulation model created with Matlab/Simulink is converted into C code by

Matlab/Real-Time Workshop and then loaded into MicroAutoBox hardware. Once

loaded into the platform, a real time application is created which can work
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independently from a computer or a user. Real time simulation results are shown in
Figure 3.18 and Figure 3.19. In Figure 3.18, simulation results are shown for braking
in different road conditions such as tuax =0.4, tmax =0.6, timax =0.8, and iy = 1. It is
shown that maximum friction potential of the road is utilized in different road
conditions. Figure 3.19 show that the algorithm can track maximum friction potential
in changing road conditions. The sampling time used in the real time simulations was

onc msec.

Figure 3.17 : Power supply and MicroAutoBox.
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Figure 3.18 : Change of the tire road friction function in various road
conditions with gmgy =0.4, timax =0.6, timax =0.8, and gy = 1.

Tire-Road friction function u

Figure 3.19 : Change of the tire road friction function when the road
condition changes from gqx =0.8 to tnq = 0.4.

3.6 Chapter Summary

In this chapter, a control algorithm for maximizing tire braking force by combining
sliding mode based extremum seeking algorithm with the adaptation of the tire
model parameters was introduced. Unlike the common extremum seeking algorithms
in the literature, where the black box approach is conducted by considering a
completely unknown objective function, an analytic approach is performed by
utilizing adaptation of the tire model parameters integrated with the self-optimization
routine and hence the necessity of the online objective function measurement is

removed. Simulation studies show that the proposed controller manages to maximize
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friction potential of the road without estimating the road conditions. The robustness
of the proposed control algorithm is shown with simulations of different road
conditions. Real time simulations were conducted with Microautobox hardware to

show real time applicability of the proposed control algorithm.
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4. ABS CONTROL ALGORITHM VIA EXTREMUM SEEKING METHOD
WITH ENHANCED LATERAL STABILITY

4.1 Introduction

An ABS control algorithm based on extremum seeking is presented in this chapter.
The optimum slip ratio between the tire patch and the road is searched online without
having to estimate the road friction conditions. This is achieved by adapting the
extremum seeking algorithm (ESA) as a self-optimization routine that seeks the peak
point of the force-slip curve. As an additional novelty, the proposed algorithm
incorporates driver steering input into the optimization procedure to determine the
operating region of the tires on the “tire force”-“slip ratio” characteristic curve. The
algorithm operates the tires near the peak point of the force-slip curve during straight
line braking. When the driver demands lateral motion in addition to braking, the
operating regions of the tires are modified automatically, for improving the lateral
stability of the vehicle by increasing the tire lateral forces. A validated full vehicle
model is presented and used in a simulation study to demonstrate the effectiveness of

the proposed approach. Simulation results show the benefits of the proposed ABS

controller.

When lateral and longitudinal tire forces occur simultaneously, for example during
steering, achieving the maximum longitudinal tire force will result in unacceptably
low lateral tire force due to the inherent coupling between tire forces in the
longitudinal and lateral directions. Low lateral tire forces reduce the handling ability
of a road vehicle. Therefore, longitudinal tire force should be reduced below its
maximum possible value during combined braking and steering situations in order to
keep lateral tire force at acceptable levels. The proposed ESA based ABS control
algorithm incorporates driver steering input information into the optimization
procedure to determine the operating region of the tires on the tire force-slip ratio
characteristics curve. The algorithm operates the tires near the peak point of the
force-slip curve during straight line braking. When the driver demands lateral motion

in addition to emergency braking, the operating regions of the tires are modified for
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improving lateral stability of the vehicle also. It is shown that during cornering, while
achieving large braking forces, lateral tire forces can be improved considerably.
Hence, the cornering capability of the vehicle can be enhanced significantly. This is

the main contribution of this chapter to the existing literature.

The chapter is organized as follows. In Section 4.2, the sliding mode based
extremum seeking scheme is adapted for the ABS problem. Section 4.3 shows the
performance of the algorithm in various road conditions during straight line braking.
The simulation study is repeated for simultaneous braking and steering. It is shown
that the braking algorithm can be improved for better steer ability in the presence of
driver steering input. Section 4.4 presents the modification of the algorithm for
improving steer ability. Simulations with the modified and unmodified algorithms

are compared in Section 4.5. The chapter ends with conclusions given in Section 4.6.

4.2 Algorithm Development

Most of the available vehicle dynamics control methods assume knowledge of the
road friction coefficient and ignore the braking problem complexities. Actually, for
short-term emergency maneuvering tasks, or in the driver assistance proposals,
braking model, road conditions, tire model and other dynamics such as hydraulics

need to be taken into account.

4000

3000

2000

1000

Longitudinal Tire Force E,_(N)

Slip Ratio k

Figure 4.1 : Change of the longitudinal tire forces on different road conditions.

In ABS controller design, the aim is to find an optimal slip ratio, which makes

longitudinal tire forces maximum. But since tire longitudinal forces depend on the
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tire/road friction coefficient, in order to find an optimum slip ratio, the friction
coefficient needs to be known a priori. Maximum braking force in the longitudinal
direction occurs at different slip ratios as given in Figure 4.1. Using the extremum
seeking algorithm, without a priori knowledge of the friction coefficient, tire forces
are maximized at the optimum slip ratio operation point and they are maintained at
these desired operating points by the proper switching of the individual brake

actuator control inputs.

For the extremum seeking algorithm via sliding modes, [4] formulates a sliding
surface where the objective function is forced to follow a time increasing function

and a discontinuous switching function is selected for the optimization parameter.
This methodology is adapted here with the aim of maximizing F, for i=1,2,3,4
where i designates the different tires. The sliding surface variable s; for the i’th tire

is selected as
s; = Fu(ki,0;)+ pt 4.1)

where ¢ is the time index, p is a constant value, F|

i» K; and «; are i’th tire
longitudinal tire force, longitudinal slip ratio and lateral side slip angle, respectively.

By selecting the sliding surface as in (4.1), one aims to force F; into following the

time increasing function p¢. Taking the time derivative of s,

§ _ani(Ki’ai)K-. +6in(’<i’ai)d 4
" o, oa, TP 4.2)

1 1

The update law for the slip ratio «; is chosen as,

TS .
- M - | B
K'l sgn{sm( y j:| (4.3)

where M and y are positive constants. The function sgn is defined as

1 ifx>0
sgn(x) =40 ifx=0 4.4)
-1 ifx<0

Inserting (4.3) into (4.2) one can get
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oF ;(x;,a;) (7, OF . (x;,a;) .
=X TN 20 XA
i oK. Sgn[sm[ , j:| Py a;+p (4.5)

1 1

Theorem: In (4.5) when the condition

‘ani(Kﬂai)dA
|5sz-('€1~,0!,-)|> o l + £ (4.6)
| ok, | M M

1

holds, after a finite time interval, s; approaches to a constant value w = ky depending
on its initial value s,(0) where £ is an integer number with £ = (0,£1,+2, ...). Then

from (4.1)

s;=w=F,(k;,a;)+pt 4.7)
Fy(k,a;)=—pt+w 4.8)
Fu==p 4.9)

Hence, braking force F; (x;, ;) , which is negative, will increase with the slope of p,

1.e. tires’ operating point approaches to the peak point of the force-slip curve, as long

as the condition (4.6) holds.

Proof: Assume that at the start of optimization the value of s; in (4.1) is between the
values of y and 2y

7 <s;(0)<2y (4.10)

Then, on that interval, the following mathematical expression is true
| 7,
sgn{mn(?j} = —sgn(s; — ) =sgn(s;, - 27) 4.11)

Assuming that the current operating region satisfies

‘ani(Kﬂaz‘)d
OFy (k) | 92 P (4.12)
Ok; M M

1

By combining (4.5) and (4.11) one gets
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. oF ;(x;,a;) OF ;(x;,a;) .
§; = _6—,(1M Sgn(s,- ]/)+a—aiai +p (4.13)
Defining a variable A, as
A =5~y (4.14)
A =5, (4.15)
Then from (4.13)

. OF ;(x;,a;) oF ;(x;,a;) .
Z — X1 1 1 M i + X1 1 1 . +

! oK, sen(4) oa, TP (4.16)

. OF;(x,a;) OF;(k;,a;) .

A, = —TM|/11|+ 7, Gt ph 4.17)

i i

The following inequality can be written using (4.17)

; oF,; (k;, ;) OF,; (k. a;) .
21/11 < _—a](i M|ﬂ«1| + ‘—a i a; |/11| + ,0|/11| (4.18)
. OF . (x;,a;) |6F-(K.,a-) .
2{ S _ﬂ“ Xl 1 1 M _ X1 1 l a.|l—
My < 1|[ o e (4.19)
Since (4.12) is hypothesized, (4.19) can be expressed that
LA <00, =055, >y (4.20)

Hence, after a finite time interval, (Finite time; because of the discontinuous sign

function)

R
I
<

4.21)

Contrary to (4.12), if the current operating region satisfies
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ani(Ki’ai)di

OF,i (ki ;) _ P 4.22)
OK; M M
then from (4.5) and (4.11)
. OF,(x;,,a;) oF ;(x,,a;) .
el (RSl kel 24 V4 U D90 Wil (Sl Kt EA S
S; oK, Sgn(sz 7) oa, i TP (4.23)
Defining 4, as
Ay =5;=2y (4.24)
Ay =S (4.25)
From (4.23)
. OF . (x;,,a;) oF ;(x;,a;) .
ﬂ( — X1 1 1 M 2{ + X1 1 1 a. +
2 —5Ki sgn( 2) - oa, — a4 tp (4.26)
;. OF(x;,a;) oF;(k;,a;) .
1212 —a—’qM|]yz|+a—aiaiﬂz +pﬂ,2 (4.27)
; OF(x,a;) oF;(x;,a;) .
/1212 < —K. M|ﬂ,2| +‘ . a; |ﬂ“2| + p|ﬂ,2| (4.28)
: OF,(x,,a;) . |0F,(x;,a;)
LA, <A UM+ |—————a,|+
24y < 2|{ o “ow, p (4.29)
Since (4.22) is hypothesized,
Ay Ay <054, =055, =2y (4.30)
Hence after a finite time interval
s; =2y (4.31)
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It has been shown that when the value of s, starts between y <s,(0)<2y, then it
converges to either y or 2y depending on whether (4.12) or (4.22) holds. This
analysis can be generalized not only for the interval of y <s,;(0) <2y but for any
starting point s;(0). By combining the conditions (4.12) and (4.22), it is concluded

that as long as the condition

ani(Ki’ai)d
0Fy(ap)| | e, L P (4.32)
ox, | M M

1

holds s; will converge to one of the following points

s; =ky
(k=0,£1,%2,...) (4.33)

After s; converges to ky, equation (4.1) becomes

S; :k)/:in(K‘i,(Zi)-i-,Ot (4.34)
F,(x;,a;)=—pt+ky 4.35)
Fy(k;,a;,)=—p (4.36)

Hence, braking force F(x,,c,;) will increase with the slope of p converging to the

maximum operating point. Choosing a bigger p will ensure approaching to the

optimum point faster. (End of proof)

When both (4.12) and (4.22) do not hold, increasing of the performance function is
not guaranteed. By selecting the values of control parameters p and M, one defines
the operating region of the ESA. By decreasing the size of the region where (4.12)

and (4.22) do not hold, the success of the optimization algorithm is increased.

Considering the straight line braking case where «; =0 for i=1, 2, 3, 4, then the

condition (4.32) turns into

> 2

del' (Ki)
‘— v; 4.37)

drx;

1
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The condition (4.37) can be interpreted as the gradient value |dei (x;)/ dK'i| being

larger than a constant value p/M . As long as the gradient is larger than p/M ,
extremum seeking algorithm will force the objective function to increase. Finally,

F; will approach to a small neighborhood of its peak point where the gradient is not

large enough, i.e. the condition (4.37) does not hold anymore. By selecting proper

values for p and M, the size of the operating region can be adjusted.

When there is a lateral motion, then the condition (4.32) includes an additional term
of |(8in (x;,0,)/ 0c; )O'Ki|/ M in the right hand side of the inequality. The effect of

this additional term on the search algorithm is explained in the following. When

ani(’(iaai)d
oa;

1

there is a lateral motion, i.e. . # 0, then the right hand side of (4.32)

increases. This results in condition (4.32) holding for a shorter time than the case

without lateral motion. This is because by approaching to the peak point of the force-

slip curve, the gradient |6in (x;,0;)/ 8Ki| is getting smaller and smaller, and the

region, where the condition (4.32) does not hold, is approached more quickly. When
the condition holds shorter, the increment of F); lasts shorter. In other words, the tire
will operate further than its maximum force value. This is advantageous since as far
as the tires operate further than the maximum point, i.e. when the slip ratio is kept
small, lateral tire forces will be large, which increases cornering capability of the

vehicle.

Braking moment values 7, are calculated as follows. The simplified tire rotational

equation of motion can be written as

. — T, —RF,;
b =—" (4.38)

(2]

where the rolling resistance effect is neglected. In (4.38), /,, is the wheel inertia, R is
the effective tire radius, w; is the 1’th tire angular velocity. Similarly, the simplified

longitudinal vehicle dynamics is written as

mu =F, :Fxl+Fx2+Fx3+Fx4 (4°39)

— % xsum
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where aerodynamic effects and lateral dynamics are ignored. In (4.39), m is the
vehicle mass and u is the longitudinal speed. The simplified equation of the wheel
slip ratio is given as

u—o;R
Ki=-— (4.40)

u

where it is assumed that the tire velocities on rolling directions are equal to the
vehicle longitudinal velocity u. Taking the time-derivative of (4.40) and integrating

with (4.38) and (4.39) the slip dynamics can be written as

(4.41)

m I, I, m

1 ( Fxsum RTbi Rzin Fxsum ]

By inserting for «; its update law, the braking moment for each tire can be computed
as

I F I s,
T, =—2(x, +1) =2 _RF . ——“yM sgn| sin| —-
bi R ( i ) m xi R g |: [ ¥ ]:| (4.42)

For calculation of the braking moment from (4.42), one should measure u, w;, and
F,. Tt is assumed that u and ; are measured. The velocity of the car u can be
measured via the accelerometer and GPS units or by using the tire velocities of the
idle tires. Tire angular velocity can be measured by using the Hall Effect wheel speed
sensors in the ABS system. Since tire forces cannot be measured directly, they
should be estimated. Estimation of the tire longitudinal forces are based on tire
angular velocity measurements as introduced in [3]. The simplified tire dynamics is

written as
I,0;, ==T, = RF; (4.43)
Estimation of the tire angular velocity @, is defined as

1,0, = =T, +W sgn(@, )R (4.44)

«

where @, =@, —®; and W is a positive constant. Subtracting (4.44) from (4.43), one

can get
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1,0, =W sgn(@; )R- F,R (4.45)

By choosing W>max|F,|, the estimated state @, tracks the real state w,, due to the

discontinuous feedback in the observer equation. In the sliding mode, the equivalent

value of K sgn(®@; ) is equal to the longitudinal tire force,

A

Fy=—(Wsen(@,)),, (4.46)

To obtain the equivalent value of ngn(aT)l-) during sliding mode, a low pass filter is

used. Using the estimated tire force F ., the braking moment 7, is calculated as

Xi»

I F LT s
T, =—2(x, +1) =2 _RF . ——“yM sgn| sin| —-
bi R ( i ) m Xi R g |: [ 7 ]:| (4.47)

Note that s; is defined previously in (4.1). Since the estimated value of the tire force

is used, s;1s calculated from

A

S; =y + pt (4.48)

4.3 Simulations

4.3.1 Simulation model

A validated nonlinear double track vehicle model is considered in the simulation
study. The vehicle axis system is shown in Figure 4.2. Here, x is roll axis, y is pitch

axis and z is yaw axis.

Figure 4.2 : Vehicle axis system.

The vehicle parameter values are given in Table 4.1. Top view of the vehicle model

is shown in Figure 4.3.

72



mea, +m,a,, =F

where mg, a

Table 4.1: Vehicle parameter values.

Parameter Value Parameter Value
m (kg) 1590 K (kg/s?) 30000
mq (kg) 1410 K, (kg/s®) 20000
my (kg) 180 Cr(kg/s) 2206
Iy (m) 1.01 C, (kg/s) 2206
I, (m) 1.45 Cy 0.4
T, (m) 0.8 Ar(m) 1.8
R (m) 0.3 pa (kg/m) 1.2257
d (m) 0.0045 | I, (m) 1.54
I, (kgm®) 0.9 K (kgm?/s®) 10000
e (m) 0.26 Ky (kgm?/s”) 10000
I (kgm?) 2910 pr(m) 0.277
Izs (kgm®) 2810 p, (m) 0.286
Iy (kgm?®) 700 hy (m) 0.277
Iys (kgm®) 606 h, (m) 0.286
Iy (kgm?) 2800 k, (kg/s?) 220000
Iys (kgm®) 2741
Fa
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Figure 4.3 : Top view of the vehicle.
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(4.49)

(4.50)

The longitudinal and lateral dynamic equations are written as in (4.49) and (4.50)

F,, a F, are sprung mass, sprung mass



longitudinal acceleration, unsprung mass, unsprung mass longitudinal acceleration,
total longitudinal tire forces, aerodynamic drag force, lateral acceleration of the
sprung mass, lateral acceleration of the unsprung mass and the total lateral tire
forces, respectively. Unsprung mass and sprung mass longitudinal accelerations are
given in (4.51) and (4.52). Unsprung mass and sprung mass lateral accelerations are

given in (4.53) and (4.54). Detailed derivation of these acceleration terms are given

in Appendix A.

a,, =u-—vr 4.51)
a,, =u—vr+qz, —qe—rpz,+rpe+2qz, 4.52)
a,, =v+ur (4.53)
Ay, =V+ur+pz, — pe+rqz, —rqe+2pz; (4.54)

where v, 7, q, z,, e, p denote lateral velocity, yaw rate of the vehicle, pitch rate,

vertical motion of the sprung mass center of gravity (c.g.), distance from the roll
center to the sprung mass c.g. and the roll rate, respectively. Total longitudinal and

lateral tire forces are calculated by referring to Figure 4.3 as follows

(4.55)
The aerodynamic drag force £, is calculated as follows
_1 2
F, = ECdA 7PqU (4.57)

Here C;, A, p,, are the aerodynamic drag coefficient, the vehicle frontal area, the

air density, respectively.
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15, N P s, :
Figure 4.4 : Vehicle suspension model.

The vehicle suspension model is shown in Figure 4.4. The vertical equation of

motion of the sprung mass and unsprung mass are written as

mgd, :_(Fvl +F¥ F3 +F ) (4.58)

My Zyi +k (Z Si)_Fsi =0 (4.59)

Here a_, is the vertical acceleration of the sprung mass. F; are the suspension

forces acting on the sprung mass, &, is the tire stiffness and S, are the road inputs

for each tire. The vertical acceleration of the sprung mass is calculated as
. 2 2 2 2 .
azszzu—p Zs+p e—q Zs+q €+ZS (4.60)

Detailed derivation of this term is given in Appendix A. Here z, is the vertical

motion of the unsprung mass c.g. The suspension forces are given as

F, = Kf(zs —l,sinf+ %Sil’l d—z, j + Cf[z's -1, cos 00 + T2—Scos b — z'ulj (4.61)
=K i gL C,lz -1 06— 1: j— 2
sl zg =1y sin —7s1n¢—z +Cyl 2z, =1, cos —7005 PP — 2,3 (4.62)
=K, I sin 6 cz 41 cos00-L j— 2
zg+ 1, sin 6 — 7sm O—z,5 |+ z,+1.cos 80 — 700s O —Z,5 (4.63)
=K, l,sin 0+ 1 Cl 2 41, cos06+ 5 j— 2
z,+1.sin 0 + 751n @—z,4 |+C,| 2, +1.cos 06 + zcos O — 2,4 (4.64)
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where K, and K, are front and rear suspension spring stiffness, C, and C, are

front and rear suspension damping ratios, z,, is the unsprung mass vertical motions.

1

[, and [, are distances from the center of gravity to the front and rear axles, 0 is the

pitch angle, @ is the roll angle, 7, is the distance between the left and right

suspensions.

Koy + Kopr) P

Q

Fy, Fy ~ Roll Center

Figure 4.5 : Roll motion of the sprung mass.

In Figure 4.5, roll motion of the sprung mass is shown. The rotational equations of

motions are written as follows which are known as Euler equations of motion [88]
Tys(=p)—Uys =175 )(@)(r) =

T T .
(Fy + Fug) 5= (F + Fy) 2= mygesing —m,a, ecosg + (K, + K5, )¢ (4.65)

Tys () =L zs =L y5 )(r)(—p) =
(Fy +Fo)l, —(Fg + Fy)l, +m gesin@+ma ecosd (4.66)

I7(")—Ux —Iy)(-p)q) = ((Fxl —Fyp)cosdy —(Fy — Fyz)Sinfo)Z;’

. l (4.67)
(B + Fra)sindl -+ (Fyy + Fyp)cosdy I+ (Fig ~Fa) (B Fyaly

where Iyg, Iyg, 1,5, 1,, I, I, are sprung mass moment of inertias on the roll

axis, pitch axis, yaw axis, total moment of inertias on the yaw axis, roll axis and

pitch axis, respectively. /, is the front and rear track widths, g is the acceleration due

to the gravity, K,,- and K,,, are front and rear antiroll bar stiffness’s.
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Figure 4.6 : Forces and moments acting on the front axle.

In Figure 4.6, forces and moment acting on the front axle are shown. Vertical forces

for each tire are calculated as follows

Fo= F;Z(lw/z_n/z)"'}::\‘l(lw/z"'Ts/z)""(msglr/l""(%l +mu2)g)la)/2 /1

A7\ Koyt Lays + 1oy +Om +ma + 1y ¢ (4.68)
o [ Follo/ 24 T2+ Fylly 12 =T, /2)+ (gl L+ (ma +min)eNi /2]

27 Ky —mdy Lay + 15 )y~ +myo Vs, +1, @ (4.69)
" __FSS(lw/ZJ"];/2)+F:¢4(la)/2_Ts/2)+(msglf/l‘+(mu3 g )gl/2 /

2 L rbr¢_mslf /L(ays _lr’;)pr _(mu3 + mu4)<ayu _lr’;ylr ¢ (4'70)
- __Fs3(1az/2—Ts/2)+Fs4(laz/2+Ts/2)+(msglf/]~+(%3 g )gl/2 /

T 4 Ko il Ll — 1, p, + (s + gy~ © (4.71)

where L is the distance between the front and rear axles, p, and p, are height of the
front and rear roll center, /2, and 4, are height of the front and rear unsprung mass
c.g.

By referring to Figure 4.3, it is shown that, while the vehicle is turning, a difference
occurs between the direction of the tire velocity and the direction of the tire itself.

This angle is called as the tire side slip angle or simply “’the slip angle” denoted as

a;. Tire slip angles are calculated as follows
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u+rl /2 4.72)

T rlw‘ 1B 4.73)

a5 =—tan_l —V—l’l, (4 74)
u—rl,/2 .

a4 :_tan_l i (4 75)
u+rl,/2 .

(D

| F
d |
—_—

F;

Figure 4.7 : Forces and moments acting on the wheel.

In Figure 4.7, forces and moments acting on a single wheel are shown. Rotational

motion dynamics for each individual tire are given as

. _Tdi Ty — RF,, —dF,
w; = 7 4.76)

w

where @, denotes the i-th tire angular velocity, 7, is the traction moment, 7, is the

1

individual wheel braking moment, F,, is the tire vertical force, /, is the wheel

zl

inertia and d is the pneumatic trail as shown in Figure 4.7.

When the vehicle accelerates or brakes, a difference between the tire longitudinal

velocity u, and its corresponding rotational velocity @;R occurs. The tire

longitudinal slip ratio or simply ”slip ratio” is defined based on this difference and

calculated as

ST 4.77)
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where R is the tire effective radius, u,; is the velocity on the rolling direction for the

i’th individual tire. For example in a hard braking situation, if the tires are blocked
(w=0) but the vehicle is still moving (u,; # 0), then x=-1. On the contrary, in

acceleration from standstill, if the tires start to spin, then x; > 0. In (4.77), u, is

calculated as follows

uy =(u+rl,/2)coss, +v+rl,)sing, 4.78)
uy =(u—rl,/2)cosS, +(v+ri, )sing, 4.79)
us=(u—rl, /2) (4.80)
w,, =u+rl,/2) (4.81)

The longitudinal and lateral tire forces are changing with respect to the magnitudes
of the tire slip ratio and the tire slip angle. Various analytic and empirical tire models
have been developed in the literature for simulating tire forces. Some of them are the
Magic Formula, Dugoff, LuGre, Burckhardt tire models. Here, for calculation of the
tire forces, the Magic Formula (Also known as the Pacejka model) is used in the

simulations. The general form of the formula is given as
y=D sin[C arctan{Bx — E(Bx — arctan Bx)}] (4.82)

where x is the input variable such as the tire slip angle a or the tire slip ratio «, y is

the output variable representing the forces between the tire patches and the road in

the longitudinal and lateral directions such as F, and F,. B, C, D and E are the tire

stiffness, shape, peak and curvature factors, respectively. The tire model parameters
are taken from [86], where the considered tire is 205/60R15. Detailed formulation of
the tire model is given in Appendix B and the Matlab M-file for calculation of the
tire forces is given in Appendix C. Figure 4.8, Figure 4.9, Figure 4.10 and Figure
4.11 show the tire forces calculated by using the Magic Formula Tire Model. For
different road conditions, the change of the longitudinal tire force with respect to the
tire longitudinal slip ratio x is plotted in Figure 4.8. The change of the lateral tire
force with respect to the tire side slip angle a is plotted in Figure 4.9. Note that the

tire characteristics plotted in Figure 4.8 and Figure 4.9 are for pure slip cases.
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Figure 4.8 : Change of the longitudinal tire forces with respect to the
tire slip ratio under pure longitudinal slip condition.
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Figure 4.9 : Change of the lateral tire forces with respect to the tire
side slip angle under pure lateral slip condition.

In other words Figure 4.8 shows the longitudinal tire force characteristics with
respect to the tire slip ratio where the tire does not have a lateral slip value (a=0).
Similarly, Figure 4.9 shows lateral tire force characteristics where the tire does not
have a longitudinal slip value (¥k=0). On the contrary, in combined slip cases where
the tire has both longitudinal and lateral slip (o #0,x #0), change of the
longitudinal and lateral tire forces are plotted in Figure 4.10 and Figure 4.11. Figure

4.10 shows that if there is a lateral slip, the tire can generate less longitudinal tire
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force than the a=0 case. The longitudinal tire force decreases with the increasing side

slip angle value as shown in Figure 4.10. Figure 4.11 shows that with the increasing

longitudinal slip ratio value, the lateral force generation capability of the tire

decreases. This is the reason that the steer ability of the vehicle decays during

braking.
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Figure 4.10 : Change of the longitudinal tire forces in combined slip case.

4000 I I I I I I I I I
¢=0.15 rad 1 1 1 1 1 | |

3500 k- -\ R EEEEE F----- |m=— == f-----p----- F----- EEREES

g 000 NN T I o P o
> | | | | | | | | |

o 2500 -\ NN\ [ R R R R S J—
= _ l l l l l l l l

< 2000,,_,09,7},d,,ﬂ N\ ! ____Increasing tireside ' ____ L ]
= ‘ | ‘ slip angle | | | |

; 1500 0=0.03d- N - N S S I S R
g ‘ ‘ \ l l l l l l

S 1000F----- NSO ~ A DT T
o=0.03 rad ! ‘ ‘ ! !

500 ----- " T ]

0 1 1 | | 1 ;&Hﬁ

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Tire Longitudinal Slip Ratio «

Figure 4.11 : Change of the lateral tire forces in combined slip case.

To be able to generate braking moments on each wheel, a hydraulic brake actuator

model is taken into account. The schematic drawing of the hydraulic system is shown

in Figure 4.12.
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Figure 4.12 : Hydraulic brake actuator system.

For each individually actuated brake system, in order to increase the brake pressure
and consequently the individual brake force between the tire patch and the road, the
build valve opens and the dump valve closes. Thus, the brake pad presses on the
brake disc. To decrease the brake pressure and consequently the brake force, the
build valve closes and the dump valve opens, so that the fluid flows from the
individual wheel cylinder to the reservoir. This operation is controlled by two inputs

and the following governing differential equation,

f)l' :_CdvAcdli _(P _B)__CdvAchi _(f)l _f)low)
Va) S g Vw Py (4.83)

where 8., V,, C4, A, p;, P,, F, B,, are the brake fluid bulk modulus, wheel

»s
cylinder volume, orifice discharge coefficient, orifice area, brake fluid density, pump
pressure, i-th wheel cylinder pressure and the reservoir pressure, respectively.
cy;and ¢ y; are the valve control inputs, which can be only 1 for an open valve or 0
for a closed valve and they are not allowed to be “1” at the same time, i.e.,

CiCqr 21, for the individually brake actuated i’th wheel. For each individual

hydraulic brake actuator, the relationship between the wheel cylinder pressure and

braking moment is given as follows
Tbi = (Pl - Pout )chnBFrr (4,84)

where P

out >

A,, 1, B, and r, are push out pressure, wheel cylinder area,

mechanical efficiency, brake factor and effective brake disc radius, respectively.
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4.3.2 Validation of the vehicle model with actual vehicle measurements

Measurements from a real vehicle are used for validation of the developed vehicle
model. The actual vehicle’s longitudinal, lateral and vertical accelerations, roll rate,
pitch rate and yaw rates are measured from an inertial measurement unit shown in
Figure 4.13. The instrumented vehicle is shown in Figure 4.14. The driver’s steering
input is measured from the steering wheel angle sensor. In order to compare the
actual vehicle and the mathematical vehicle model, the same driver steering input
measured from the real vehicle shown in Figure 4.15 is applied to the vehicle model.
A cruise control unit is added to the vehicle model in order to follow the real
vehicle’s speed profile. The time responses of the mathematical model and the real

vehicle sensor outputs are plotted in Figure 4.16, Figure 4.17, and Figure 4.18.

Figure 4.14 : Instrumented vehicle.
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Figure 4.15 : Driver steering input.
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Figure 4.16 : Validation results: Lateral acceleration.
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Figure 4.17 : Validation results: Roll rate.
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lation scenario 1

In the simulation scenario 1, straight line braking case is studied. The initial vehicle

speed is 30 m/s. Simulations are conducted on different road conditions to show the

effectiveness of the control algorithm. First, the road is selected as dry asphalt.

Simulation results for normalized tire forces F\;/F.; are plotted in Figure 4.19.
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Since the maximum braking force that a tire can produce can be calculated from the

equation: Fyuagx = —maxFz, Where . = 1 for the dry asphalt road, it is shown that

after approximately 0.2 sec., normalized tire forces are equal to F,/F.; = —1, which
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means that tire forces are maximized. The controller does not use road condition
information. Change of the slip ratios are plotted in Figure 4.20. Optimum slip ratios
are found on-line via the search algorithm. Braking moment inputs are plotted in

Figure 4.21.
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Figure 4.21 : Change of the braking moments in dry road.

Next, simulations are conducted on a ., = 0.4 road, which simulates a snowy road.
Results for normalized tire forces are shown in Figure 4.22. Maximum friction

potential is utilized by the search algorithm because it is shown that normalized
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longitudinal tire forces are reaching the value of F\/F. = —0.4. It is noticed that
whatever the road condition is, the algorithm is robust, i.e. it finds optimum slip
ratios for maximum braking forces. Change of the slip ratios and braking moment

inputs are plotted for braking in snowy road in Figure 4.23 and Figure 4.24,

respectively.
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Figure 4.23 : Change of the tire slip ratios in snowy road.
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Figure 4.24 : Change of the braking moments in snowy road.

4.3.4 Simulation scenario 2

In the simulation scenario 2, combined steering and braking is studied. The driver
steering input given in Figure 4.25 is applied to the vehicle model. In Figure 4.26,
change of the tire slip ratios are shown. It is noticed that when steering is applied, the
magnitude of front axle slip ratios start to increase. This phenomenon can be
explained from Figure 4.10, where longitudinal tire force characteristics for the
combined slip case are plotted. From Figure 4.10, it is shown that when there is a
lateral motion in addition to the longitudinal motion, i.e. when tire side slip angles
are not zero (o; # 0), the location of the optimum slip ratio for maximum longitudinal
force moves forward. Since the extremum seeking algorithm searches the optimum
slip ratio, it increases the slip ratio as it is shown in Figure 4.26 to track the peak
point. Rear axle slip ratios did not increase because during hard braking, the weight
of the rear axle decreases considerably, resulting in small lateral tire forces. These
small lateral forces do not have big deforming effect on rear axle longitudinal tire
forces and hence location of the optimum slip ratios on the rear axle does not change
considerably. From Figure 4.11 it is seen that when slip ratio increases, the
magnitude of the lateral tire force F); decreases considerably. If extremum-seeking
controller keeps maximizing the braking forces by increasing the slip ratio, lateral

tire forces may be insufficient. This may cause the vehicle not to swerve safely from
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danger. For lateral stability enhancement, extremum seeking algorithm should be

modified as introduced in the next section.
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Figure 4.25 : Driver steering input for the simulation scenario 2.
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Figure 4.26 : Change of the tire slip ratios in simulation scenario 2.
4.4 Modified ESA with Lateral Force Improvement

In the previous section, extremum seeking algorithm has been introduced for the
ABS problem, where the algorithm seeks optimum tire slip ratios for maximum
braking forces. Via the simulations, it has been shown that the algorithm finds
optimum slip ratios for maximum tire forces with respect to the different road

conditions.
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It has also been shown that when there is a lateral motion, i.e. a; # 0, the algorithm
increases the value of the slip ratio to track the peak point of the longitudinal tire
force since optimum slip ratio k moves forward with the increasing side slip angle a

as shown in Figure 4.10.

However, from Figure 4.11 it is shown that when slip ratio x increases, the lateral tire
force F); decreases dramatically. This is an undesired situation since it is also
desirable to have large enough lateral tire forces in order to maneuver safely. For
example, when the driver suddenly confronts an obstacle (for example another car in
front of his/her path), he/she jeopardizes the control inputs such as applying at the
same time hard braking and steering. In that case, if the ABS braking controller only
cares to maximize the braking forces, and does not take into consideration the lateral
tire forces, then although braking forces may be maximized, lateral tire forces may
be insufficient. This may cause the vehicle not to swerve safely from danger and a
collision with the obstacle may occur. Hence, the extremum seeking algorithm
should be modified to take into account the lateral tire forces also, when the driver

demands lateral motion from the vehicle.

In the previous section, it has been shown that, when there is a lateral motion in

ani(Ki’ai)d
oa;

1

addition to braking, due to the additional contribution of in the

i

condition (4.32), the increment of F); lasts shorter and hence, slip ratio will be
smaller with resulting larger lateral tire forces. This effect inspires to incorporate
driver steering input information to the extremum seeking algorithm to define
operating region of the tires during braking. This modification is based on the
following idea: By choosing p and M in (4.32), one defines the location of the
operating region. Choosing a bigger value for the right hand side of (4.32), the
condition holds shorter, i.e. the increment of F,; lasts shorter. In other words, the tire
will operate further than its maximum force value. On the contrary, choosing a
smaller right hand side of (4.32), the condition will hold longer, eventually, the tire
will operate closer to its maximum value. When steering input is zero, i.e. straight
line braking, the operating region should be as close as possible to the maximum tire
force value; hence, the right hand side should be small. On the other hand, if there is
a steering wheel input, the search algorithm should not keep tracking the varying

optimum slip ratio value as shown in Figure 4.10, in order to prevent any loss in
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lateral tire forces. Hence, the operating region should be farther from the extremum
point, i.e. right hand side of (4.32) should be large. The adaptation law for the slip

ratio is modified as

i (7,
K, =M exp(— 8‘5‘,-‘)sgn{s1n(7ﬂ (4.85)
where J; is the steering angle, ¢ is a constant. By combining (4.85) and (4.2), one
gets

. OF .(k;,;) | 7, oF . (k;,a;) .

s, =————"=M expl-¢|0,|Jsgn| sin| — | |+ ——""—=¢a; +

e pl-elo e { ( p H A (4.86)

As introduced in the analysis in section 2, assuming that at the start of optimization
the value of s; in (4.86) is between the values of y and 2y such as y <s,(0) <2y,

then, on that interval, the following inequalities can be written from (4.86)

. 8in(1<l-,al-) ani(Ki,a,-) .
A S—|ﬂq|{a—’gMeXP(“9‘5f‘)“ 2a, % _p} (4.87)
. oF,(x;,a;) oF,(x;,a;) .

where A, =s;, —y and 4, =5, —2y. Then as long as the condition

ani(Ki’ai)d.‘
|OF (i, 1)) S 0a; l + P (4.89)
| 0K | M exp(— g‘5f U M exp(— 8‘5f ‘)

holds, s; converges to either ¥ or 2y. The analysis can be generalized not for only
the interval of y <s,(0) <2y but for any starting point of s;(0). Then, as long as
(4.89) holds, s; will converge to a constant value w=yk depending on its initial value

s4{0) where £ is an integer number with k£ = (0,+1,£2, ...). Then, from (4.1)
s; =w=F,(x;,0;)+ pt (4.90)

Fy(i,0)=—pt+w (4.91)
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Fy=-p (4.92)

Hence, braking force F,;(x;,;), which is negative, will increase in magnitude with

the slope of p, i.e. the tire operating point will approach the peak point of the force-
slip curve as long as condition (4.89) holds. It is noticed that by increasing the
steering wheel angle, the right hand side of (4.89) increases, meaning that the
condition (4.89) holds for shorter time, i.e. the increment of F); lasts shorter, resulting
in the tires operating further than their maximum longitudinal force values. This

approach provides larger lateral forces.

4.5 Simulations

4.5.1 Simulations with scenario 2

In the previous chapter, during the simulations of combined braking and steering
maneuver, it was shown in Figure 4.26 that the control algorithm increases the slip
ratio value to track the maximum braking force value. In Figure 4.27, it is shown that
with the modified algorithm, the increment in slip ratio is prevented where blue
figures show the results of the modified algorithm and red figures show the results of

the first version.

Figure 4.27 : Change of the slip ratios in simulation scenario 2, dry
road. (red: first version, blue: modified version).
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This color notation will be used in the figures of the remaining of the chapter. Figure
4.28 shows the improvement in lateral tire forces. Since in the modified algorithm
tires operate further than their maximum operating region, a decrement is noticed in

the longitudinal tire forces as shown in Figure 4.29.
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Figure 4.29 : Change of longitudinal tire forces in simulation scenario 2, dry road.

However, this decrement results in only a small difference of the stopping time as

shown in Figure 4.30. It is noticed that the difference on the stopping time is minor
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but the improvement in lateral tire forces is considerable. The improvement in lateral

acceleration value of the vehicle is shown in Figure 4.31.
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Figure 4.30 : Change of longitudinal speed in simulation scenario 2, dry road.
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Figure 4.31 : Change of lateral accelerations in simulation scenario 2, dry road.
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Figure 4.32
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The increment in lateral acceleration means that the vehicle can maneuver sharply
than the conventional algorithm. While still getting large braking forces, the lateral
stability of the vehicle is improved considerably with the proposed algorithm when it
is observed that the driver demands lateral motion in addition to emergency braking.
The vehicle trajectories are shown in Figure 4.32 where it is shown that the cornering

capability of the vehicle is improved considerably.
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Figure 4.34 : Change of lateral tire forces in simulation scenario 2, snowy road.
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Next, the responses of the vehicle model are shown for braking and maneuvering on
a snowy road. In Figure 4.33, it is shown that with the modified algorithm, the

increment in slip ratio is prevented.

Figure 4.34 shows the improvement in lateral tire forces. Longitudinal tire forces and
stopping times are shown in Figure 4.35 and Figure 4.36. Again, it is noticed that the
difference of the stopping time is minor but improvement in lateral tire forces is
considerable. The improvement in lateral acceleration value and the vehicle

trajectories are shown in Figure 4.37, Figure 4.38.
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Figure 4.35 : Longitudinal tire forces in simulation scenario 2, snowy road.
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Figure 4.36 : Longitudinal speed in simulation scenario 2, snowy road.
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Figure 4.37 : Lateral accelerations in simulation scenario 2, snowy road.

20

140

X (m)

Figure 4.38 : Vehicle trajectories in simulation scenario 2, snowy road.
4.5.2 Simulation scenario 3

In Figure 4.8, longitudinal tire force characteristics are plotted for different road
conditions. During braking, when the road condition changes suddenly from dry road
to the snowy road, the tire’s operating point may drop to the right side of the
maximum force value. When steering is applied in addition to braking, since the
modified braking algorithm adapts the tire slip ratio update rule, which increases the
operating region of the search algorithm, this may result in the tires operating further
than the peak point with an increase in the slip ratio value. This will even worsen the
lateral tire forces since lateral tire forces degrade with increasing tire slip ratio value
as shown in Figure 4.11. In order to show whether the controller results in such an
undesired situation, simulations are performed with changing road conditions. In
simulation scenario 3, straight line braking starts on a dry road and after 1 s, the road
condition changes to a snowy road. After 2 s, driver steering input given in Figure
4.25 is applied on this snowy road. InFigure 4.39, normalized longitudinal tire forces

are shown. Braking algorithm finds maximum braking force for the dry road. After 1
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s the road condition changes suddenly to a snowy road. Braking algorithm finds
again optimum slip ratio of the snowy road for maximum braking force. After 2 s,
driver steering input is initialized. It is shown that the differences on the longitudinal
tire forces are small but the improvement in lateral tire forces is considerable with

the modified algorithm as shown in Figure 4.40.
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Figure 4.39 : Normalized longitudinal tire forces in simulation scenario 3.
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Figure 4.40 : Lateral tire forces in simulation scenario 3.
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Change of the tire slip ratios are plotted in Figure 4.41 where it is shown that
increase on the slip ratio is prevented. Vehicle speeds are plotted in Figure 4.42
where it is realized that while improving lateral tire forces considerably with the
modified algorithm, the loss in longitudinal tire forces are so small that the stopping
time is almost equal. In Figure 4.43 and Figure 4.44 change of the lateral

accelerations and vehicle trajectories are plotted respectively.
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Figure 4.41 : Longitudinal tire slip ratios in simulation scenario 3.
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Figure 4.42 : Longitudinal speeds in simulation scenario 3.
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Figure 4.44 : Vehicle trajectories in simulation scenario 3.

4.5.3 Simulation scenario 4

In simulation scenario 4, steering is applied at the same time with the change of the
road condition. After 1 s, the driver steering input given in Figure 4.25 is applied to
the vehicle and at the same time the road condition changes from dry road to snowy
road. Change of the tire slip ratios are plotted in Figure 4.45. It is shown that increase
on the slip ratio is prevented. Improvements in lateral tire forces are shown in Figure

4.46. In Figure 4.47, changes of the lateral accelerations are plotted.
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Figure 4.47 : Lateral accelerations in simulation scenario 4.
4.6 Chapter Summary

In this chapter, the sliding mode based extremum seeking algorithm is adapted as the
self-optimization routine that seeks the peak point of the force-slip curve without
needing knowledge of the optimum slip information. The proposed algorithm
incorporates driver steering input information into the optimization procedure to
determine the operating region of the tires on the tire force-slip ratio characteristics
curve. This is a novel approach in ABS control area and constitutes the main
contribution of the study to the existing literature on ABS control. The algorithm
operates the tires near the peak point of the force-slip curve during emergency
straight line braking. When the driver demands lateral motion in addition to
emergency braking, the operating regions of the tires are modified for improving
lateral stability of the vehicle also. It is shown using a detailed simulation study with
a validated vehicle model that, during cornering, while getting large braking forces,
lateral tire forces can be improved considerably and hence the cornering capability of

the vehicle can be enhanced significantly.
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5. EXTREMUM SEEKING BASED ENERGY MANAGEMENT STRATEGY
FOR HYBRID ELECTRIC VEHICLES

5.1 Introduction

An energy management control strategy for a parallel hybrid electric vehicle based
on the extremum seeking algorithm (ESA) for splitting torque between the internal

combustion engine and electric motor is proposed in this chapter.

Rule based solutions as given in [63-70] are simple and easy to implement. However,
this kind of energy management strategy requires correct tuning of all the controller
parameters in order to assure the correct behavior of the algorithm. The approach is
not easily exportable to other vehicle configurations. Instantaneous optimization
methods based on equivalent consumption minimization strategy (ECMS) as given in
[74-78] provide a real time, near optimal solution. Since the electrical energy and the
fuel energy are not directly comparable, an equivalence factor is needed to calculate
equivalent fuel consumption value. The performance of the control algorithm
depends heavily on the calculation of the equivalence factor. An error in calculating

the equivalence factor will affect the performance of the controller considerably

In this chapter, an instantaneous optimization procedure based on the extremum
seeking method is proposed where the algorithm searches optimum torque
distribution between the available power sources for maximum powertrain
efficiency. Different than rule based controllers as in [63-70], the algorithm
possesses optimality criterion as it searches for the maximum powertrain efficiency.
It is different from the algorithms given in [74-78], since it does not use ECMS there

is no need to calculate an equivalence factor

The ESA strategy presented here aims at maximizing overall powertrain efficiency of
a parallel HEV during various driving cycles. An upper level controller decides first
the operation mode such as regenerative braking, EM only, ICE only, or ICE plus
EM-charge modes. In this study, engine downsizing is not considered in the

modeling of the hybrid powertrain. The selected internal combustion engine is
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sufficient to drive the vehicle alone in high power demands; hence, the control
algorithm does not include the EM power assist mode. In the ICE plus EM-charge
mode, optimum torque distribution between the internal combustion engine and the
electric motor is determined via the extremum seeking algorithm that searches for
maximum powertrain efficiency. Various constraints are considered during the
control process, e.g. in order to prevent full depletion or overcharge of the battery,
the battery state of charge value (SOC) is limited. In order to evaluate performance of
the proposed algorithm, its results are compared with the dynamic programming
(DP) solution, which is used as a benchmark of the minimum attainable fuel
consumption values. The comparison of the DP results with the proposed algorithm
shows that the ESA with its two level online control structure with powertrain
efficiency maximization manages to get substantial fuel consumption improvement.
The main goal of the ESA algorithm given in this chapter is to maximize powertrain
efficiency and hence to improve fuel consumption. Emission reduction will be
studied in a future study and takes place indirectly here. In the EM only mode of
operation, there are no emissions from the ICE. In the ICE+EM-charge mode, the

ICE operates at a higher torque level where the emission levels are usually lower.

The rest of the chapter is organized as follows. In Section 5.2, models of the ICE,
EM, battery and vehicle dynamics are introduced. In Section 5.3, the upper level
controller and the extremum seeking algorithm, which is part of the lower level
controller, are introduced. The dynamic programming solution applied to HEV is
presented in Section 5.4. The detailed simulation study in Section 5.5 shows the

effectiveness of the proposed algorithm. The chapter ends with conclusions.

5.2 Hybrid Electric Vehicle Model

A parallel HEV model is developed for the study. In Figure 5.1, the schematic
representation of the powertrain is shown. For calculation of ICE efficiency and fuel

consumption, the efficiency map shown in Figure 5.2 is used.
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Transmission

Figure 5.1 : Parallel hybrid electric vehicle powertrain model.
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Figure 5.2 : Representative ICE efficiency map.

The controller demands from the ICE the torque command 7., ;. The dynamics of

the ICE is simply modeled as a first order system between the torque command input

and the actual ICE torque 7., given as
q ice g
T _ Ece,cmd - Ece
ice — . (5.1)
ice
where 7, is the time constant of the ICE. For calculation of the fuel consumption,

fuel power Py, is calculated as
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T. @

ice “ice

77 ice

Pfuel = (5°2)

where ®,, is the engine angular speed, 7, @, is the ICE power, and 7, is the
engine efficiency calculated from the efficiency map shown in Figure 5.2. The rate of

the fuel usage m , is calculated as given in (5.3).

. P fuel
H

(5.3)

u
where H, is the lower heating value for the gasoline. Fuel consumption m , is

calculated by integrating 7 , .

Electric Motor map
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Figure 5.3 : Representative EM efficiency map in [85].

For calculation of the EM efficiency, the efficiency map shown in Figure 5.3 is used.

The controller demands from EM T, ..,, which is the commanded torque value.

The electric motor dynamics is assumed to be a first order model here. The actual

EM torque 7, is then calculated from (5.4) where 7, is the time constant.

T

em,emd ~— tem

T, =T em
. Tom (5.4)
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The power value, which is taken from the battery while discharging or placed into

the battery while charging is calculated as
By =T @yl (5.5)

where @,,, is the EM angular speed, 7, ®,, 1s the power generated by the EM and

em em
M. 1s the electric motor efficiency calculated from efficiency map shown in Figure

5.3. In (5.5) electric motor efficiency is multiplied both for discharging and charging
cases since as shown in Figure 5.3, the efficiency values are less than 1 during the

charging case.

Before using the electric motor to drive the vehicle or to charge the batteries in its
generator mode, the charge level of the batteries called state of charge (SOC) should
be taken into consideration. The SOC value is recommended to be kept between
specified upper and lower limits by battery manufacturers. As long as the SOC level
is inside the recommended permissible range, the electric motor can be used to drive
the vehicle or to charge the batteries. Use of the battery at an improper SOC level
outside the recommended permissible range will either decrease the battery life or
cause permanent damage to the battery. Charge level of the battery SOC is calculated
as

SOC:Q

. (5.6)

where Q is the electric charge and @, is the constant battery nominal capacity.

Battery electric charge is the integral of the battery current /

O=I .7)

Basic physical model of the battery can be derived by considering an equivalent

circuit of the system given in Figure 5.4, where the battery is represented by an ideal

open-circuit voltage source in series with an internal resistance. In Figure 5.4, U .,
R;, and U are the open-circuit voltage, internal resistance, and terminal voltage,

respectively.
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Figure 5.4 : Equivalent circuit of the battery [60].

Kirchhoff’s voltage law for the equivalent circuit in Figure 5.4 results in
Uoc - RII = U (5.8)

By using /=1 as the current during discharging and multiplying both side of (5.8)
with the discharge current 7, battery terminal power while discharging is calculated

as

2
Uldis = Pt = Uoc Idz's - Rdis Idis (5.9)

where R is the internal resistance while discharging, U .1, is the battery internal

power and R [ dl.sz is the power loss due to the internal resistance. The discharge

current /4 is calculated by solving the following second order equation
2
Rdis Idis - Uoc ]dis + f)t =0 (5.10)

U, —U,.  —4R,P,

] 3 — oc oc
dis 2Rdl-S (5.1 1)
While charging, the battery terminal power is written as
2
U]chg = _Pt = Uoclchg + Rchglchg (5.12)

where R, is the internal resistance while charging and /. is the current during

charging. The negative sign in (5.12) is for making the left hand side of the equation

positive since the sign of P, in (5.5) is negative during charging. The charge current

1, 1s calculated by solving the following second order equation

108



(5.13)

Rchglchg2 + Uoclchg + Pt =0

(5.14)

- Uoc + \/U002 - 4Rchgpt

I chg

from (5.11) or calculation of the charge

dis

For calculation of the discharge current /

current /. from (5.14) one should know the values of U ., R, , R, . These are

Figure 5.6, and Figure 5.7,

calculated as functions of SOC shown in Figure 5.5,

T,, =35 Cfor a typical

which are plotted for a constant battery temperature of

battery.
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Figure 5.5 : Function of open circuit voltage U,,.
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Figure 5.6 : Function of battery discharge resistance R, .
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Figure 5.7 : Function of battery charge resistance R, .

After calculating the current / from (5.11) or (5.14), battery SOC value can be
calculated from (5.6) and (5.7).

Longitudinal vehicle and tire dynamic models are shown in Figure 5.8. The

longitudinal vehicle dynamics equation is written as

Aerodynamic drag force

o ngiose

Slope and inertial resistance

L

Rolling resistance

Figure 5.8 : Longitudinal vehicle and tire dynamic models.

mu =2F, +2F, —%CQ,AJ(-,Oau2 —mgC,,; cos(S)— mgsin(S)

(5.15)

B rolling resistance slope resistance
aerodynamic drag

where m, u, F,, and F, are vehicle mass, longitudinal speed, front and rear tire

longitudinal forces, respectively. C;, 44, p,, C,,; and S are the aerodynamic drag

ro
coefficient, vehicle frontal area, air density, rolling resistance coefficient and road

slope, respectively. Tire rotational equations of motions are
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1,0, =T,-T,—RF, (5.16)

Imd)r = _RF;cr (5.17)

where 7, @ rs @5 Tyy Ty, and R are the tire moment of inertia, front tire’s angular

velocity, rear tire’s angular velocity, traction moment, braking moment, and effective
tire radius, respectively. The vehicle is assumed to be driving straight, hence no need
for lateral dynamics and lateral tire forces. It is assumed that traction and braking

moments (regenerative braking) are applied to the front axle only.

Longitudinal tire forces F,, and F,, are calculated by using the Magic Formula Tire

Model [86]. This tire model enables realistic simulation of tire forces that occur
between the tire and the road during driving. Its input is the longitudinal tire slip
ratio, which is a measure of the difference between the tire rotational velocity and
translational velocity. When traction or braking moment is applied to the wheels, slip

occurs between the tires and the road. Tire longitudinal slip ratio is calculated as

_ @R -u

K= (5.18)

where @ is front or rear tire angular velocity. The general form of the tire model is
F. = Dsin[C arctan{BK —E (BK - arctanBK)}] (5.19)

where B is the tire stiffness factor, C the shape factor, D peak value, E the curvature

factor.

5.3 Control Algorithm

5.3.1 Upper level controller

During driving, an upper level controller chooses operation mode of the HEV. The
modes are as follows: Regenerative braking, EM only, ICE only, and ICE+EM in

battery charge modes. The mode decision is accomplished according to the required

powertrain power P, and battery charge level SOC. The flowchart of the algorithm

req

is shown in Figure 5.9. The flowchart is realized via Matlab/Simulink/Stateflow
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shown in Figure 5.10. Stateflow is a graphical design and development tool for

simulating complex reactive systems based on finite state machine theory.

Requested Torque

No Treq<0 Yes
Regen.
No Preq<6kW Yes Braking
No @ Yes
No Yes No Yes No Yes
ICE ICE+EM ICE+EM EMOnly | | EM Only ICE+EM
only Charge Mode Charge Mode Charge Mode
Flag=1 Flag=1
Extremum Seeking Extremum Seeking Extremum Seeking
Maximize Charge Maximize Charge Maximize Charge
Efficiency Efficiency Efficiency
Optimum Optimum Optimum
Torque Torque Torque
Distribution Distribution Distribution
Tice, Tem Tice, Tem Tice, Tem

Figure 5.9 : Flowchart of the control algorithm.
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i IICEJrEM ) [Preq<6] ICE+EM ) )
. Charge | ‘ Charge ‘

Figure 5.10 : Matlab/Stateflow diagram of the upper level controller.

The logic of the upper level controller is established as follows: When required

power is negative, regenerative braking mode will be activated where the EM
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produces necessary braking power, which charges the battery. The hydraulic brake
unit will assist if the torque capacity of the EM is not enough to produce necessary
braking torque. When the required power is positive and less than 6 kW, the ICE
should not be operated alone in this low power value since it operates inefficiently.
EM will provide the required torque alone if there is enough battery charge. If there
is not enough battery charge, the electric motor is not operated to drive the vehicle
since it will cause over depletion of the battery. For a long battery lifetime, use of
battery in improper charge level should be avoided. The EM will be operated in the
charge mode in this case. This will increase the battery charge and enable ICE to
operate more efficiently due to the additional load from the EM. The torque
distribution between ICE and EM-charging will be determined via the Extremum

Seeking Algorithm (ESA).

When the power request is above 6 kW and the battery charge is below the nominal
value, again EM will be operated in the charge mode to increase SOC level and ICE
efficiency. When SOC is greater than the nominal value, only ICE will provide the

necessary torque to drive the vehicle.

In the flowchart given in Figure 5.9, initial value of the Flag variable is Flag=0. The
role of the Flag variable is as follows: When Low Power Mode is activated and if
SOC <0.6, then the battery will be charged until the charge level reaches to SOC >
0.6. After that, electric motor will drive the vehicle only, which will decrease again
the battery charge level. If charging the battery is initialized as soon as the SOC level
drops below to 0.6, it will result in the electric motor operating in an oscillating way
with charging and discharging the battery repeatedly. To prevent this, the Flag
variable is used which provides that the vehicle will be driven by only EM until the
battery SOC level drops to 0.5 value. In other words, via the Flag variable, EM
operates in the charge mode until SOC>0.6 and in the discharge mode until SOC<
0.5.

By referring to Figure 5.10, where the stateflow diagram of the upper level controller
is shown, it is realized that, once “High Power” or “Low Power” Mode is selected,
the internal mode decisions (ICE Only, EM only, ICE+EM Charge) are
accomplished only according to the battery state of charge value (SOC). These
internal decisions do not depend on driving conditions or vehicle configurations.

They are done to prevent over depletion or over charging the battery. The main
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concern here is operating the battery in proper charge level for a long life battery
operation. As long as the SOC level is within the recommended permissible range,
the electric motor can be used to drive the vehicle or to charge the batteries. These

internal decisions are valid for any driving conditions and vehicle configurations.

The main design problem here is decision between the two main modes (“High
Power” or “Low Power”). The decision variable is P, (Driver’s demanded power
from the powertrain). When 0<P,,,<6 kW the Low Power Mode is selected, when
P,.;>=6 kW High Power Mode is selected. This threshold (6 kW here) should be
determined by considering the chosen vehicle engine in the hybrid powertrain. It
should be determined such that when in High Power Mode, ICE Only case is
selected, the ICE should operate efficiently for P;..>6 kW.

In the upper level controller, the only vehicle dependent decision variable is the
threshold value of 6 kW. In fact, the proposed logic can be used without making any
significant modification in other mid size (sedan) hybrid electric vehicle applications
since this threshold value represents an approximate value separating mid size

vehicle engines low power and high power operation areas.

5.3.2 Extremum seeking algorithm

When ICE+EM-charge mode is activated, the torque distribution between the power
sources is determined via the Extremum Seeking Algorithm (ESA) for maximizing
overall powertrain efficiency. ESA is a derivative free search algorithm that finds the
optimum operating point of the chosen performance function. In the HEV problem
discussed here, the performance function is chosen as J=7,, which is the overall
powertrain efficiency. Optimum operating point is the optimum torque distribution

between ICE torque and EM-charging load torque.

Figure 5.11 : Power flow during battery charging.
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The power flow during ICE+EM-charge mode is shown in Figure 5.11 where P,,
and P, are power at the wheel level and battery internal power, respectively.

Powertrain efficiency 7, is formulated as

n, = Pbat + Pwh
r =
Boar P (5.20)
Mpatllemice Nice

where 77,,, 1s the battery efficiency calculated as

U()CI _ UOC
Ul U, +IR, (5.21)

Mpar =

In (5.20), transmission, coupling and differential efficiencies are neglected due to
their relatively constant and high values. Hence, it is considered that 7, depends

only on ICE and EM operating points. Then, performance function J can be

formulated as

J = nr (T;'ceﬁa)ice’Tem9a)em) (5.22)

Since there is a relation between ICE and EM torques as
Te+T,, =T, (5.23)

and considering that o,., = @,,, in the parallel HEV powertrain model, (5.22) can be

written as
J = M7 (T:feq > Tem > Dy ) (5.24)

In the sliding mode based extremum seeking algorithm formulation given in [4] a
sliding surface is selected, which forces the objective function to follow a time
increasing function. For the optimization parameter, a discontinuous switching
function is selected. This methodology is adapted here for the powertrain efficiency

function maximization. Optimum value of the EM torque 7, in (5.24) is searched

via ESA. The sliding surface variable s is selected as
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5 =117 (Tags Tops @eny )~ 0(2) (5.25)

where o) is taken as a positive time increasing function. The aim of selecting the
sliding surface as in (5.25) is to force 7, to follow the time increasing positive
function o(¢), in the direction of its maximum value. Taking the time derivative of s

in (5.25), one obtains

T, +—L g, -
or,, " ba,, " (5.26)

em

._ Onp onr
SZ@T Treg +

req

When the convergence rate of the extremum seeking algorithm is much faster than

the change of the driver torque request, it can be considered that the contribution of

T, in (5.26) is relatively small with respect to the other terms. The

convergence rate of the extremum seeking is shown in Figure 5.18 where it is shown
that the algorithm converges in approx. 0.2 sec. Filtering the driver’s sudden torque
request fluctuations and considering that torque request changes much slower than

the convergence rate shown in Figure 5.18, (5.26) can be written as

§= ony Tem+ onr
oT, 0w

em em

Doy =0 (5.27)

Theorem: Assuming that an upper bound can be assigned for the gradient value

on; /0w, as follows

on
| <U (5.28)

ow,,

By selecting o as
6 ==U|@om|+ Po (5.29)

and the update law for 7, as

em

116



Tem = Msgn{sin(%ﬂ (5.30)

then it is guaranteed to keep 77, increase and converge to the maximum efficiency
value. In (5.29) and (5.30) p,, M and y are positive constants and the function sgn(x)

is defined as

1 if x>0;

sgn(x) =4 0 if x=0; (5.31)
-1 if x<0.

Proof: By combining (5.26) and (5.30) one gets

. 677]* . E 6777‘ . .
§= oT, Msgn[sm( , H +—awem W, — O (5.32)

Assuming that at the start of optimization the value of s in (5.25) is between the

values of y and 2y
y < S(O) < 2]/ (5.33)
Then, on that interval, the following mathematical expression is true

sgn[sin[?ﬂ = —sgn(s —7) =sgn(s - 27) (5.34)

By combining (5.32) and (5.34) one gets

§=- SZ; Msgn(s —7)+ 607)7; @y — O (5.35)
Defining a variable A, as

A=s—y (5.36)
h=S$ (5.37)

Then from (5.35)
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onr onr . .
M A )+ -
aT sgn( 1) 5 10 0

em wem

Ay =— Oy M4+ Oy @y Ay — 02
oT. ow

em

em

Following inequality can be written from (5.39)

Ady < - j’” M2+

em

onr
0

em

]+ 0|

[@en|

By using (5.28) it can be written that

iy <= 210 A+ Tl
oT,

em|

ZARREZA

em

By combining (5.29) and (5.41)

n <=T M+ ool

em

/11/?'4 < _|24|L§;7T M‘Po}

em

As long as

onr s Po
oT, M

em

is true, from (5.43) it can be written that

/11/1] <0;4 =>0;5s >y

Hence, after a finite time interval s = y is obtained. From (5.25)
nr(Treq,Tem’wemF o(t)+y

17 T s Tops @y )= 6> 0

req>*em>
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Hence, efficiency 7, will increase with the slope of o, specified to be positive,
converging to the maximum value. The condition (5.44) can be interpreted as the
gradient value being larger than a constant value p,/M. As long as the gradient is
larger than p,/M, extremum seeking algorithm will force the objective function
increase. When the condition (5.44) is not true but

9nr __Po
oT M (5.48)

em

then by combining (5.32) and (5.34)

. 877]" 8771“ . .

and continuing the analysis as before, it can be shown that after a finite time interval,

s =2y will be obtained. Then,
N7 (T Toms @)= 0(0) + 27 (5.50)

Again, efficiency 7, will increase with the slope of o converging to the maximum
value. The analysis can be continued not for only (5.33) but for any initial value of
5(0). Hence, it is concluded that whether (5.44) or (5.48) holds, 7, is increased to the
maximum value with the proposed algorithm. When both (5.44) and (5.48) do not
hold, the increasing of the performance function is not guaranteed. By selecting the
values of control parameters p, and M, one defines the operating region of the ESA.

By decreasing the size of the region where (5.44) and (5.48) do not hold, the success

of the optimization algorithm is increased. (End of proof)

In this manner, extremum seeking algorithm determines electric motor torque value

T,, by searching for the maximum value of the powertrain efficiency 7, . In (5.29),

o,, can be calculated by using differential and transmission ratios and by estimation

em

of front tire angular acceleration @ . In order to estimate ) 7, (5.16) can be used. For

the estimation of the tire force I:“xf, the tire force observer given in [3] can be used.

After 7, is calculated by the controller, ICE torque can be calculated from (5.51),
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since the total powertrain torque should be equal to the desired powertrain torque

value. The ESA optimization scheme is shown in Figure 5.12.

Tice = Treg = Tem (5.51)

Drive Cycle

wh

Tice

l 1y = Pbat+Pwh J=nr
” lem % 7 Pbat R h g

Tbat + w

'Hm <—‘ Tlhaflendlice  Mice

T s
— CTorqu'e — Integrator Msgn{sir{ﬂﬂ
onstraints y

o()

Figure 5.12 : The ESA scheme for efficiency maximization.
5.4 Dynamic Programming

5.4.1 Introduction

In order to show the effectiveness of the proposed extremum seeking algorithm given
in the previous section, its results should be compared with the optimal results. An
optimal solution calculation is not feasible in a practical implementation as the future
driver torque request or the future velocity profile needs to be known. This, of
course, is not possible and an optimal solution cannot be used in practice. That is the
motivation for and the major advantage of using the proposed extremum seeking
algorithm as it provides a fast solution that only uses the current information and
does not require the knowledge of future information. For benchmarking and
performance evaluation purposes however, an optimal solution based on chosen
driving cycle inputs can be calculated and used. The optimal and ideal solution that is
calculated can then be compared with the result of the extremum seeking algorithm

to see how close the ESA solution is to the ideal, optimal one.
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One method for calculating the optimal solution might be evaluating all possible
power distributions at each time instant of the drive cycle starting from the beginning
to the end. Since a driving cycle lasts hundreds of seconds and at each instant, there
are many possibilities that need to be calculated, this method is not effective and
conceivable. A more effective choice would be to use Dynamic Programming (DP),

which is introduced as follows.
The principle of optimality is given in [87] page 54 as follows:

An optimal policy has the property that whatever the initial state and initial decision
are, the remaining decisions must constitute an optimal policy with regard to the

state resulting from the first decision.

The following example illustrates the procedure for making a single optimal decision
with the aid of the principle of optimality. Considering that the optimum path (e.g.

lowest cost) is searched for the route from b to f'as shown in Figure 5.13.

Figure 5.13 : Paths resulting from all allowable decisions at b [88].

It is considered that the costs of the routes c-f, d-f, e-f are known, in other words the
values of J*Cf , J*df , J*ef are at hand. Then, the decision must be made among the
interval points of ¢, d, e, when the route starts from b. The optimal trajectory that

starts at b and ends in fis found by comparing the following costs

Cbcf =JbL+ch

Coar =Jpa T (5.52)
Cher = e +J s

Optimal path and minimum cost can be calculated as J, Zf =min{CZcf,Cde,CZef },

which determines the next point after starting from ». Dynamic programming is a
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computational technique which extends the above decision making concept to
sequences of decisions which together define an optimal policy and trajectory. In the
given example above, the costs to the terminal point f from the last stages (c-f, d-f, e-
/) are known, and decision of the route from b to one of the points ¢, d, e is made.
The backwards calculation procedure is noticed. This policy is applied for
calculation of minimum fuel consumption of the hybrid electric vehicle model. DP
calculates optimum power distributions at each time instant by proceeding
backwards from the final to the initial stage. It solves one-stage sub problems
involving the last stage, last two stages, last three stages ... etc., until the whole
driving cycle is covered. This backward procedure decreases the amount of
calculations considerably but application of the DP procedure requires that the whole

driving cycle should be known in advance.

5.4.2 Application of DP for calculation of minimum fuel consumption

The procedure starts with creating a state space as shown in Figure 5.14 where the
states are taken as representing the energy levels stored in the battery. Via the
simulations with various driving cycles, it is noticed that the proposed controller
resulted in SOC deviations that stayed between 0.58 and 0.62 (see Figure 5.24 for
example). The state space is created by uniformly discretizing the battery energy
is

level E,, into n number of states between 0.58 £, <E,,, <0.62 E,.,, where E

ap ap cap
the total energy capacity of the battery (equivalent to SOC=1 or 100% SOC). The

initial energy level is selected as E,=0.6 £, (equivalent to SOC=0.6). In the

cap
literature, the final energy level at the end of the drive cycle is selected as constant

=0.6 £, such that the quantity of energy in the rechargeable source

such as E, , cap >
will be the same before and after the trip. This is called charge-sustaining strategy.
The proposed controller given in the previous section does not force an end point
constraint but it keeps SOC level in a permissible range. Henceforth, an end point
energy level constraint is also not included in DP. If in DP calculations a final battery
energy level constraint was used, which is equal to the final SOC value of the hybrid
electric vehicle with the proposed controller, then the fuel consumption results of the

DP would be closer to the hybrid vehicle results. But here, DP calculations are done

to get the answer to the following question: “What would be the minimum obtainable
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fuel consumption, if the battery energy levels remained between

0.58E¢0p<Epu<0.62E.,, (Equivalent to 0.58<SOC<0.62)”.

Since states wused in DP here are constrained to be between

0.58 .y <Ep, <0.62E,,,, Eena will be very close to 0.6E,,, here as is desired and it

can be assumed that the charge-sustaining strategy is automatically fulfilled. An
additional final constraint is therefore not required. The state space of the DP

algorithm is shown in Figure 5.14 where T, , is the duration of the driving cycle.

Ebat
Syt (L)

A
0.62E,, —+ © O o o O O
:J?::;’fl(u)
O 0O O o o O

may not be
© ‘O reachable
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Figure 5.14 : State space of the DP algorithm.

The dynamic programming solution procedure starts with the last stage before the

final point, i.e. #=17,,,—1. Fuel consumption values are calculated for state

transitions between the energy levels of stages from t=7,,, —1 into t=17,,,. The

state transition function is given as
Epy (t+1)— Ey, (1) = =Py, () At (5.53)

where E,, (¢) and E,, (¢ +1) are current and next energy levels, respectively. The
negative sign is because during charging, the power P, , being applied as a load on

the ICE is negative in the formulation and hence the battery energy level increases.
Since time is discretized into one second intervals, i.e. 4t =1 s, battery power is

calculated from (5.53) as follows

123



Py (1) = ~(Epgy (¢ +1) = Epgy (1)) (5.54)

EM power P,, can be calculated from (5.54) by considering EM and battery

efficiencies. Since the requested powertrain power £, can be calculated by using

the speed profile and vehicle dynamic equations, the ICE power is calculated as
Pie =Py —Fo (5.55)

By using (5.53), (5.54), (5.55) and ICE efficiency map, the performance function J,

which is fuel consumption here, for the state transitions between ¢ =7, ,—1 and

t=T,, can be calculated. Among the state transitions between the first state of

t=T,, —1 into other states of =1,

. wnd» the transition with minimum performance

. * . .
function value J; _, is given as
end

*

reng (@) = min T (L1), Tl (1,2), ..., JE (L) (5.56)

In (5.56), J;f”:fl(l,Z) is the performance function value during the state transition

from the first state at t =7

wq — 1 into the second state at £ =7,,; as shown in Figure

5.14.

As shown in Figure 5.14, not all state transitions between =7,,,-1 and =1,,, are

possible due to EM and ICE power limits. Hence, in calculating (5.56), only possible

state transitions are considered. The calculation is repeated for state transitions from

the other states of t =T

e

. —1 into the states of =T, ; as given in (5.57).

e

forl<k<n

Tt (k) = minf T (), Tt (k2), ..y T (k) (5.57)

After calculations in (5.57) are completed, the algorithm has determined optimum

transitions for each state at =7

g —1 into t=1, ,. Next, calculations are

e

accomplished for the stage of =7, ; —2. Among the state transitions between the

e
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first state of t =T

g — 2 into other states of ¢ =T,

na — 1, the transition with minimum

fuel consumption is calculated as follows

U5 04 g O (12 4T 2)

J;end—Z (1) =min B . 5 58
(JTT::;; L)+ g1 () (5.58)
Calculation is repeated for the other states of =7, , —2 as given in (5.59).
forl1<k<n
J L7 e )+ T g D W7 (e, 2) + T 7s 1 (2))s
J rond— (k) = min ( T 2D 1 ) A ) (5.59)

ceos U ) 4 Ty ()

The procedure is repeated for the last three stages, last four stages... etc. Finally, for
t=1, the optimum path into #=2 is calculated. When the DP procedure solution is
completed, optimum paths for each state value are stored in memory. Next, by
proceeding forward from the start, the optimum path can be followed and the

optimum solution giving the minimum fuel consumption is determined.

In Appendix C, Matlab M-file is given for calculation of minimum fuel consumption

of the HEV model via DP algorithm as introduced above.

5.5 Simulation Study

A detailed simulation study is presented in this section to illustrate the strength of the
proposed extremum seeking algorithm based HEV control strategy. In the
simulations, a vehicle model with a mass of 1000 kg is chosen. Maximum ICE and
EM torques are 350 Nm and 210 Nm as shown in Figure 5.2 and Figure 5.3. Battery
energy capacity is 2.4 kWh.

5.5.1 Simulation study 1

The first simulation study will show that extremum seeking algorithm finds
maximum powertrain efficiency. In this simulation scenario, vehicle speed and
required torque level T, is considered as constant. First, powertrain efficiency

values (y7) are calculated for different torque distributions between the EM and ICE.
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Considered torque distribution space for calculation of #7’s is shown in Figure 5.15

where wcr=weyn~ 152 rad/s and T,.,=50 Nm.

Combustion Engine map Electric Motor map
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Figure 5.15 : Torque distribution area between ICE and EM.

As shown in Figure 5.15, while EM torque is increased in charging region with
negative sign, ICE torque is increased equally to provide overall required torque
level of 7,.,=50 Nm. Change of the powertrain efficiency on this torque distribution

space is shown in Figure 5.16 where x axis is the EM torque values.
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Figure 5.16 : Powertrain efficiency #r with change of EM torque.

From Figure 5.16 it is shown that the global maximum value of the powertrain

efficiency value is #7=0.3486 which occurs at 7Tz,~-90 Nm.

Next, the extremum seeking control algorithm is applied to the vehicle model to find
optimum torque distribution. The torque distribution result of the ESA is shown in
Figure 5.17. Change of the powertrain efficiency is plotted in Figure 5.18.

Powertrain efficiency value of #;=0.348 is found in approx 0.2 s. The control
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algorithm finds optimum torque distribution fast enough, which shows its real-time

applicability in a real vehicle.
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Figure 5.17 : Torque distribution result of the ESA.
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Figure 5.18 : Powertrain efficiency result of the ESA.
5.5.2 Simulation study 2

Simulation results of the hybrid electric vehicle with the proposed control algorithm
are compared with those of the conventional vehicle and with those of the dynamic
programming solution using standard driving cycles. For an example driving cycle,
the New European Driving Cycle (NEDC) speed and gear profiles are shown in
Figure 5.19 and Figure 5.20, respectively.
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Figure 5.19 : Speed profile for the NEDC in [85].
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Figure 5.20 : Gear profile for the NEDC in [85].

When the conventional vehicle is driven with the speed and gear profiles shown in
Figure 5.19 and Figure 5.20, the ICE operating points are located as shown in Figure
5.21. Only a small fraction of the torque capacity is used in the conventional vehicle
and operating points are located in inefficient regions. For the hybrid electric vehicle
with the proposed extremum seeking algorithm-based controller, operating points of
the ICE and EM for the NEDC are located as shown in Figure 5.22 and Figure 5.23.
It is shown that the ICE is operated in points that are more efficient. Change of the

corresponding battery charge level SOC is shown in Figure 5.24.
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Figure 5.21 : ICE operating points in the conventional vehicle for NEDC.
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Figure 5.22 : ICE operating points in HEV for NEDC.
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Figure 5.23 : EM operating points in HEV for NEDC.
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Figure 5.24 : Change of SOC for NEDC.

Dynamic programming results are shown in Figure 5.25, Figure 5.26 and Figure
5.27, where ICE, EM operating regions and change of the normalized battery energy
level are shown, respectively. Fuel consumption results of the conventional vehicle,
hybrid electric vehicle with the proposed controller and dynamic programming
solution are shown graphically in Figure 5.28 and are tabulated in Table 5.1. These
results show that the proposed extremum seeking algorithm based controller has
superior performance in comparison to the conventional vehicle, with a fuel

consumption performance that is close to the ideal DP solution for the NEDC cycle.
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Figure 5.25 : DP solution of ICE operating points for NEDC.
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Figure 5.26 : DP solution of EM operating points for NEDC.
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Table 5.1: NEDC fuel consumption results.

Mode Fuel Consumption (g) Improvement
Conventional 385.8919
Hybrid 251.0844 % 34.9
DP 235.5011 % 38.9

Similar results are obtained for other common driving cycles used in practice. In

Figure 5.30, Figure 5.31, Figure 5.32 and Table 5.2, simulation results for the

ECE_R15 driving cycle shown in Figure 5.29 are given.
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Figure 5.29 : ECE_RI15 speed profile [85].
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Figure 5.30 : ECE _R15 fuel consumption results
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Figure 5.31 : Change of SOC for ECE_RI15.
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Figure 5.32 : DP solution of normalized battery energy level for ECE R15.

Table 5.2: ECE_R15 fuel consumption results.

Mode Fuel Consumption (g) Improvement
Conventional 176.3690
Hybrid 75.7823 % 57
DP 59.0676 % 66.5

In Figure 5.34, Figure 5.35, Figure 5.36 and Table 5.3, simulation results for the
USA CITY I driving cycle shown in Figure 5.33 are given.
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Figure 5.36 : DP solution of normalized battery energy level for USA CITY 1.

Table 5.3:USA CITY I fuel consumption results.

Mode Fuel Consumption (g) Improvement
Conventional 182.3061
Hybrid 125.9186 % 30.9
DP 109.5202 % 39.9

In all cases, the proposed extremum seeking algorithm based HEV controller
achieves better fuel economy as compared to the conventional vehicle. USA CITY [
is a driving cycle with high speeds. For this driving cycle, fuel consumption
improvement of the hybrid electric vehicle with the considered control algorithm is
% 30.9. On the other hand, ECE_RI15 cycle characterizes low speed urban driving
scenario where fuel consumption improvement of the HEV is % 57. The results show
that in low speed i.e. low power driving situations, the hybrid electric vehicle shows
better fuel consumption than high speed driving cycles due to the fact that ICE
operates inefficiently in low power but efficiently in high power demands. NEDC
driving cycle contains both low speed and high-speed scenarios where fuel
consumption improvement is % 34.9 which is between the results of low speed and
high speed driving cycles. The extremum seeking algorithm based HEV controller
fuel economy results are close to the ideal fuel economy results obtained with the DP

solution.

For each driving cycles, the change of the SOC variables of the hybrid electric
vehicle with the proposed controller and change of the battery energy levels of the
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DP calculations are shown. If in DP calculations a final battery energy level
constraint was used, which is equal to the final SOC value of the hybrid electric
vehicle with the proposed controller, then the fuel consumption result of the DP
would be closer to the hybrid vehicle results. However, in the paper, a final energy
level constraint is not used in DP calculations. DP calculations are done to get the
answer to the question of: “What would be the minimum obtainable fuel

consumption, if the battery energy levels remained between 0.58FE,,,<Ep,<0.62E.,,”.

5.5.3 Real Time Simulations

Next, simulations are conducted with CarMaker software and dSPACE DS1005 real
time hardware. CarMaker is vehicle simulation software with including validated
vehicle models. Via CarMaker, these vehicle models can be simulated in different
road and driving conditions. Developed control algorithms can be tested on these

models. A screen shot of the CarMaker simulation is shown in Figure 5.37.

Figure 5.37 : CarMaker simulation screen shot.

The interface of the CarMaker is shown in Figure 5.38. One can choose a vehicle
model from different sets of models. Once the model is selected, one can further
change parameters of the selected model such as masses, inertias, characteristics of
suspension, brake, steering, powertrain systems, etc. Different maneuvers and roads

can be defined with this interface.
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Figure 5.38 : CarMaker interface.

One can integrate his/her control algorithm to a CarMaker vehicle model by using
Matlab/Simulink toolbox. A CarMaker vehicle model is represented in

Matlab/Simulink environment via S-function blocks as shown in Figure 5.39.

5 generic/CarMaker

File Edit Miew Simulation Format Tools Help

D@ &S| ¢ = > mfw[Nowa I DERe REE®

CM_FIRST Wehicle CM_LAST

Ready [100% il | |odeds 4

Figure 5.39 : CarMaker model represented as Simulink S-function blocks.

By integrating the control algorithm to the CarMaker S-function blocks and making
neccessary connections between blocks, the CarMaker vehicle model can be

controlled via the developed control algorithm.

This methodology is applied here by integrating the developed control algorithm
introduced in this chapter into the CarMaker model. The CarMaker vehicle model is
hybridized by including electric motor and battery models. In order to conduct real

time simulations, a real time hardware unit DS1005 by dSPACE is used. The real
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time simulation setup is shown in Figure 5.40. The control algorithm and CarMaker
vehicle model is uploaded into the DS1005 to operate the system in real time. Real
time simulation result of the vehicle speed value compared with the drive cycle speed
profile for NEDC is shown in Figure 5.41. Change of the fuel consumption results
for the conventional and hybridized CarMaker models are shown in Figure 5.42.
Change of the SOC variable is shown in Figure 5.43. In Figure 5.44, Figure 5.45 and
Figure 5.46, real time simulation results for the USA CITY I are plotted.

Figure 5.40 : DS1005 hardware and CarMaker screenshot.
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Figure 5.41 : Real time simulation result of the vehicle speed for NEDC.
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Figure 5.42 : Real time simulation results of fuel consumptions for NEDC.
Figure 5.43 : Real time simulation result of SOC for NEDC.

Figure 5.44 : Real time simulation result of the vehicle speed for USA CITY L.
139



250

D00 |-~ h b
R e
3 | | | |
z | | ‘ |
g 100F- - P r -t R EEEE EEEEE T m -
= | ? | |

BOF------ppmmm 1 -

| i Conventional
01 ] ] ] ] ]
0 100 200 300 400 500 600

Time (s)

Figure 5.45 : Real time simulation results of fuel consumption for USA CITY 1.
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For the USA CITY I drive cycle, the fuel consumption improvement of the hybrid
vehicle with respect to the conventional vehicle is % 31 which is equal to the value
given in Table 5.3. For the NEDC, the fuel consumption improvement of the hybrid
vehicle with respect to the conventional vehicle is % 38. This improvement is bigger
than the result shown in Table 5.1, which was % 35. This is because the selected
CarMaker vehicle model (1300 kg) is bigger than the vehicle model given in Section
5.2. Hybridized CarMaker model resulted more fuel consumption improvement for
the characteristics of NEDC. Real time simulations with CarMaker model show that
the developed HEV energy management strategy results substantial fuel consumption

improvement.
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5.6 Chapter Summary

This chapter has proposed a control algorithm for a parallel hybrid electric vehicle
model. An upper level controller chooses vehicle operation mode such as
regenerative braking, EM only, ICE only, or ICE plus EM-charge modes. In the ICE
plus EM-charge mode, optimum torque distribution between the internal combustion
engine and the electric motor is determined via the extremum seeking algorithm that
searches for maximum powertrain efficiency. In the literature, this is the first time an
extremum seeking algorithm is applied to the hybrid electric vehicle control problem.
In order to evaluate performance of the proposed algorithm, its results are compared
with those of the dynamic programming solution, which is used as a benchmark of
the minimum attainable fuel consumption values. Comparison of the DP results with
the proposed algorithm shows that the two levels online control structure with
powertrain efficiency maximization based ESA manages to get substantial fuel

consumption improvement, comparable to the DP solution.

In order to show the real-time applicability of the algorithm in HEV control problem,
simulations are repeated with CarMaker software and dSPACE DS1005 real time

hardware

In hybrid electric vehicle applications, a downsized internal combustion engine can
be used since there is an additional power source, which is the electric motor. When,
in a specific moment of the drive cycle, the required power is beyond the ICE limits,
EM may assist to produce the required power. When engine is downsized, it operates
more efficiently than the bigger engine, since internal combustion engines operate
efficiently in high loading conditions. In this study, engine downsizing is not
considered in the modeling of the hybrid powertrain. The ICE is considered same as
the one used in the conventional vehicle model. Since the selected internal
combustion engine is sufficient to drive the vehicle alone in high power demands,
motor assisting mode is not included for keeping the control structure as simple as
possible. If downsized engine had been used in this study, the fuel consumption
improvement would have been even better due to the small and hence more efficient

engine.

The main goal of the ESA algorithm given in this study is to maximize powertrain

efficiency and hence to improve fuel consumption. Emission reduction takes place
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indirectly here. In the EM only mode of operation, there are no emissions from the
ICE. In the ICE+EM-charge mode, the ICE operates at a higher torque level where

the emission levels are usually lower.
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6. CONCLUSIONS

Applications of the extremum seeking algorithm into the ABS and hybrid electric
vehicle control problem were covered in the thesis. The thesis developed novel
methodologies that are not present in the current literature. In order to show the
performance of the developed methodologies, a realistic and detailed vehicle model

was generated.

The second chapter introduced literature study for the extremum seeking algorithm,
ABS and hybrid electric vehicle control problems. Literature study for the extremum
seeking algorithm was divided into four section including sliding mode based,
perturbation based, numerical optimization based and gradient-based extremum
seeking algorithms. In the literature study of the ABS and hybrid electric vehicle
control problems, firstly, theoretical basics were introduced and then the various

solutions given in the literature were reviewed.

In the third chapter, a control algorithm was introduced for maximizing braking force
by combining sliding mode based extremum seeking algorithm with the adaptation of
the tire model parameters. Unlike the common extremum seeking algorithms
available in the literature, where the black box approach is conducted by considering
completely unknown objective function, an analytic approach was performed by
utilizing adaptation of the tire model parameters integrated with the self-optimization
routine and hence the necessity of the online objective function measurement was
removed. Simulation studies showed that the proposed controller managed to
maximize friction potential of the road without estimating the road conditions. The
robustness of the proposed control algorithm was illustrated using simulations under
different road conditions. Real time simulations were conducted with the
microautobox hardware to show real time applicability of the proposed control

algorithm.

In the fourth chapter, sliding mode based extremum seeking algorithm was further
developed for emergency braking cases including lateral motion such as obstacle

avoidance maneuvers. The proposed algorithm incorporated driver steering input
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information into the optimization procedure to determine the operating region of the
tires on the tire force-slip ratio characteristics curve. This is a novel approach in ABS
control area and constitutes the main contribution of the study to the existing
literature. The algorithm operates the tires near the peak point of the force-slip curve
during emergency straight line braking. When the driver demands lateral motion in
addition to emergency braking, the operating regions of the tires are modified for

improving lateral stability of the vehicle also.

A 15 degree of freedom (6 dof from longitudinal, lateral, vertical, yaw, roll, pitch
motions, 4 dof from suspension units, 4 dof from tire rotations and 1 dof from front
wheel steering) vehicle model was developed. Measurements from a real vehicle
were used for validation of the developed vehicle model. Magic Formula Tire Model
was integrated into the vehicle model for calculating the forces that occur between
the road and the tires. A hydraulic brake actuator model was used to generate

required brake pressure on the wheel cylinders.

It was shown using a detailed simulation study with the validated full vehicle model
that, during cornering, while achieving large braking forces, lateral tire forces can be
improved considerably and hence the cornering capability of the vehicle can be

enhanced significantly.

The fifth chapter proposed a control algorithm for a parallel type hybrid electric
vehicle model. An upper level controller chooses the vehicle operation mode such as
regenerative braking, EM only, ICE only, or ICE plus EM-charge modes. In the ICE
plus EM-charge mode, optimum torque distribution between the internal combustion
engine and the electric motor is determined via the extremum seeking algorithm that
searches for maximum powertrain efficiency. In the literature this is the first time an

extremum seeking algorithm is applied to the hybrid electric vehicle control problem.

A parallel type hybrid electric vehicle model including internal combustion engine
(ICE), electric motor (EM), battery model and vehicle dynamics was developed for
the study. ICE and EM efficiency maps were used to calculate powertrain efficiency

and fuel consumption values.

A dynamic programming (DP) solution was obtained and used to form a benchmark
for performance evaluation of the proposed method based on extremum seeking. DP

solution gives the minimum obtainable fuel consumption in a considered driving
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cycle and driving conditions. In order to apply DP procedure, the whole driving cycle
and driving conditions should be known in advance. Since future driving conditions
are unknown in a real vehicle, DP cannot be utilized in a real time controller. The
dynamic programming solution was used offline for performance evaluation of the

real time control algorithm.

The comparison of the DP results with the proposed algorithm showed that the two
level online control structure with powertrain efficiency maximization based ESA
manages to get substantial fuel consumption improvement, the results being

comparable to the DP solution.
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APPENDIX A

loli X

X

Figure A.1: Position vectors of a point P relative to a
fixed system and a moving system.

Referring to Figure A.1 the equations for the absolute velocity and acceleration of a
particle P that is in motion relative to a moving coordinate system will be obtained.
The XYZ system is fixed in an inertial frame and the xyz system translates and rotates
relative to it. In Figure A.1, r is the position vector of P and R is the position vector
of O’, both relative to point O in the fixed XYZ system. Then

r=R+p (A.1)

where p is the position vector of P relative to O'. Differentiating with respect to time,
the absolute velocity is obtained

v=F=R+p (A.2)

where both derivatives are calculated from the viewpoint of a fixed observer. It can
be written that

p=(p), +oxp (A3)

Here ® is the absolute rotation rate of the xyz system. (p) is the velocity of P

r

relative to O', as viewed by an observer rotating with the xyz system. Then
v=R+(p), +oxp (A4)

Next, the absolute acceleration of P will be obtained. Taking the derivatives

d

E(R): R (A.5)
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d

E[(p)r]:(p)r +(0X(p)r (A'6)
%(wxp):(})xp+mxp:(5)><p+m><(p)r+(;)><((o><p) (A.7)

Combining the equations (A.4), (A.5), (A.6), and (A.7) one can get the absolute
acceleration of P as follows as given in [88]

a=R+dxp+ox@xp)+(p), +20x(p), (A.8)

In the above equation ®@xp is tangential acceleration, ®x(®xp) is centripetal
acceleration, (p), is acceleration of the point P relative to the xyz system, that is, as
viewed by an observer moving with the xyz system. The last term 2 x (p), is the
Coriolis acceleration.

X
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Figure A.3 : Roll motion of the sprung mass.

Comparing with the vehicle system, O’ is the roll center and P is sprung mass c.g.
(Figure A.3). In (A.8), R is the absolute acceleration of the roll center. The velocity
vector of the roll center is
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V., =ui+vj+z k (A9)
Absolute angular velocity of roll center with respect to inertial frame is

0. =k (A.10)

rc

Absolute acceleration vector of roll center with respect to inertial frame is found by
using (A.9) and (A.10) as follows

R = i + vj+ Z K + 7k x (i + vj + 2, k) (A.11)

R = (i —vr)i+ (¥ +ur)j+ Kk (A.12)

From (A.12), unsprung mass accelerations are defined as

a,, =u—vr
a,, =v+ur (A.13)
aZM :Zu

In (A.8), p is the position vector of sprung mass c.g. relative to roll center, which is
p=—(e—z)k (A.14)

In (A.8) (['))r is the velocity of sprung mass c.g. relative to roll center, as viewed by
an observer rotating with the body fixed axes in the roll center.

(p), =2k (A.15)

In (A.8) o is the absolute rotation rate of the body fixed axis system. To obtain this,
the rotation matrices will be defined. The rotation of the vehicle sprung mass is given
with the Euler angles (y, 6, -®). Here the roll motion is taken as negative. The
rotation matrices are found as follows

cosyy siny O
RM((//)= —siny cosy O (A.16)
0 0 1

cos@ 0 -—sind

RM(@)=| 0 1 0 (A.17)
sind 0 cos@
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1 0 0
RM($)=|0 cos¢p —sing (A.18)
0 sing cos¢

The absolute angular velocity vector of the sprung mass body with respect to inertial
coordinate system is found as follows.

w, -p 0 0
o, |=RM(¢)x| 0 |+RM(¢)x RM(0)x|q |+ RM(¢)x RM(6)x RM(y)x| 0 (A.19)
w, 0 0 r |
o, 1 0 0 -p 1 0 0 cosd 0 —sin@| |0
®,|=|0 cosg —sing|x| 0 |+|0 cosg —sing|x| 0 1 0 |[x|q
@, 0 sing cosg 0 0 sing cos¢g sind 0 cosé 0
1 0 0 cosd 0 -—sinf cosy siny 0| |0 (A.20)
+{0 cosg -—sing|x| 0 1 0 |x|—siny cosy O0|x|0
0 sing cos¢g sind 0 cosé 0 0 1 r
@, —p—rsind
@, |=|qcos¢—rcosfsing (A.21)
@, rcos@cos @+ gsin @
Angular velocity vector is given from (A.21) as follows
o =(—p—rsind)i+(qgcosg—rcosfsing)j+ (rcosfcosp+ gsinp)k (A.22)
Angular velocity vector given in (A.22) is simplified as
0=—pi+gj+rk (A.23)

Combining equations (A.8), (A.12), (A.14), (A.15) and (A.23), the absolute
acceleration vector of the sprung mass is obtained as follows:

a= (u —vr+qz, —qe—rpz, +rpe+2qz, )1 +

(V+ur+ pz, — pe+rqz, —rqe+2pz, )j+ (A.24)
(Eu - pzzs + pze - qzzs + q2e + ES)(

From the sprung mass absolute acceleration vector of (A.24), acceleration
components for the sprung mass are defined as

a,=u-vr+qz, —qe—rpz, +rpe+2qz

A, =v+ur+ pzg —pe+rqzg —rqe+2pz; (A.25)

. 2 2 2 2 .
a,, =%Z,—-pz,+pe—qz,+qe+z

zs
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APPENDIX B

Calculation of the tire forces according to the Magic Formula Tire Model as given in
[86]. In all of the formulas given below, the coefficients py, gy, 7 and s, are non-
dimensional model parameters.

Longitudinal Force (Pure Longitudinal Slip)

F.,=D, sin[Cx arctan{Bxlc)C -FE, (BXK'X — eurctan(Bxlc)C ))}] +8), (B.1)
K =K+S8p, (B.2)
C, =Pcu (B.3)
D, =ty F. (B4)
Hymax = (Ppa + Ppodf2) A (B.5)
df, =Lz ; :"}o (B.6)
E, =(pua+ Pre - dfs + Ppadf. )1 = ppusign(x,)) (B.7)
Ko =F.(Pga + Pger - df2) eXp(Pgs3 - df) (B.8)
B =K, /(C.DD,+¢,) (B.9)
St = (P + Pr2df>) (B.10)
Sye = F.(Pya + Prodf.) A (B.11)
A= Ay N+ (A, ~ DA | (B.12)

In the above equations 4, is the longitudinal friction coefficient scaling factor. With

that tool the effect of changing friction coefficient can be quickly investigated
without having the need to implement a completely new tire data set. Sy, and Spy are

horizontal and vertical shifts with respect to origin. F_, is the nominal load.

Longitudinal Force (Combined Slip)

Fx = GxanO (B°13)
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G,., =cos[Cm arctan{B a —Em(B a —arctan(B a ))}]/G

xa”s xas xa”s xa0

G, 0 =cos|C,, arctan{B, S, —E. (B, S, —arctan(B, Sy, ))}]

X xa xa
*
as =a + SHX(I
B, =1, cos[arctan(erzlc)]
Cxa =Tex
E o =Tga +Tndf.

S tva =T
Lateral Force (Pure Side Slip)
F,=D, sin[Cy arctan{B

oy —E, (Byay B arctan(Byay »}J+ Syy

%
a,=a +Spy,

a = tan(x)
Cy = prl
Dy = :uymasz

;uymax = (prl + prdez )ﬂ“gy

Ey = (pEyl +pEy2df;)(1_pEy3Sign(ay)

K a0 = pKylF ~o sin(2arctan(F’, / (pKyZ F)))
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(B.14)

(B.15)

(B.16)

(B.17)

(B.18)

(B.19)

(B.20)

(B.21)

(B.22)

(B.23)

(B.24)

(B.25)

(B.26)

(B.27)

(B.28)

(B.29)



B,=K,, /(C,D,+&,)
Sy, =F, {pVyl + Pyyodf. }/%y

Sty = (Pt + Pry2df>)
Lateral Force (combined slip)

F, =G, F,+5

yk* y0 Vyk

G, =cos|C,, arctan{B K,—E, (B K —arctan(B K ))}J/ G

yk™s yrk™s yK'™rs yk0

Gy,(o =Cos Cy,( arctan{ByKS e — E e (ByKS Hyxe — arctan(ByKS e ))}J

Kg =K+SHyK

*
B, =1, cos[arctan{rBy2 (@ —rpy; }]
Cyi( = rCyl
Eylc = rEyl + rEyde;

SHyK = rHyl + rHydez

S

Vyx

=D

Vo sm[r,,y5 arctan(rVy6K)J

DVyK = ,usz (r,/y1 + ryyzdfz ) cos[arctan(r,,y 405* )J
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(B.30)

(B.31)

(B.32)

(B.33)

(B.34)

(B.35)

(B.36)

(B.37)

(B.38)

(B.39)

(B.40)

(B.41)
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