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Abstract  

In Discrete Discriminant Analysis dimensionality problems often occur. In this context, 

we propose a combining models approach, taking profit from several potential models. In the 

bi-class case, a single combination coefficient is considered and estimated using several 

strategies. In the multi-class case, the decomposition into several bi-class problems embedded in 

a binary tree is implemented. New developments of this approach are presented and their 

performances assessed on real or simulated data. 
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1. Introduction 

In Supervised Classification the major goal is to derive a classification rule to assign 

sampling objects whose class membership is unknown. 

This work focuses on Discrete Discriminant Analysis (DDA) in the small or moderate 

samples size setting where, often we are faced with problems of dimensionality due to the 

relative large number of parameters to be estimated. This dimensionality problem leads to poor 

performances, particularly when the classes analyzed are barely separated. 

In a discrete problem of supervised classification, it is assumed that each object becomes 

from one of K exclusive classes, C
1
, C

2,...,CK
, with prior probabilities 1, 2, …, K , l 0,  

 

Each object is characterized by a multivariate vector x of P discrete variables and we 

dispose of a n-dimensional training sampling of multivariate observations X = (x1, ..., xn). 

The Bayes classification rule assigns an individual vector x into C
k if 
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where P(x|C
l
) denotes the conditional probability function for the l-th class. Usually, the 

conditional probability functions are unknown and are estimated on the basis of the training 

sample. 

For discrete data, the most natural model is to assume that the conditional probability 

function P(x|Ck), k=1,...,K  are multinomial probabilities. In this case, the conditional 

probabilities are estimated by the observed frequencies. Goldstein and Dillon (1978) call this 

model the Full Multinomial Model (FMM).  

One way to deal with the dimensionality problem consists of reducing the number of 

parameters to be estimated. This is accomplished by the First-order Independence Model 

(FOIM) that assumes that the P discrete variables are independent within each class Ck, k = 1, 

..., K.  

In many situations several models are in competition for the same supervised classification 

problem, aiming to obtain the best decision rule. Usually, based on some validation criteria only 

a single model is selected and useful information about the supervised classification problem is 

lost. Besides, misclassification objects can be different for different DDA models (Brito et al, 

2006). 

In this context, we have proposed a new methodological approach based on a combining 

model (Sousa Ferreira, 2000). 

The aim of this work is to present new developments of this combining models approach 

(Sousa Ferreira, 2000, 2010; Marques et al., 2008) and to assess their performances from 

numerical experiments. 

 

2. Combining models 

The idea of combining models currently appears in an increasing number of papers. The 

aim of this strategy is to obtain more robust and stable models. Sousa Ferreira (Sousa Ferreira, 

2000) proposed a combining model approach to classification problems with binary predictors 

based on combining FMM and FOIM, using a single coefficient  (0 1) to weight these 

models.  

This combining models approach revealed to be a good alternative in the bi-class case and 

for the multi-class case a Hierarchical Coupling model (HIERM) has been defined, 

decomposing the multi-class problems in several bi-class problems. 

The evaluation of Sousa Ferreira’s approach (Sousa Ferreira, 2000; Brito et al., 2006) 

showed that the coefficient derived for the combining models tends frequently to reduce FMM 
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contribution, even when the observed frequencies are smoothed. According to these 

conclusions, a new combining model has been proposed (Marques et al., 2008), which is based 

on the models FOIM and the Dependence Trees Model (DTM).  

DTM is an alternative model that takes the predictor relations into account. In this model 

one can estimate the conditional probability function, using a dependence tree that represents 

the most important predictor relations. DTM provides, for each class, an estimate of the 

conditional probability functions based on the idea proposed by Pearl (Pearl, 1988). To 

construct the dependence tree for each class, we rely on the algorithm of Chow and Liu (Celeux 

and Nakache, 1994; Pearl, 1988), where the length of each edge referred to one pair of variables 

and represents a measure of the association between the same variables, using the mutual 

information. 

 

3. Hierarchical Coupling Model 

The Hierarchical Coupling Model (HIERM) consist in decompose the multi-class problem 

in several bi-class problems, using a structure of a binary tree. HIERM demands two decisions 

in each level of the tree: 

i. Selection of the decomposition in a bi-class problem among the possible 2
K-1

 –1 forms; 

ii. Choice of the model or combining models that gives the best classification rule for the 

chosen couple. 

First, we consider the K classes corresponding to the training subsamples that we want to 

reorganise into two classes. Then, we propose either to explore all the hierarchical coupling 

solutions or to select the two new classes that are the most separable, which can be 

implemented. These most separable classes can be selected using the affinity coefficient 

(Matusita, 1955; Bacelar-Nicolau, 1985). 

The process stops when a decomposition of classes leads to single classes. 

The individual vector x is classified in the class determined by the tree branch 

chosen. 

 

4. Numerical Experiments 

In the present work, we propose to use combining models to address supervised 

classification problems in the small or moderate sample size setting. 

We illustrate the performance of the two combining models proposed on real and 

simulated data sets, evaluating the misclassification error rate in a test subsample or 

estimated by two-fold cross validation. 
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