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ABSTRACT. Certain types of weighted Peetre K-functionals are characteri-
zed by means of the classical moduli of smoothness taken on a proper linear
transforms of the function. The weights with power-type asymptotic at the
ends of the interval with arbitrary real exponents are considered. This paper
extends the method and results presented in [3].

1. Introduction. Let I be an open interval on the real line and let
the weights w and ¢ on I be defined in Table 1, where the +’s, A’s, a and b are
arbitrary real numbers.

We denote the weighted Ly-space by Ly(w)(I) = {f : wf € Ly(I)},
1 < p < 00. The set of the absolutely continuous functions on [a1, b1] is denoted by
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Table 1. Weights

1 w(z) ()
(a,b) (& — a)e(b— 2 (2 — a)e(b— o)
(a,0) (x—a)Ve(z—a+1)V="" | (x—a)ls(x —a+ 1) >
|x|Y==>=, =< -1, |z|A-, @< —1,
R = (—00,00) 1, -1<z <1, 1, 1<z <1,
Ve x> 1. e x> 1.

k) e AC[ay,b1] Yai,by € I, ay < bi}.
and D" g means the r-th derivative

AClay,b1] and ACE (I) ={g : 9,d,-..,9
By D we denote the first derivative, D =
of the function g.

The weighted Peetre K-functional is given by

&.|g_‘ —

(L1 K(f.t"5 Ly(w)(I), AC,. " " D7) = inf{[lw(f — g)llp) +t[lw " D gl
1 g € AC) M(I), wg,wp"D"g € L,y(I)}.

loc

It is defined for every f € L,(w)(I) and ¢ > 0. Note that g € AC]'(I) means
that the infimum in (1.1) is taken on the largest possible subspace of L, (w)(I).
If p = oo, then in (1.1) the space Loo(w)(I) can be replaced by C(w)(I) = {g :
wg € C(I)}, where C(I) is the space of all continuous bounded on I functions.
The case of C(w)([I) is considered in the last section, while in the previous sections
the space Loo(w)(I) is understood when p = oc.

The class of functions f for which we can calculate exactly the infimum
in (1.1) for any ¢ € (0,to] is quite narrow. That is why it is useful to have other
function characteristics — moduli of smoothness — which can be calculated for a
wider class of functions and are equivalent to the K-functional. Up to now several
definitions of moduli of smoothness have been introduced to treat K-functionals
acting on weighted L,-spaces: Ivanov [9, 10], Ditzian and Totik [2], Ky [11], etc.
The ideas in these papers are not suitable to treat the case Ay < 0, 7, # 0 or the
case 0 < A\q < 1, 74 < 0. In all of these approaches the definitions of the moduli
of smoothness are modified in order to fit the weights in (1.1).

In this article we present a characterization of K-functionals (1.1) by the
classical (unweighted, fixed step) moduli of smoothness as the latter are taken not
on the function f itself but on certain modifications of it. This approach can cover
the K-functionals (1.1) for all real values of v’s and X’s. These characterizations
will be valid not only for the weights w and ¢ listed in Table 1 but for any other
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weights w and ¢ equivalent to them on I. For treatment of weights with more
general asymptotic at the end-points of the domain I see [3, Section 6]. Examples
of applications of weighted K-functionals to some areas of the approximation
theory, as characterization of the rate of convergence, are given in [2, 3, 6].

In [3] we have applied the following approach in order to get characteri-
zations of K-functionals (1.1) for certain values of the parameters. First, we find
a linear operator A which provides the equivalence

(1.2)  K(f,t"; Ly(w)(I),AC; 1, " D") ~ K(Af,t"; Ly(w) (1), AC] t, " D")

with @ = 1,5 = 1 for a proper interval I of the types listed above. Next, since
the second K-functional in (1.2) is equivalent to the classical r-th modulus of
smoothness w, we get

(1.3) K(f7 tTQ Lp(w)(l)ﬂ ACZT();17SOTDT) ~ wT('Af’ t)P(f)'

As usual ¢1(F,t) ~ 1po(F,t) means that the ratio of the functions 11 and s is
bounded between two positive numbers independent of F' and ¢. Relation (1.2)
for general w, o, W, @ is of independent interest. For more details see Subsection
6.5.

The values of the parameters for which (1.3) was proved in [3] can be
summarized as: I = (a,b); Ag, \p < 15 Yoy > —1/p; 1 < p < 00. (For p = o0
only the case 74,7 = 0 was solved.) In this article we extend the assumptions
for the validity of (1.3) in the following directions:

(a) The restriction on the powers of the weight ¢ is A # 1. Here A stands for
Aas Aby Atoo- (The cases when some of the A’s are 1 need special treatment
—see [4, 6].)

(b) I is an interval of the types listed above. On the one hand K-functionals
between functional spaces on unbounded intervals are naturally connected
with several sequences of operators, e.g. Sasz-Mirakyan’s, Baskakov’s, Post-
Widder’s, etc. On the other hand, let us emphasize that when treating the
case when there is a A > 1 we arrive at the necessity to consider unbounded
intervals. Indeed, in (1.3) if we have I = (a,b) and A\, < 1, Ay > 1 then
I = (a,00) and if we have I = (a,00) and Ay < 1, Ao > 1 then I = (a,b).

(¢) The restriction on the powers of the weight w for 1 < p < oo is relaxed
fromy > —1/ptoy #1—r—1/p,2—7r —1/p,...,—1/p at both ends
of the interval. (Here and below ~ stands for v4,Vp, V+oo.) This might be
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considered as the main achievement of the article because the treatment
of such weights is impeded by difficulties, some of which are not only of
technical nature (cf. the “finite overlapping condition”, which is essential for
Ditzian-Totik moduli [2, p. 8]). In order to get such results we generalize [3,
Proposition 2.1] to Proposition 2.1 below by replacing the inverse operator
by another one which we call “quasi-inverse”. Let us note that the inverse
of the operators A (constructed, for example, in Theorems 6.2, 6.5) are
bounded only if the 4’s are bigger than —1/p. For the other values of v
discussed in the article we construct different quasi-invertible continuous
operators depending on the range to which ~ belongs. The values v =
1—r—1/p,2 —r —1/p,...,—1/p are exceptional in the sense that the
constructed here A has no quasi-inverse bounded operators built by the
operators from Sections 3 and 4. These values are not treated in this paper
except v = 0 for p = co. The construction of a proper operator A such that
(1.3) is fulfilled for the exceptional values of v demands new elements and
will be given in [7].

The construction of operators A is explicit. It involves linear and power
changes of the variable, multiplication by power functions, including algebraic
polynomials, and antiderivative. In particular, fractional integrals are extensively
used. Let us note that the computation of the classical unweighted moduli of the
function Af is of the same degree of difficulty as of the function f itself.

The cases when (1.2) holds are summarized in Theorems 6.12, 6.13 and
6.14, while (1.3) is true under the conditions described in Theorem 6.15. Similarly
to [3] the results concerning the validity of (1.3) are mainly in the case 1 < p < oo
(with restrictions v, = 0,7, = 0,70 = 0 for p = o0), while the validity of (1.2)
is established under the condition 1 < p < oo. The reasons for such discrepancy
are discussed in [7], where the case p = oo is studied in detail.

Finally, let us mention one tool of technical nature, which simplifies
the problem for characterizing the K-functionals (1.1) in terms of moduli of
smoothness. This is Lemma 7.1, which allows us to separate the singularities of
the weights w and ¢ by “splitting” the interval I beforehand. After the usage
of Lemma 7.1 we get two K-functionals whose weights w and ¢ have the initial
power-type behaviour at one of the ends (finite or infinite) of the interval while
at the other finite end of the interval the weights w and ¢ are equivalent to 1, i.e.
v = A =0 there. After applying Lemma 7.1 characterization (1.3) is modified to

(14) K(f7 tr; Lp(w) (I)7 AClro;l’ (prDr) ~ wr('Alf’ t)p(f1) + wr(‘AQ‘f’ t)p(f2)

Note that Lemma 7.1 allows the unification of two moduli (or K-functio-
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nals) into a single one only if the underlying functions coincide on the intersection
of the domains. As far as this is a rare case, one disadvantage of the application
of Lemma 7.1 is the increase of the number of moduli used on the right-hand
side of (1.4). So, we apply Lemma 7.1 only at the end of our study, having
also in mind that the validity of (1.2) is of independent importance. The cases
when we cannot avoid the separation of the singularities are listed at the end of
Subsection 6.5.

The paper is organized as follows. The next section contains a variety
of auxiliary results. In Sections 3 and 4 we construct and study two kinds of
operators — type A and type B respectively — used as ingredients in the solutions
of (1.2), (1.3) and (1.4). The type A operators change only the weight w, while the
type B operators change simultaneously both weights w and . Some algebraic
properties of these operators are listed in Section 5. Operators that are solutions
of (1.2) and (1.3) under a variety of conditions on I, w and ¢ are constructed
in Section 6, while the solutions of (1.4) are given in Section 7. Results about
continuous functions are sketched in Section 8.

2. Preliminaries

2.1. Notations. Throughout the paper we shall use the following nota-
tions.

The order of the derivative in the K-functional is always denoted by r € N.
For n € Ny = NU {0} let II,, be the set of all algebraic polynomials of degree at
most n. For £ € R set x¢(x) = |z — €.

The restrictions on the parameters v are described by:

Ii(p) =(—1/p,0) for 1 < p < oo and '} (00) = [0, 00);

Lilp)=(—i—1/p,1—i—1/p), i=1,...,r—1;
Iy (p) = (—o00,1 =7 —1/p);

Leze(p) ={1—r—1/p,2—r—1/p,...,=1/p};
I'i(p) = (=1 —1/p, 00);

Li(p) =(-i—1/p,1 —i—1/p), i=2,....,7r—1;
I (p) = (00,1 =7 —1/p);

L) ={1—r—1/p,2—r—1/p,...,—1—1/p}.

Intervals I';(p) and I'}(p) coincide for i = 2,...,r, but we prefer using the
two sets of notations to be able to state the results more shortly.
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In few cases the standard convention ¢ < 7 in the notation of the interval
(¢,n) may be violated. Then ({,n) has to be understood as the interval (min{¢,n},
max{(,n}).

We denote by ¢ positive numbers independent of the functions f and the
parameter t of the K-functionals. The numbers ¢ may differ at each occurrence.
All constants denoted by ¢ can be explicitly evaluated using algebraic expressions
and the constants in the Hardy-type inequalities (which are known).

2.2. Quasi-invertible continuous maps. In order to give a general
approach in establishing an equivalence like (1.2) we define the Peetre K-functio-
nal between abstract spaces by

K(f.t) = K(f,t; X,Y,D) = inf{||f — gllx +#[|Dgx : g€ Y NDH(X)},

where X is a Banach space, D is a differential operator and D~}(X) = {g € X :

Dg € X}. Usually Y N D71(X) is a dense subspace of X. In the notations of

(1.1) X = Ly(w)(I), Y = AC; " and D = ¢"D". We call (X,Y,D) a triplet.
For a differential operator D, acting on a subspace of the Banach space

X, we set kerD = {g € D~}(X) : Dg = 0}. Note that ker D € D~1(X) C X.

We shall need a certain generalization of Proposition 2.1 in [3] in order to
extend the results there to some of the functional classes discussed in this paper.
First, we introduce the following

Definition 2.1. We say that the linear operator A is a quasi-invertible
continuous map of the triplet (X1,Y1,D1) onto the triplet (X5,Y3, Do) if
and only if there exists a linear operator B : Xo — X1, related to A : X1 — Xo,
which we call a quasi-inverse operator to A, and both operators satisfy the
conditions:

(a) |Afllxy < cllfllx, for any f € X1;
(b) | D2Af|xs < el|D1fllx, for any f € YiNnDT(X1);

IBF|x, <c||F|x, for any F € Xo;

)
(c)
(d) |D1BF||x, < ¢l|D2F||x, for any F € Yo N D5 H(Xy);
(e) A(Yi N DTH(X1)) € Y2 N Dy (Xa);

(f)
(g)
(h)

A

B(Yo N Dy (X2)) C Y1 NDyH(Xy);
f—BAf eYinkerDy for any f € Xy;
F—ABF € Yonker Dy for any F € Xs.
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If A is a quasi-invertible continuous map of (X1,Y1,D1) onto (Xs,Y2,D2) and
B is a quasi-inverse operator to A, we write

A (Xl,Yl,'Dl) — (XQ,YQ,fDQ) : B.

Remark 2.1. When the operator A : X7 — X5 is invertible and its
inverse A~! is bounded and satisfies conditions (d) and (f) (in the place of B),
then A~! is a quasi-inverse operator to A. This case was considered in [3].

Remark 2.2. Note that if A : (X1,Y1,D1) = (X32,Y2,D3) : B, then
A is a quasi-inverse operator to B and B : (X2,Y2,Dy) = (X1,Y1,Dq) : A.
We use a notation, which points out a quasi-inverse operator because we need
relations between the triplets (X1,Y1,D1) and (X2, Y2, Dy) in both directions.
Let us also note that the quasi-inverse operator may not be unique, which is the
case considered in this article.

Sometimes we call “initial” the triplet (X7,Y7,D1) or the weights in its
functional spaces, while we call “target” the triplet (Xg, Y3, D2). Such termino-
logy, which has no strict mathematical meaning, reflects the process of construc-
tion of the operator A, which goes through several intermediate triplets between
(X1,Y1,D1) and (X2,Ys,Ds). Also the roles of (X1,Y7,D;) and (Xs,Y2, Do) in
the current investigation are slightly different — from the point of view of (1.3)
the target triplet in (1.2) is described with the specific weights w = 1 and ¢ = 1.

A connection between quasi-invertible continuous maps and equivalence
of K-functionals is given in:

Proposition 2.1. Let the linear operator A be a quasi-invertible conti-
nuous map of (X1,Y1,D1) onto (Xo,Ys,Dy) and B be quasi-inverse to A. Then
for any f € X1 and t > 0 we have

(21) K(f7t;X17Y17®1) ~ K(‘Afata X27Y27DQ)
and for any F' € X5 and t > 0 we have
(22) K(F,t; XQ,Y27DQ) ~ K(BF,t; X17Y1791).

Proof. Let g € Y1 N Dy (X1) be arbitrary. Then (e) from Definition 2.1
gives Ag € Yo N @2_1(X2). Applying (a) and (b) we get

inf  {JAf = Glix, + D26 x,} < |ASf — Aglix, + t|D2Ag| x,
GeYanDy ~(X2)

< c(llf = glx, + tDaglx,)-
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Now, taking an infimum over g € Y1 N Dl_l(Xl), we get

(2.3) K(Af t; X5,Ys,Ds) < cK(f,t; X1,Y1,D1).

Just similarly, using (c), (d) and (f) from Definition 2.1, we show that
(2.4) K(BF,t; X1,Y1,D1) < cK(F,t; Xo,Y2,Ds).

Next, (g) implies K(f,t; X1,Y1,D1) = K(BAS,t; X1,Y1,D1). Then inequality
(2.4) with F' = Af implies

K(fat;Xh}/lle) S CK(‘Af7t;X27Y27®2)7

which together with (2.3) gives (2.1). Similarly, (h), (2.3) and (2.4) yield (2.2)
and complete the proof. O

We shall use extensively Proposition 2.1 for obtaining equivalences like
(1.2). In the next proposition we give a sufficient condition for an operator to be
a quasi-invertible continuous map in the context of the functional spaces treated
in this article.

Proposition 2.2. Let (X1,Y1,D1) = (Lp(w w)(I), AC. Y(I),¢"D") and

loc

(X2, Y2, Da) = (Ly(w)(I), ACT *(I),$"D"), where I, 1 are real intervals and w, ¢
and W, o are non-negative measurable functions defined respectively on I and I.
Let the operators A : X1 — X9 and B : Xo — X; satisfy conditions (a), (b),
(c) and (d) of Definition 2.1. Let X1, Xa be two functional spaces such that
X1 D Ly(w)(I), Xo D Ly(w)(I). If there exists an invertible linear operator

A X1 — Xy such that A(Il,_y) C Iy, A~Y(I1,_) C I,_1 and
(¢/) A(X1NY1) C Yoy
(f) A7 (X2 NYa) C Y7,
(¢) Af —Af €Ty for any f € Xy;
(h') BF —A7'F €,y for any F € Xo,

then A is a quasi-invertible continuous map of (X1,Y1,D1) onto (X2,Y2,D3) and
B is a quasi-inverse operator to A.

Proof. We shall establish conditions (e), (f), (g) and (h) from Definition
2.1. We have
(X)) ={feXinyi : D'f € Ly(wg")(I)},

D
Dy (Xg) ={F € XonYy : D'F e Ly(w@")(I)}.
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Hence, Y1 N D7 (X1) = DyY(X1) and Yo N Dy (X2) = Dy'(Xs). Now, from
conditions (a), (¢’) and (g') we get A(AC’;;CI( ) N Ly(w)(I)) C AC’;;CI( )N
L, (w)(I), which together with condition (b) implies condition (e). Moreover,
from conditions (b), (') and (h') we get B(AC; *(I) N L,y(w)(I)) € AC]*(I) N
L,y(w)(I), which together with condition (d) implies condition (f).

From the definitions we have ker Dy = II,—1 N Ly(w)(I) and ker Dy =
I,y N Ly(w)(1). )

Now we shall establish (g). Let f € Ly(w)(I). Set @1 = Af — Af,
F=Af € Ly(w)(I) and Qy = A~'F — BF. Then

f=BAf=f-BF =f-A""F+Qy=f-AT(Af - Q1)+ Q2=A"'Q1+Qa.

Now (g’) implies Q1 € II,_1, (h') implies Q2 € II,_; and hence f — BAS € II,_;.
Moreover f € X; implies Af € Xo and f — BAf € X;. Hence f — BAf €
I,y N Ly(w)(I) = Y1 Nker D;. This proves (g).

In a similar way we get for any F € L,(@)(I) that F — ABF € I,_1 N
L, (w)(I) = Yo Nker Dy, which is (h). This completes the - proof. [

In this article we use X1 = L1 joc(I), X2 = L1 10c(1 ) The operator A will
be explicitly given with (3.1), (3.2) or with (4.1), (4.2). It is invertible, preserves
IT,_; and satisfies (¢'), (f'), (¢) and (h'). Note that no boundedness conditions
are required from A for the validity of the above proposition.

2.3. Hardy’s inequalities. Muckenhoupt generalized in [12] Hardy’s
inequalities (see [8, p. 245]). A partial case of [12] are the following Hardy’s
inequalities, which will be used extensively.

Proposition 2.3. Let ¢ < n and let F' be a measurable function on [(,n).
a) If1<p<o0,3>0,y<forp=1,0=0,<0, then

(oot [ ronafw)} <( [ o-arimr

b)IflSPSOO,BS’}/,’Y>OOT’p:OO7ﬂ<0,’Y:O, then

([lie-or [ ol o) <o ['ve- o)’

Proposition 2.4. Let n > 0 and let F be a measurable function on
[, 00).
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a) Iflgpgoo,ﬁﬁ’y,’y>007”p=00,ﬂ<0,’y:0, then

Um’wﬂ_; / Fo)isf d””) < ( /,fo 2 R @) dx);

n
b)If1<p<oo,B3>7 8>00rp=1,3=0,v<0, then

([ rwata) ([

2.4. Translations and dilations. Let us denote by T(u) the translation
operator, i.e. T(u)f(x) = f(x + u), and by 8(u) the dilation operator, i.e.
8(u)f(z) = f(ux). Their inverse operators are T~1(u) = T(—u) and §~(u) =

S(u~!) (u # 0). It is obvious that if (X1,Y1,D1) = (Ly(w)(I), AC; .}, ¢"D") and
(X2,Y2,Dy) is properly defined, then T(u) and 8(u) (u # 0) are quasi-invertible
continuous maps and, hence, they satisfy the assumptions of Proposition 2.1.
Thus, we can apply any linear change of the variables to the spaces involved in
the definition of the K-functionals (1.1). Hence it is sufficient to consider only
K-functionals of functions defined on the intervals (0,1), (0,00) or R. Having
constructed an operator A, satisfying (1.2) for I = (0,1) or I = (0, 00), then the
operators T(—a)8((b — a) 1) A8(b — a)T(a) and T(—a)AT(a) satisfy (1.2) for
I = (a,b) or I = (a,00). The same is true if (1.3) is in the place of (1.2). This
follows from the propositions

bS]

Proposition 2.5. We have
S(b—a)T(a) : (Ly(xJ*xi")(a,b), AC],. XXy ¥ D7) =

loc

(Ly(xg*x)(0,1), ACT L xWrax ™ DT : T(—a) 8((b — a)™h).

loc
Proposition 2.6. We have
T(a)  (Lp(x2"x)=1 ) (@, 00), ACH X X[ ) D) =
[e'e] a T Aa /\oo_)\a T
(L™ X5 7)(0,00), ACT XX =) D")  T(—a).

The case of semi-infinite interval (—oo, —a) is reduced to (a,o0) by

Proposition 2.7.

—a oo a r T')\fa TAfoo_/\—a r
8(—1) : (Lp (X ax 2™ (=00, —a), ACT L XX T D) =

loc *X—a

(Lo X177 (a, 00), ACT Y XA —ex P20 pry s §(~1).
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Using “mirror” change of the variable we can interchange simultaneously
the exponents of the weights w and ¢ at the two finite ends of the domain.
Namely,

Proposition 2.8. We have

8§(—=1)T(a+b): (Lp(x2x;")(a,b), AC] Loxmay ’\bD’”) =

loc

(Lp (22X ) (@, b), ACT 1 XX e DT) - T(—a — b) $(—1).

loc

Note that 8(—1)T(a +b) = T(—a — b) §(—1).

3. Operators that change only the weight w
3.1. Basic operators of type A. Let r € N, J C (0,00) be an open
interval and £ € J be fixed. For p € R in [3] we defined the linear operator

(p f) Ll loc( ) - Ll,loc(J) by
(3.1) (AP)N)@) = (AP ON)(x) = () + Zam /5 CyE () dy
where

1\k " r—1
(3.2) ank(p):%(k_i>l£[0(p+r—k—y), k=1,2,...,r

In the cited paper we proved for p,oc € R

(3.3) A(p; ) A(o;€) = Alp + 03 €),
hence, in view of . 1(0) =0 for k =1,2,...,r, A(p) is invertible and
(3.4) A7 (p;:€) = A(=p; €).

We also showed that A(p) preserves the local smoothness of the function as

(3.5) (A(p: NN (@) =2 f)(x)  ae. inJ VfeACIZH).

loc

Hence A(p) maps the set of all algebraic polynomials of degree r — 1 into itself.

In [3] we used these operators to treat the singularity of the weight w at
0 if the exponent ~q is greater than —1/p. Now we shall modify A(p) to relax
this restriction to 9 #1—r—1/p,2 —r —1/p,...,—1/p.
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Definition 3.1. Let p € R, £ € (0,00) and i,j € Ng as i < j < r. For

€ (0,00) and functions f € Li ,.(0,00), satisfying the additional requirements
xapr € L1(0,1) ifi > 0 and Xa]_pr € L1(1,00) if j <, we set

(AP &) ) (@) = 2 f(a +Zark /0 YL (y) dy

(3.6) £ an(pat! | sy
k=i+1 3

— Y ark(p)at! / y P f(y) dy
k=j+1 z

As usually we assume that a sum is 0 if the upper bound is smaller than the lower
one. The integral terms fork =1,...,1 andk = j+1,...,r are well defined under
the assumptions made on f.

The following assertion holds true.

Proposition 3.1. Letre N, 1<p<oo,p€eR,£(>0,¢,5=0,1,...,7,
i <jand w = x"x’37"°, where v9 € Ti(p) and Voo € T'j(p). Then for every
[ € L,(xhw)(0,00) we have

lwAi ; (05€) fllp(0,00) < €llwXGf llp(o,00)-

Also for every non-negative measurable on (0,00) function ¢ and every g €
ACT1(0,00) we have

loc

1w (Ai ()9 lp(0.00) = 1WXEBI | p(0,00)-

Proof. The second assertion follows directly from (3.5) taking into
consideration that

i 1
(B.7) (Aii(pO)N)(@) = (Al D) (@) = D anp(p)a™ /0 y M f(y) dy
k=1

J 1 r

£ 3 anet [y = Y anlt [Ty )y,
k=it1 € k=j+1 !

ie. A;j(p,&)f and A(p,1)f differ with a polynomial of degree at most r — 1.
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Let us set
bpc(w) = 25! /C YR dy, k=1,....r, (€000

Assume we have established the inequalities

(3.8)  [wr,ollpo,00) < cllwxgfllpoo0), k=11,
if vo<1l—i—1/p, Yoo <1—1i—1/p;

(39) wak,ﬁ”p(o,oo) <c ||wX8f”p(0,oo)7 k=1i+ L....J
if 70> —i—1/p, Yoo <1—3j—1/p;

(3.10) Wik collp(o,00) < €llwxofllp000), k=4 + 1.,
if vo>—j—1/p, Yoo > —J —1/p;.

Then the first assertion of the proposition will follow if we multiply (3.6) by w,
take L, norm and apply Minkowski’s inequality according to the terms on the
right-hand side of (3.6). The first norm is [|wx{ f||p(0,00) and the other norms are
estimated with the same quantity in view of (3.8), (3.9) and (3.10).

In order to establish (3.8) we estimate the norm separately on the intervals
(0,€) and (&, 00). For k=1,...,i (if any), we get by Proposition 2.3, a)

(311) ||w¢k,0||p(0,§) <c ||wX8f”p(0,oo)7 k= 1a s 7i7

since w ~ x{° on (0,§) and o+ k—-1<1—i—1/p+i—1=—1/p. On (§,00)
we have w ~ x> and 7o, + k — 1 < —1/p, hence by Proposition 2.4, a) we get

(312) ||w¢k,§||p(£,oo) <c wagf”p(o,oo)

Besides that by Holder’s inequality we have

(3.13) {/:O

Now, (3.12) — (3.13) imply

3
x’yoo—&-k—l/o y—k—l-pf(y) dy

P P &
dar} <clxg " fllhioe

+
<cllxg® " fllpo.e) < cllwxofllp(o,00)-

lwrollpee,oo) < €llwxgfllpo,00), k=1,...,4,
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which together with (3.11) proves (3.8).

In a similar way Proposition 2.3, b) and Proposition 2.4, a) imply (3.9),
while Proposition 2.3, b), Proposition 2.4, b) and Holder’s inequality imply (3.10).
This completes the proof. 0O

Remark 3.1. The intersections of the assumptions on ¢ and v, under
which inequalities (3.8)-(3.10) follow, are respectively I';(p) and I';(p) provided
1 < j. In the case ¢ > j these intersections are empty. Thus, the assumption
i < j is necessary in the construction (3.6) of A4; ;(p,&).

Proposition 2.2 and Proposition 3.1 imply

Proposition 3.2. Letr e N, 1 < p<oo,p€eR, &n >0 and w =
XU XT3 T with Y0, Yoo Y0 + Py Yoo + P & Lewe(p). Assume that i < j and i’ < j,
where i, 3,7, j" are determined by T';(p) > 70, T';(p) 3 Yoo, Lir(p) 2 70 + p and
Lj/(p) 2 Yoo + p- Finally, let ¢ be measurable and non-negative on (0,00). Then

we have

A j(p:€) + (Ly(wx§)(0,00), AC) b, ¢D")
= (Lp(w)(O,oo),AClrozl,gﬁDT) Ay (—psm).

Proof. We apply Proposition 2.2 with I = I= (0,0), o = @ = ¢, xhw
and w in place of w and w respectively, A = A; ;(p;&) and B = Ay j/(—p;n),
X, = L1 10c(0, 00), Xy = L1 10c(0,00) and A = A(p,1). Proposition 3.1 implies
that A and B satisfy conditions (a)—(d) of Definition 2.1. The invertibility of
A is given in (3.4), its action on II,_; and (e’) are implied by (3.5), (') follows
from (3.4) and (3.5), while the validity of conditions (g’) and (h') follows from
(3.7). In view of Proposition 2.2 A; ;(p; &) is a quasi-invertible continuous map of
(Lp(wx§)(0,50), A}, 6D") onto (L, (w)(0, 00), ACy ", ¢D") and Ay y(—pin)
is a quasi-inverse to it. [

Let us observe that the operators A; ;(p; &) change the behaviour of the
w-weight at both ends of the interval (0,00). But we can consider their action
on functions defined on subintervals as (1,00) and (0,1). In the domain (1, 00)
it is natural to set i« = 0 and, similarly, 7 = r if (0,1) is treated. When we
consider (Agj(p; &) f)(x) with &€ > 1 for f € Ly joc(1, 00), satisfying the additional
requirement xaj_pr € L1(2,0) if j < r, and z € (1,00) we get an operator
that treats only the singularity at infinity. This follows by the equivalence x§ ~ 1
in a neighborhood of 1.
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Proposition 3.3. Letre N, 1 <p<oo,peR, ¢E>1,5=01,...,r

and w = x7"x*""", where y1 € T (p) and Yoo € L'j(p). Then we have

1w Ao; (£5€) fllp(1,00) < €llwXGf llp(1,00)-

Also for every non-negative measurable on (1,00) function ¢ and every g €
AC! (1, 00) we have

loc
lwe (Ao (0:)9) ™ 1,00y = lwx§ g llp1,00)-

Proof. Proposition 3.1, but when estimating ||[wir ¢|l5(1,6) by [|wx(fllpc1.6)
we use Proposition 2.3, b) withy =~ +1/pand =y —1+1/p. O

Hence as above from Propositions 2.2 and 3.3 we get

Proposition 3.4. Letr e N, 1 <p<o00,peR,&En>1and w =
XT'xg= " with v1 € Ty (p) and Yoo, Yoo + P & Lewe(p). Let j,j' be determined by
I'i(p) 2 Yoo and T'ji(p) 2 Yoo + p. Finally, let ¢ be measurable and non-negative

on (1,00). Then we have

Ao j(p;€) : (Lp(wxg)(1,00), ACI .t 6D")
= (Lp<w)(17 OO), ACZ;);17¢DT) : AO,j’(_p;n)'

Remark 3.2. Formally Proposition 3.2 and Proposition 3.4 look
very similar — only (0,00) is replaced by (1,00). If we would like to have an
operator in (1,00), whose action is similar to that of A; ;(p;§), we could take
T(—1) A j(p;§) T(1) (cf. Proposition 2.6) which differs from Ag j(p;&). This
indicates why Ag j(p; &) preserves the asymptotic (x — 1) of the weight w at the
end-point 1, while A4; ;(p;€) (0 < i < j < r) will change the asymptotic of the
weight at the end-point 0 from 2707 to 270, Therefore, the assumption imposed
on 7y + p in Proposition 3.2 is omitted in Proposition 3.4. The replacement of
o(p) with I'y (p) is of importance when the case p = oo is treated. In this article
we use it in respect to the operators defined in the next section.

When we consider (A;,(p;€)f)(z) with £ € (0,1) for z € (0,1) and f €
L1,10c(0,1), satisfying the additional requirement Xapr € L1(0,1/2) if i > 0,
we get an operator that treats only the singularity at 0. Like in the case of a
semi-infinite domain we establish the assertions:

Proposition 3.5. Letr € N, 1 < p < o0, p € R, £ € (0,1), i =
0,1,...,7 and w = x°x7]", where o € T'i(p) and v1 € T'1(p). Then for every
[ € Ly(xhw)(0,1) we have

lwAir (03 ) fllpo,1) < cllwxt fllpo,1)-
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Also for every mon-negative measurable on (0,1) function ¢ and every g €
ACT10,1) we have

loc
||w¢(Ai,r(p;£)g)(r)”p(O,l) = ||wX5¢9(T)||p(o,1)-

Proposition 3.6. Letr € N, 1 < p < o0, p € R, &,n € (0,1) and
w = x3°x7" with v0,7% + p & Texe(p) and v1 € T(p). Let i,i" be determined by
Li(p) 2 v0 and Ty (p) 2 v + p. Finally, let ¢ be measurable and non-negative on

(0,1). Then we have

Air(p3€)  (Lp(wx§)(0,1), AC ., D7)
= (Ly(w)(0,1),AC 1, ¢D") : Av o (—p;m).

3.2. Transformed operators of type A. So far we have constructed
operators through which we can treat K-functionals of functions defined on the
intervals (0,00), (1,00) and (0,1). On their basis, in view of Propositions 2.5 and
2.6, we can get their analogues, which act on functions defined on (a,c0) and
(a,b).

Definition 3.2. Letr ¢ N, p € R, 4,j € Ngpasi < j < r, and
¢ € (a,00). For x € (a,00) and f € Ly oc(a,00), satisfying the additional
requirements xq P f € Li(a,a + 1) if i > 0 and ng_pr € Li(a+1,00) if
j <r, we set

(Aij(p; a,00;6) f) (@) = (T(=a) Ai;(p;§ — a) T(a) f)(x),

that 1is,
(Aij(p: 0, 00:6) ) () = (& — a)” (2)
+3 e - [ "y a) P f(y) dy
k=1 a
(3.14)

J T
. z—a)k! —q) "kt d
+ Y anlp)@—a) /g (v — )™ f () dy

k=i+1
=Y a0 [ -0 ) dy,
k=j+1 z
where o, 1 (p) are defined in (3.2).

From Propositions 3.2 and 2.6 we get
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Proposition 3.7. Letr e N, 1 <p < o0, p€eR, &En>a and w =
Xa“ Xo>1 ' With Ya, Yoos Ya + Py Voo + P & Tewe(p). Assume that i < j and i' < ',
where i, 3,4, j" are determined by T'i(p) 3 Ya, T'j(P) 3 Yoo, Lir(p) 3 7a + p and
L'/ (p) 2 Yoo + p- Finally, let ¢ be measurable and non-negative on (a,c0). Then
we have

A j(pia,00;8) : (Ly(wxf)(a, 00), ACT, ., ¢D")
= (LP(U))(G, OO), Aclq;zlv ¢DT) : Ai’,j’(_p; a, 00; 77)

Definition 3.3. Letr € N, pe R, j€Ng as j <r, and § € (a,00). For
z € (a,00) and f € Ly joc(a,00), satisfying the additional requirement NPT =
Li(a+1,00) if j < r, we set

(Aj(p;00,a;€) f)(x) = (T(1 = a) Agj(p;€ —a+1)T(a—1)f)(x),

that 1is,
(Aj(ps00,a;€) f)(z) = (x —a+1)" f(z)
J z
« Tr—a k=1 —a —k+
s + 3 ana(p)e —a+ 1) | wmasn s dy

=Y anl a7 [T as ) d,
k=j+1 z
where o, (p) are defined in (3.2).

From Propositions 3.4 and 2.6 we get

Proposition 3.8. Letr e N, 1 <p < oo, p€eR, &En>a and w =
Xa“ X227 with v, € T4(p) and Yoo, Yoo + p & Lewe(p). Let 4,5 be determined by
I'i(p) 2 Yoo and T'ji(p) 2 Yoo + p. Finally, let ¢ be measurable and non-negative

on (a,00). Then we have

Aj(p;00,a;€) « (Ly(wxh_y)(a,00), ACL -t ¢D")
= (Lp(w)(a,00), ACI—1, ¢D") : Aji(—p; 00, a; 7).

Definition 3.4. Letr € N, pe R, i€ Ny asi <r, and £ € (a,b). Let s
be one of the ends of the finite interval (a,b) and e — the other. For x € (a,b) and
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f € Ly joc(a,b), satisfying the additional requirement X5 TP f e Li(s, (s+e)/2) if
1> 0, we set

(Ai(pss,e:) f)(@)=(T(=5)8((e — 5)7") Air(p; (€ = 5) /(e — 5)) 8(e — 5)T(s) f) (),

that 1is,

(Ai(p; s,€:6)f)(x)

Il
7N
YRS
(.
[V IV
N
RS

~
—
&

é z—s\"l ey —s\ T
x: o (222) [(22) Trwa

1
T o k—1 T o —k-‘rp
=Y (=) [(=) ww
k=

1+1

where a, 1 (p) are defined in (3.2).

This operator treats the singularity of the w-weight at the end s and does
not affect its behaviour at the other end e. More precisely, from Propositions 3.6
and 2.5 we get

Proposition 3.9. Letr e N, 1 <p<oo, peR, € (a,b), s be one of
the points a,b and e be the other one, w = x3*xe¢ with Vs, Vs + p & Leze(p) and
Ye € 1 (p). Let i, be determined by T'i(p) 2 vs and T'y(p) 3 vs + p. Finally, let
¢ be measurable and non-negative on (a,b). Then we have

Ai(p; s, ;) + (Lp(wxh)(a,b), ACJ, b ¢D")
= (Ly(w)(a,b), AC] -1, ¢D") : Ay(—p;s,esn).

loc
Let us note that the last proposition generalizes [3, Proposition 5.4].

4. Operators that change both weights w and ¢

4.1. Basic operators of type B. Let r € N and £ > 0 be fixed. For o €
R\{0} we defined in [3] the linear operator B(c;§) : L1,10c(0,00) — L1 10¢(0,00)
by

(41) (B(0)f)() = (B(o:€)f)(w +Zm /;y‘kf(y")dy,



Characterization of weighted Peetre K-functionals 7

where

r—1

)k
(4.2) Bnk(a):%(k_z>n(kz—l—i0), k=23,...,r

Obviously, operators of type (4.1) preserve the local smoothness of the
functions. Moreover, it is proved in the paper cited above that

(4.3)  (B(0:6) ) (x) = """V f)(29) ace. in (0,00) Vf € ACT-10, 00).

loc

Hence B(o) maps the set of all algebraic polynomials of degree r — 1 into itself.
The following basic algebraic property of the operators B(o) holds true.

Theorem 4.1. Let p,o € R\{0} and £ > 0. Then

(4.4) B(o:§)B(p;€7) = B(op; )
and hence B(o) is invertible as
(4.5) B(o;€)™" = B(o75¢7).

Proof. We follow the proof of the partial case £ = 1 given in [3, Theorem
4.2]. Applying twice (4.1) we get for every f € Ly o.(0,00)

(B(o: ) B(p: %) f) ()
= (Bl + 3 ) st /E "B ) )7 dy

a’’ +Zﬁrﬁ ole-1) /j vy f(y) dy
+> Brr(o) ! /E < o +Zm o(t=1) /E y u”t f (uP) du) dy

= £@) + Y abe(0) 2D [ a1 )

+ Z Z 0Bk (0)Bre(p /; yol--k (/y u= DL (7P du) dy.

k=2 (=2



78 Borislav R. Draganov, Kamen G. Ivanov

If o(¢ —1) =k —1, then 3, (c) =0, and if o(¢ — 1) # k — 1, then

k—1 o(l—1)—k </ —o(l—1)—-1 op _
x Y U flu )du) dy
/g ¢ o(t—1)— (k—1)

X (w“(ﬁ_l)/ u_"(e—l)_lf(u“p)du—xk_lf u_kf(u”p)du>.
3 3

(B(0;¢)B (p;ﬁa)f)(év)zf( )

+O’ZBTZ ( Z g_ﬁlrk 1)>$U(€—1) /90 U—U(f—l)—lf(uap) du

k= 3
+Z</8r,k Z Bl _ﬁrﬁ _)1)>ark_1 /x u R f(uP) du
k=2 (= 3

as the ratio G, x(0)/(c(¢ — 1) — (k — 1)) is defined by continuity for o = (k —
1)/(¢ —1). In [3] (see (4.8) and (4.11)) we proved the combinatorial identities

- ﬂr,k(a) . N
kZ:Qk—1—a(e—1) =1, (=2.3,...,r

and

Brx(o Uzg?:kl )B.elp )1) = Brilop), k=2,3,...,m

Using these identities in (4.6) we get (4.4). O

It is worth noting that A(p) and B(o) change places in the following way:

(4.7) B(o;§)A(p; §7) = A(po; ) B(o;€), o #0.

In [3, Proposition 4.1] the partial case £ = 1 of the relation above was established.
The proof in the general case is based on the approach used in the proof of
Theorem 4.1 as this time we need to use the combinatorial identities [3, (3.10),
(4.8), (4.14) and (4.15)]. Identity (4.7) is extended in Section 5 to properties
xiii)—xvii).

In [3] we used operator B(c) to variate the behaviour of the ¢-weight
(with A < 1, which implies ¢ > 0) in the second term of the K-functional of
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functions with a finite domain. Now we shall modify B(o) like we did with A(p)
in Section 3 in order to apply it under weaker restrictions on the w-weight. The
following arguments imply that there is higher number of possible modifications
of B(o) compared to A(p).

Consider 0 < { <n < oo and £ € (¢,n). If 0 > 0, then operator B(o;¢)
relates functions, defined on (¢7,77), to functions, defined on (¢, n); and if o < 0,
then operator B(o;&) relates functions, defined on (77, (%), to functions, defined
on (¢,n). Above we assume that (? = o0 if (=0 and 0 < 0; 7 =00 if n = 0
and ¢ > 0; and n° =0 if n = 0o and ¢ < 0. Thus, in particular, we have:

B(03€) ¢ L1,10c(0,00) = L1,10c(0,00) for o # 0 and £ € (0, 00);
)t L110c(0,1) — Ly 16c(0,1) for o > 0 and & € (0,1);
)+ L1 1oc(1,00) = Ly 15c(1,00) for ¢ > 0 and & € (1, 00);
1€) 1 L110c(0,1) = Ly 15(1,00) for 0 < 0 and & € (1, 00);
) L1joc(1,00) — L 10c(0,1) for 0 < 0 and & € (0,1).

Definition 4.1. Let 0 > 0, £ € (0,00), 4,j € Nasi < j < r. For
€ (0,00) and functions f € Li ,.(0,00), satisfying the additional requirements

o T e Li(0,1) if i > 1 and X7/ f € Li(1L,00) if j <7, we set

(Bij(0:6)f) (@ +Zﬁm ! /Ox y () dy
(4.8) £ sl et [ vty
k=i+1 3
- Z Brilo /Ooy"“f(y")dy,
k=j+1 T

where the coefficients B, (o) are given in (4.2).

Analogously to the results in Section 3 we have the following boundedness
property.

Proposition 4.1. Letre N, 1<p<o00,0>0,£>0,¢,j=1,2,...,7,
i <j,w=xo'x17 ", where yo € '} (p) and oo € T}(p), and X\ =1—1/0. Then
for every f € Ly(wx (70+1/p)>\X_§7°°_70)A)(0,oo) we have

1 A —(Yoo
1wBij(05€) fllp(o.00) < cllwxg TP 0P g0 .
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Also for every 7o, 7oo €R, ¢ = XX~ ™ and g € AC].-1(0,00) we have

loc

lwe(B; ; (a5 €)g)" [1p(0,00)

~ [lwxg 70+1/P)/\X—g%o VO)A¢X(T—TO)>\X—(%—TO)/\ (

0 -1 9 ") p(0,00)-

Proof. From (4.1) and (4.8) we have

(4.9) B;j(0;8)f — B(o;1)f € 1.

Repeating the arguments in the proof of (3.8), (3.9) and (3.10) (with
p = 0) in Proposition 3.1 we get

o) 1/p
||wBi7j(O';f)f||p(0’OO) <c {/ ’;1;'70 T+ 1)%0 ’Yof }P d:z:} .
0

Making the change of the variable £ = y in the integral on the right side and
taking into account that y'/7 + 1 ~ (y + 1)1/" for 0 < y < oo we get the first
statement of the proposition.

The second statement follows from (4.3) and (4.9) by applying the same
change of the variable. O

Remark 4.1. Note that the conditions on the «’s are a little bit different
than in Section 3. This is due to the fact that the integral summand for £ =1 is
missing in the definition of B; j(o;&) unlike in the one of A; ;(p;&). This allows
us to replace the sets I'1(p) = (=1 —1/p,—1/p) and T'y(p) = (—1/p, o0), used for
Aij(p), by T'i(p) = (=1 = 1/p,00) = T'1(p) UTo(p) U {-1/p}.

Following the lines of the proof of Proposition 3.2 now Propositions 2.2
and 4.1, identities (4.3) and (4.5) and the fact that B(co)(II,—1) C II,_; imply

Proposition 4.2. Letr € N, 1 < p < o0, 0 > 0, £&,n > 0, and

w = x’x25 7 with Y0,Ye0, (Yo + 1/p)/0 — 1/p, (Yo + 1/p)/0 — 1/p & T%,.(p).

Assume that i < j and i' < j', where i,5,1,j" are determined by I'}(p) > o,

I%(P) 3 Yoos F;f?(p) > (v +1/p)/o —1/p and T'}(p) > (Yoo + 1/p)/o — 1/p.
Finally, let ¢ = x’x5 "™, 70, 7o € R. Then

Bi j(0;€)

(Lp(wxa(')’o"!‘l/p))\x:g'ﬁm_'YO))\)(0 OO) OC ,gb T’ T() )\ —gToo TO))\DT)

= (LP( )( ) )7 loc ’ngr): i’,j'(ff_l;ﬁ),
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where A\ =1—1/0.

Proposition 4.2 shows that the linear operator B; j(o;§) clears the multi-
(r—70)A . —(Too—T70)A

plier x X_1 from the second term of the K-functional, but also clears
Xo (o+1/p)A X:g%o ~0% a5 an additional weight in both terms. The exponents

of the weight in the first term of the K-functional are restricted by Hardy’s
inequality and there are practically no restrictions on the second term weight.
The applying of that operator affects the power of the Jacobean-type weights in
both terms of the K-functional at both ends of the domain.

If we consider (B1j(0;€)f)(x) with £ > 1 for x € (1,00) and functions
f € L1 5c(1,00) such that xa]/g_lf € L1(2,00) if j < r, we get an operator with
similar properties which affects the powers of the Jacobean-type weights in both
terms of the K-functional but only at infinity.

Proposition 4.3. Letr e N, 1 <p<o0,0>0,¢(>1,5=12,...,r,
w=x7"xg*"", where v1 € T4 (p) and 70 € F;(p), and N\ =1—1/o. Then for
every f € Lp(wX(;(%oﬂ/p)A)(l, 00) we have

— (Yoo by
1wB1j(05€) Fllp.00) < ellwxg 7= P2 Fllp1.00)-

Also for every 71,70 €R, ¢ = XT'XxF° "™ and g € AC]. -} (1,00) we have

loc

r —(Yoo A T—Too )X (r
lwd(B1j(05€)9) ™ o) ~ lloxg 7= PR g0 oo

Proof. We proceed as in the proof of Proposition 4.1 but take into
account that /7 — 1 ~ (y — 1)y~ for 1 < y < oo. Also let us note that
when estimating the L,-norm on the interval (1,) of the integral summands of
By j(0;€) f we use Proposition 2.3, b) with v =y +1/pand 8 =y —1+1/p asin
the proof of Proposition 3.3 and then make the change of the variable x? =y. O

As above from Propositions 2.2 and 4.3 we get

Proposition 4.4. Letr e N, 1 <p <o0,0>0,&n>1and w =

X1 xo™ Tt with y1 € Ty (p) and Yoo, (Yoo + 1/p)/0 — 1/p & Ti0(p). Let j,j'
be determined by I';(p) 3 Yoo and I';i(p) 3 (Yoo + 1/p)/o — 1/p. Finally, let

d=x1'X0"" ", 1,700 € R. Then

By j(03€) (Lp(wxa(WH/p)A)(l, ), ACﬁ;l,QSXéT_T“)’\DT)
= (Lp(w)(1,00), AC[,.t, ¢D") : By (o~ 5m),

loc
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where A\=1—1/0.
(r—7o0)

Proposition 4.4 shows that By j(o;€) clears the multiplier x A from

the second term of the K-functional, but also clears x, (e t1/PIX o5 an additional

weight in both terms. Once again the exponents of the weight in the first term
are restricted by Hardy’s inequality and there are practically no restrictions on
the second term weight. The applying of that operator affects the power of the
Jacobean-type weights in both terms of the K-functional only at infinity.

Let 0 > 0 and £ € (0,1) be fixed. Then the operator B;,(0;§) is well
defined for f € Lj,(0,1) such that xél_l)/g_lf € L1(0,1/2) if ¢ > 1. Like in

the case of a semi-infinite domain we establish the assertions:

Proposition 4.5. Letr € N, 1 < p < o0, 0 >0, £ € (0,1), i =
L,2,...,r, w = x’x]", where v9 € Ti(p) and vy € T4(p), and X = 1 — 1/o.
Then for every f € Lp(wxg(VOH/p)/\)(O, 1) we have

— A
[wBir (05€) flloo) < llwxg TP fllo.n-

Also for every 19,71 € R, ¢ = x’x7" and g € ACT10,1) we have

loc

r - A r—T70)\ r
[wd(Bir(0:€)9) D loo.1) ~ lwxg PRS0 oy

In the proof of the above proposition we take into account that 1 — yl/ T~
l—yfor0<y<1.

Proposition 4.6. Letr € N, 1 < p < o0, 0 >0, £,n € (0,1) and
w = x"x7" with v0,(yo + 1/p)/o — 1/p & T%,.(p) and v1 € Ty (p). Let i,i" be
determined by T’} (p) 3 vo and ' (p) 3 (yo+1/p)/o—1/p. Finally, let = xi°x7",
70,71 € R. Then
By (0:6) : (Ly(wxg " TPN)(0,1), ACT ! oxg D)

loc

= (Lyp(w)(0,1), AC}. ", ¢D") : By (0™ ),
where A\=1—1/0.

Now we shall investigate the behaviour of operators of the type of B(o) for
o < 0. First, let us observe that B; j(0;§), defined in (4.8), can also be considered

for a negative o, x € (0,00) and f € L1 jo.(0, 00) such that xél_i)/g_lf € L1(1,00)
if i > 1 and xg?/" ' f € L1(0,1) if j < r.
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Proposition 4.7. LetreN,1<p<o00,0<0,£>0,¢,5=1,2,...,r,
i < g, w=xPxT " and @ = x§>= x>, where vo € T (p) and v € T}(p),
and A = 1 —1/o. Then for every f € Lp(wxa(7°°+1/p))‘x:§%_%"))‘)(0,oo) we
have R \
[0Bi3(05) Fllp0.00) < elling "= PN g o).

Also for every 10,700 € R, ¢ = xi"x3 %, b= X0 x> and geACﬁ)Cl(O 00)
we have

lwe(Bi;(03€)9) " [lp(0.00)

oo+1 A - oo oo)\ - 50 )A
~ [y O TP Do A gy (e (=o)L s

Proof. The proof is similar to that of Proposition 4.1 — it is based on
the same Hardy’s inequalities and change of the variable x% = y, but now, since
o <0, we have y/7 + 1~ y/7(y + 1) Y7 for 0 <y < co. O

Proposition 4.8. Letr e N, 1 < p < o0, 0 <0, &n >0, w=
Xo' X237 and w = x> x 2" with 70, Y, (0 + 1/p) /0 = 1/p, (veo +1/p) /0 —
1/p € T%,.(p). Assume that i < j and i’ < j', where i,5,4,j" are determined by
L7 (p) 2 70, T5(P) 2 Yoo, T5(P) 2 (Voo +1/p) /0 —1/p and I'},(p) > (vo+1/p) /o —

1/p. Finally, let ¢ = x°X™57™ and ¢ = x{= X", ™ with 79, Too € R. Then
B; j(0;€)

(Lyp(wxg NI TN (0,00), AT dxg T NI T D)
= (Lp(w)( ? )7 loc 7¢DT) : Bl/,]l(o-_l; 77)7
where A\=1—1/0.
We notice that B; j(o;&) with o < 0 changes the weights like B; j(o;&)
with o > 0 as it interchanges the behaviour of the weights at 0 and at infinity,

i.e. it changes the places of the exponents vy and 7.

(B1,(0;€) f)(x) with 0 < 0 and § > 1 is well defined for « € (1,00) and
f € L1,40c(0,1) such that X_]/U 'fe L1(0,1/2) if j < r. As above we establish
the assertion:

Proposition 4.9. Letr e N, 1 <p<o0,0<0,&(>1,5=12,...,r,
= xXI'xT" and w = xJ°x]', where v € T(p) and v € Ii(p), and
A=1—1/o. Then for every f € Ly(wx (%”1“’”)(0 1) we have

o A
lwB1j(3€) Flipat.) < clloxg TP Lo
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T1.,,Too—T1

Also for every 11,70 € R, ¢ = x1'X( , b =x{x] and g € AClrozl(O, 1) we
have

r — .~ (7o AT (r=T0)X (1
lwd(B1,j(0:6)9) ) o) ~ lloxg "= P2 o7 g0 0.

Proof. We proceed as in the proof of Proposition 4.3. Since o < 0 the
change of the variable y = 27 maps the interval (1, 00) onto (0,1) and we have
yl/7 —1~yt/o(l—y)for0<y<1. O

Next, we observe that (B;,(o;n)f)(z) with 0 < 0 and n € (0,1) is well
defined for z € (0,1) and f € L oc(1,00) such that xél_i)/g_lf € L1(2,00) if
1 > 1. Now, we have

Proposition 4.10. Letr € N, 1 < p < o0, 0 <0, n € (0,1), 4
L2,...,r, w=x"x]" and w = x]'x*" ", where vo € T}(p) and v1 € T'(p),

and N =1—1/c. Then for every f € Lp(wxg(7°+1/p)/\

)(1,00) we have

E— A
lwBir(o5m) Fllpo.n) < cll@xg P2 f L

1,00)*
Also for every 19,71 € R, ¢ = xI'xT", ¢ = XxT'xQ ™™ and g € AClrozl(l,oo) we
have

- vo+1/p)/\$x(()r—m)>\

lw(Bir (a5m)9) " lpiory ~ ldxg" 9 p(1.00)-

In the proof of the above proposition we take into account that 1 —y'/7 ~
(y— 1Dy tforl<y< oo

Unlike the previous operators, now the quasi-inverse operators of By j(0; &)
with o < 0 are among Bi,r(a_l; 1) and vice versa. Propositions 2.2, 4.9, 4.10 and
property (4.5) imply

Proposition 4.11. Letr e N, 1 <p< o0, 0 <0, £ € (1,00), n € (0,1),
w=x1"xg™ " and w = xg*x{" with y1 € T1(p) and Yoo, (Yoo +1/p)/0 —1/p &
[%.(p). Let §,i' be determined by T';(p) 3 Yoo and T} (p) 2 (Yoo + 1/p)/0 — 1/p.
Finally, let ¢ = xT'x0= "™, ¢ = x§=XT* with 71,7 € R. Then

(4.10) By (0;€) (Lp(wxa(%oﬂ/p))\)(o’ 1)’Acﬁz17q—5x(()r—roo))\Dr)
= (Lp(w)(L, 00), AC1, .t ¢D") = By (07 5),

loc

where A\=1—1/0.
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Proof. Proposition 4.9 and Proposition 4.10 imply that the operators
A = By ;(0;€) and B = By (07 1;n) satisfy conditions (a) — (d) of Definition 2.1
with  (X1,Y1,D1) = (Ly(@xg "=/ (0,1), ACI, ox ™ D")  and
(X2, Y2, Da) = (Lp(w)(1,00), AC]- -t #D"). Next, we observe that if £ > 1, then
€7 € (0,1). Consequently, (4.3) and (4.9) imply the remaining assumptions of
Proposition 2.2 with X1 = L1 jo(0,1), X2 = L1 joc(1,00) and A = B(o;¢) (hence
A~t = B(071£9), see (4.5)), which proves (4.10). O

For the sake of completeness we also give explicitly relation (4.10) in
reverse order.

Proposition 4.12. Letr e N, 1 <p<oo,0<0,n€(0,1), £ € (1,00),
w = x’'x]" and @ = x{"xg"" " with v, (Yo +1/p)/o = 1/p & Tiye(p) and 11 €
Ty(p). Leti,j be determined by T} (p) > vo and T5(p) > (yo + 1/p)/o — 1/p.

T1,,70—T1

Finally, let ¢ = xPxT", ¢ = X]' X0 with 19,71 € R. Then

Bin(o:1) : (Ly(wxg TP (1, 00), ACTY dx ™ D7)

loc

= (Lp(w)(0,1), AC} ., ¢D") : By jr(0 1),

where A\=1—1/0.

Note that in Propositions 4.9 or 4.11 the exponent of the initial weight
wxg(WH/p)/\ at 0is (Yoo +1/p)/o —1/p. It is changed by the operator B (o, )
to exponent of the target weight w at oo equal to 7. This value is returned to
(Yoo +1/p) /o — 1/p by the operator B;,(c~!,n) in Propositions 4.10 or 4.12. In
the four propositions the exponents of the weights of type w at 1 remain equal to

~1, i.e. unchanged. These operators have similar action on the weights of type ¢.

4.2. Transformed operators of type B. Now, using Propositions 2.5
and 2.6, we give the explicit form of the results from the previous subsection for
functions defined on (a,c0) and (a,b).

Definiton 4.2. Letr € N, 0 >0,4,j €N asi<j<r, and £ € (a,00).
For x € (a,00) and f € Lijoc(a,00), satisfying the additional requirements
YV e Liaa+1) ifi > 1 and xa?/" "V f € Li(a+ 1,00) if j <
we set

(4.11) (Bij(o;a,00;€)f)(x) = (T(=a) Bi;(0,§ — a) T(a) f)(x),
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that 1is,
(Bi,j(03a,00:8) f)(x) = fla+ (z —a)?)

+Zﬁrk @0 [ =t - a)%)dy

+ 3 Bualo)lo— ! [ w-atsasw-aay

k= i+1 3
CY sl — ) | oot -0y
k=j+1 T

where By (o) are defined in (4.2).
Proposition 4.2 generalizes to

Proposition 4.13. Letr € N, 1 < p < o0, 0 > 0, £&,n > a, and

w = X4 X " with Ya, Yoo, (Ya + 1/p) /0 — 1/p, (Voo + 1/p) /0 — 1/p € T,.(p).

Assume that @ < j and i < j', where i,j,7,j" are determined by T';f(p) > Ya,
I7(p) 2 Yoo Ti(p) 2 (e + 1/p)/o — 1/p and I';,(p) 3 (Yoo + 1/p)/0 — 1/p.
Finally, let ¢ = x7*X.1 ', Ta, Too € R. Then
B j(o5a,00;) :
— (Yoo —Ya)A T r— Ta Too—Ta r
(Ly(wxg TP @, 00), ACT ox (TG T DT
= (Lp(w)(a>oo)’ loc 7¢DT) . i’,j'(U_l;a,OO;U%
where A\=1—1/0.

Definition 4.3. Letr € N, 0 >0, j € Nasj <r, and £ € (a,). For
x € (a,00) and f € Ly joc(a,00), satisfying the additional requirement X;]/U_lf €
Li(a+1,00) if j <1, we set

(Bj(o300,a;€) f)(x) = (T(1 —a) Byj(0;§ —a+1)T(a —1)f)(z),
that 1is,

(Bj(0:00,0:) ) (@) = fla—1+ (x —a+1)7)
+3 Brilo) (@ —a+ 1) /m<y—a+1>—’ff<a—1+<y—a+1>f’>dy
k=2 3

D I R O R (R A VR

k=j+1 r
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where B, (o) are defined in (4.2).
Proposition 4.4 generalizes to

Proposition 4.14. Letr e N, 1 < p < o0, ¢ > 0, £,n > a and

w = xa*"x)*; " with v, € T4(p) and Yoo, (Voo + 1/p)/0 — 1/p & T%,.(p). Let
J,J" be determined by I'(p) 3 7o and I'%(p) > (Vo + 1/p)/0 — 1/p. Finally, let

Too —Ta

D= XX s TasToo € R. Then

Bj(0500,a;€) : (Ly(wxg 1= /P) (@, 00), ACT ! ox D7)
= (Lp(w)(a,00), AC}, -1, ¢D") : Bji(0™ 15 00, a5m),
where A\=1—1/0.

Definition 4.4. Letr € N, 0 >0,i € N asi <r, and { € (a,b). Let s
be one of the ends of the interval (a,b) and e — the other. For x € (a,b) and f €
L1 1oc(a,b), satisfying the additional requirement Xgl_l)/a_lf € Li(s,(s+e)/2) if
1> 1, we set

(Bi(o;s,:€) f)(x)
= (T(=5)8((e = 8) ") Bir(0; (€ — 5)/(e — 5)) 8(e — 5) T(5) ) (),
that 1is,

(Bilos.es)a) = 1 (s + ) (2=2) )
+618gﬂr,k(a)c:z)k_l/Sgc(i:z)_kf(s+(e—s)@:z)a) dy,
+eis ZT: @,k(a)(i:j)k_l/;('z:j>_kf<s+(e—s)(z:j>o> dy,

k=i+1

where By (o) are defined in (4.2).
Proposition 4.6 generalizes to

Proposition 4.15. Letr € N, 1 < p < oo, 0 >0, {,n € (a,b) and
w = X3°x with vs, (vs + 1/p) /o — 1/p & Ti,e(p) and ve € Ty (p). Let i,i" be
determined by '} (p) 2 vs and L'}, (p) 3 (vs+1/p)/o—1/p. Finally, let ¢ = xFx7*,
Ts, Te € R. Then

Bi(o;s,e;§) - (Lp(wxs_('ys"'l/p))\)(a’b)’AClTOzl’nggr—Ts))\Dr)
= (Lp(’UJ) (CL, b)’ AC;0217¢DT) : Bi’ (0_1; S, €5 77)7
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where A\=1—1/0.

Let us note that the last proposition generalizes [3, Proposition 5.5].

Definition 4.5. Letr € N, 0 <0, 4,7 €Nasi<j<r, and £ € (a,00).
For x € (a,00) and f € Lijoc(a,0), satisfying the additional requirements
xf}‘”/"‘lf € Li(a+ 1,00) if i > 1 and x;]/g_lf € Li(a,a+ 1) if j < r,
we define (B, j(0;a,00;&)f)(x) by (4.11).

From Proposition 4.8 we derive the analogue of Proposition 4.13 for a
negative o.

Proposition 4.16. Letr e N, 1 < p < o0, 0 <0, & > a, w =

Xa“ X217 and @ = xa™ x )7 with g, Yoo, (Ya +1/p) /0 — 1/, (Voo + 1/p) /0 —

1/p € T%,.(p). Assume that i < j and i’ < j', where i,j,i',j" are determined by
I3 (p) 3 %4, T5(P) 3 700, 15(P) 3 (Yoo +1/p) /0 = 1/p and T%5,(p) 3 (va+1/p) /0 —
1/p. Finally, let ¢ = xTex:=1 ® and ¢ = X7= X201 with T,,Toc € R. Then

a—1

B j(o3a,00:€) :
(Lp(xg 0P Gem7mN (4 00), ACTY, gy ™™ 7 D)
= (Lp(w)(a,00), ACj ", ¢D") : Bir (07t a, 003 ),

where A\=1—1/0.

Definition 4.6. Letr €¢ N, 0 < 0, j € N as j < r and (a,b) be an
interval. Let s be one of the ends of the interval (a,b), e — the other and & €
(e,00). For x € (e,00) and f € Ly joc(a,b), satisfying the additional requirement
x5 e Li(s,(s+¢€)/2) if j <r, we set

Bj(o;s,e;00,6;8) f)(x) = (T(L —€) By j(0:§ — e+ 1)S(e — 5) T(s) f) (),
that 1is,

By(ais, €100, €)f) () = f(s + (e — s)(w — e +1)7)

£ el e+ 0 [Ty s+ e =) — e+ 1)) dy
k=2 §

= 3 Bl e+ D [Ty s (e s)ly - e+ 1))

k=j+1 r
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where B, (o) are defined in (4.2).

Definition 4.7. Letr € N, 0 < 0, i € N asi < r and (a,b) be an
interval. Let s be one of the ends of the interval (a,b), e — the other and n €
(a,b). For x € (a,b) and f € Ly oc(e,00), satisfying the additional requirement
Xél‘i)/”‘lf € Li(e+1,00) if i > 1, we set

(Bi(o;00,€;58,¢5n)f)(x)
= (T(=5)8((e = 5)™") Biy(0; (n — 5)/(e = 8)) T(e = 1) f) (),
that 1is,

€—S

+— zi:ﬁ L e _kf Uik MR |
—amo (=) (=) (=) o)
1 . 5 z—s\* oty —s\7F y—s\’ 1) 4
+e—skg;rl r’k(a)(e—s> /77 <e—s> f((e—s) +€_> 4
where By (o) are defined in (4.2).

Proposition 4.11 and Proposition 4.12 generalize to

(Bi(o;00,¢€;8,¢;n)f)(x) = f ((x — 5)0 +e— 1)

Proposition 4.17. Letr e N, 1 <p< o0, 0 <0, £ € (e,0), n € (a,b),
w = XN and w = x37 X with e € T4 (p) and Yoo, (Yoo +1/p) /0 —1/p &
[%ee(p). Let j,4" be determined by I';(p) 3 Yoo and T (p) 3 (Yoo + 1/p)/0 — 1/p.

Too —Te

Finally, let ¢ = xlex.>; ', ¢ = xT°xTe with Te,Too € R. Then

Bj(035,€:00,€:€) : (Ly(ax; =P (a,), ACT L, o= D)
= (Ly(w)(e,00), AC],;',¢D") : By(o 500, €55, €;1),
where A\=1—1/0.
Proposition 4.18. Letr e N, 1 <p < o0, 0 <0, n € (a,b), £ € (e,00),
w = x3*xE and @ = xIXZ" with s, (vs + 1/p) /0 — 1/p & Tige(p) and e €
Ty(p). Leti,j" be deterzm’ned by I'i(p) 3 7vs and I',(p) > (s + 1/p)/o — 1/p.
Finally, let ¢ = xT°xle, ¢ = xtex> ¢ with 75,7 € R. Then

By(os00,€55,eim) : (Lp(@x, 17 (e, 00), ACT L D7)
= (Lp(w)(a,b), ACj, .1, ¢D") : Bjr(o™ "5, €500, €5€),



90 Borislav R. Draganov, Kamen G. Ivanov

where A\=1—1/0.

Remark 4.2. In the case r = 1 all results in Section 4 are valid without
any restrictions on the weights w = xJ*x/>*; ™ and @ = xJ*x;".

4.3. Overview of the transformed operators. We summarize the
notations for the operators of type A and B in Table 2. All of them act from a
subspace of L1 j0:(¢,n) to a subspace of L jo.(¢’,7"). We denote by s one of the
ends of the interval (¢,n) at which the operator modify a weight singularity and
by e the other end. Both s < e and s > e are possible. When e = oo the operator
modifies singularities at both ends s and e and has two indexes. When e < oo
the operator modifies a singularity only at s and has one index.

In order to simplify a little bit the notations we try to consider when
possible only the case (¢,n) = (¢/,7') and to omit ¢’,n’ from the notation. This
is so in all types of operators but for By(o) with o < 0.

Table 2. Overview of the operators

Operators s,e Description
A i(p;s,e;8), e = oo | modify the singularities of w at both
pER ends sand e, 0 <t <5 <r.
Ae(p; s, e;8), e < oo | modify a singularity of w only at s,
peER s=o00 | 0< €< r, £ stays for 7 while ¢ = 0.
Ai(p; s, €;8), e < oo | modify a singularity of w only at s,
peR s<oo | 0<¥l<r, lstays for i while j =r.
B, j(0;s,€8), e = oo | modify singularities of w and ¢ at both
o>0 ends sande, 1 <i<j <.
By(o;s,€;8), e < oo | modify singularities of w and ¢ only at s,
>0 s=o0 | 1</{£<r, {stays for j while i =1.
By(o;s,€;8), e < oo | modify singularities of w and ¢ only at s,
oc>0 s<oo | 1<l<r, lstays for ¢ while j =r.
B, j(0;s,€8), e = oo | modify singularities of w and ¢ at both
o < 0 ends s and e while interchanging them,
1<i<j<r

By(o;s,e;8,€5€), | e <oo | modify singularities of w and ¢ at s and s,
c<0,e=¢€ s < oo | preserve singularities at e and ¢/,

s'=00 | 1 <€<r, {stays for j while i = 1.
By(o;s,e;8,€5€), | e <oo | modify singularities of w and ¢ at s and s/,
c<0,e=¢ s =00 | preserve singularities at e and ¢€’,

s’ <oo | 1<L<r, {stays for i while j = r.
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The indexes i and j are connected with the behaviour of the image
function at a finite end of ({’,n') and at oo respectively. We always require
f € L1oc(¢,m). When ¢ > 0in A(p) or i > 1in B(o), or when j < r we impose
on f additional requirements, which are given in the definitions in Sections 3
and 4.

In all cases & belongs to the domain where the images are defined, i.e.
€ € (¢',n'). The operators do not depend on the value of £ provided i = j in the
description part of the table. In this case we may replace £ by .

5. Algebraic properties of the operators. Relations (3.3), (4.4)
and (4.7) can be extended to the operators we considered in the previous two
sections if the fixed integral limit is one and the same in all integral summands
in the definition of the operator. Under these assumptions with the notations

n&,a:‘s"i'(e_s)(i:s) ) 77&,026_1+<£_5>

s e—s
the following relations hold provided that all operators involved are defined:

i) Aij(p;a,00;§)A;(05a,00;8) = Aij(p+ 03a,00;§) for either i = j =0, or
t=0,j=r,ort=75=r;

i) Aj(p;00,a;6)A;j(0500,a;€) = Aj(p + 0;00,a;&) for either j =0, or j =r;
i) Ai(p;s,e;€)Ai(o;s,e;8) = Ai(p+ 038,€; ) for either i =0, or i = r;

iv) Byy(0ia,00:) By (pia,005a + (€ — a)7) = Bij(opia,00:€) for either i =
j=l,ori=1,j=r,ori=j=r;

v) Bj(o;00,a;8)Bj(p;00,a;a — 1+ (£ —a+1)7) = Bj(op;00,a;§) for either
j=0,orj=nr;

vi) Bi(o;s,e;8)Bi(p;s,e;ne0) = Bi(op; s, e;€) for either ¢ =0, or i = r;

vii) Bj(o;s,e;00,€;€)Bi(p;s,e;s+ (e—s)(§ —e+1)7) = Bj(op; s, €500, ¢;§) for
eitheri:Lj:r,ori:r’j:l;

vill) B;(0300,¢:€)B; (035,00, e,¢ — 1+ (€ — e + 1)°) = Bj(op; s, e300, €) for
either j =0, or j = 1r;

ix) Bi(0:00, €55, ¢:€)B;(pi s, €00, e ) = Bi(ops s, e;€) for either i = 1,5 =
r,ori=rj=1;
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X) Bi(a;oo,e;s,e;f)Bj(p;oo,e;ﬁgﬂ) = Bj(op;00,¢e;s,¢;&) for either i = 1,
j=r,ori=rj=1;

xi) Bji(o;s,e;&)Bi(p;00,€;8,€m¢0) = Bi(op;00,e;s,e;) for either i = 0, or
1=

xii) Bj(o;s,e;00,e;£)B;i(p;00,€;5,655 + (e —s5)(§ — e+ 1)7) = Bj(op;00,€€)
for either i =1, =r,ori =75 = 1;

xiil) By (01,00 Wy (010,000 + (€ — 0)°) = Av (o, 00: By (0, 00:)
foreltherz—jzlz =j=0,ori=1,49=0,j=j'=r,ori=14 =j=

j'=m;

xiv) B (07300,0; €)Ay1(p; 00, @3 0= 1+ (§ —a+1)%) = Ay (p75 00, :)B; (0 00, 05)
for either j =1,/ =0, 0r j =5 =r;

xv) Bi(o;s,e;§)Ap(p;s,e;nes) = Ai(poss,e;§)Bi(o;s,e; &) for either i = 1,
i'=0,0ri=14=r;

xvi) B; (075, €;00,6:€) Ai(pi s, €5 + (e — 5)(E — e +1)°)
= Aji(po;00,e;&)Bj(0;s,e;00,e;&) for either i = 0,5 = j° = r, or
i:T,jzlj —O

xvil) Bj(o;00,e;55,€;8)A;(p; 00,657 0) = Ai(po;s,e;&)Bi(o;00,e; 5, e; &) for either
i=1,7=0,j=r,ori=14¢=r,5=0.

All above properties concern operators which treat one and the same
singular point (or its image if B(o) with o < 0 is involved). For the treatment of
different singular points we established in [3, Proposition 5.1 that the operators
Ao(p;a,b;€) and Ag(o;b,a;&) commute. We can extend this property (provided
that all operators involved are defined) to

xvill) A;(p;a,b;&)Ai(0;b,a;€) = Ai(o;b,a;€)Ai(p; a,b; §) for either i = 0, or
1=
xix) Ao j(p;a,00;€)A;(0;00,a;8) = Aj(0;00,a;€) Ao, (p; a,00; &) for either
j=0,orj=r.

As it was demonstrated in [3, Remark 5.1] the commutativity is not
intrinsic when two consecutive operators, one of which is of type B, are used
for treating singularities at opposite ends of the domain.
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6. Equivalence between K-functionals.

Characterization of
K-functionals by one modulus. The results in Sections 3 and 4 enable us
to deduce a number of equivalences between different K-functionals and hence

their characterization by appropriately defined moduli of smoothness.

Throughout the section we shall use the notations given in Table 3, where
the k’s, X’s, u’s and v’s are real numbers.

Table 3. Initial and target weights

I, T w %) w %)
A
(a,b) X5 Xy Xa® X" Xhe X X5 Xy
( Koo—Ka Aa A Aoo —Aa a Moo —Ha Voo —Va
a,00) | Xa*Xa™) Xa"Xa>1 X4 Xa1 Xa* X1

We recall that Proposition 2.1 implies that if the linear operators A and

B satisfy the relation

(6.1)

then we have the equivalences:

K(f,t";L

and

p(w)(1), AC). 1" D7) ~

K(F,tT;Lp(VJJ)( ) ACloc ’SOTDT)

We shall construct operators A and B satisfying (6.1) as combinations of
operators of type A and B, studied in Sections 3 and 4. In some cases we shall
need to index the A and B operators by subscripts of the type i, ji, i) and j;
in order to emphasize their place and role. In forming the subscripts, we follow

the rules:

e Subscripts i, ji are used in the definition of A and primed subscripts i},
Jr. — in the definition of B;

e The use of ¢ or j is in conformity with the definitions of the A and B

operators (see Subsection 4.3);

K(Af,t";

A (Ly(w)(I), AC}" 9" D") = (Ly() (1), ACj ", ¢"D") : B,

Ly(w)(I), ACy .t ¢"D")

K(BF,t"; Ly(w)(I), ACI-", " D").
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e k corresponds to the position of the operator from left to right in the
definition of A and from right to left in the definition of B. Thus the
operators with equal values of k in the definition of A and B are quasi-
inverse to one another.

We arrange the results into several subsections according to the relations
between the exponents of the weights ¢ and ¢ in (1.2). Examining all operators
in Section 4 we see that only the two operators By(o;s,e;s’,€';€) (with o < 0
and one of s and s’ being a finite number and the other — infinity) change the
sign of (1 — As)(1 — A¢), but simultaneously they change the type of the interval
from finite to semi-infinite or vice versa. All other operators preserve both the
sign of (1 —As)(1—\¢) and the type of the interval (either finite or semi-infinite).
So, the cases when (1 — A5)(1 — A¢)(1 — vy )(1 — ver) > 0 are considered in the
first three subsections — the finite interval is treated in Subsection 6.1, while
the semi-infinite interval is treated in Subsections 6.2 and 6.3. The cases when
(T —=2Xs)(1 = A)(1 —vgr)(1 — ver) < 0 together with a change of the type of the
interval (three of the points s, e, s’, ¢’ are finite and one is infinite) are considered
in Subsection 6.4.

6.1. The case (1 — Ag)(1 — Ap)(1 — vg)(1 — vp) > 0. We start with
the case (1 — Ag)(1 —vg) > 0,(1 — Ap)(1 — 1) > 0 on the finite interval (a,b). By
means of Propositions 3.9 and 4.15 we first extend the result in [3, Theorem 5.3]
by weakening the condition k, > —1/p to kg & exe(p).

Proposition 6.1. Letr € N and 1 < p < oco. Let the real numbers
Kas Kb, fas [bs Aas by Va, Vp and the integer i satisfy the conditions:

(1=2A)X=va) >0, (1=X)(1—1) >0,
ko €Ty (D), Kby pas iy > —1/p.
Set
A = Bi(op;b,a;§) B1(0a; a,b;§) Ao (pp; b, a; §) Ao (pas @, b5 §),
B = Ay (—pa; a,b;n) Ao(—pu; b, a;n) Br(o, 5 a,bm) B (o, 5 b, a;m),
where &, 1 € (a,b) and

1—vy 1—vy 1 +1 1 +1
Oq = av Oy = b? pa:ﬁa+__u7 Pb:/ib‘f‘__u-
1-—X, 1—=X D Oa P oy
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Then
A (Lp(w)(a,b), AC’ZOC 9" D") = (Lp(w)(a,b), ACIOC ,@"'D") : B.
Proof. The assertion of the theorem follows from the relations:
(Lp(xtaxi®)(a,b), ACT 1 xo e xy* D"
Step 1 Bi(op;b,a;€) 11 Bi(op 'sb,a5m)
(Lp(X,gaX(Nb""l/p)/Ub 1/P)(a b), ACITOCleZVa MbDr)
Step 2 Bi(04;a,0;8) 11 Bi(o, ;a,b;n)
(Lp(X((l,ua—l-l/p)/aa—l/le()Hb+1/P)/Ub—1/P)(a’ b), ACl ’Xg)m )\bDT')
Step 3 Ao(po;b,a; &) 11 Ao(—py; b, a;n)
(L2 ), ACH X3 D)
Step 4 Ao(pa;a,b;€) 11 Ay(—paia,b;n)

(Lp(xEexy) (a,b), ACE-E Xy D) |

In this scheme we consider the operators in the definition of A from left to
right because that simplifies the application of Proposition 3.9 and Proposition
4.15.

Step 1. We use Proposition 4.15 with s =b,e=a,i1 =14 =1, 0 = 0, > 0,
Ye = Ha € T'1(p), vs = p € T'i(p), 7s = 15 and 7. = 11, as we take into
consideration that (up + 1/p)/oy —1/p € T'i(p) for pup > —1/p and o > 0, and
also 7, + (r —m)(1 = 1/op) = vy + 1 —rvy —r(1 —vp) /o, = TN

Step 2. We apply again Proposition 4.15 but now in respect to the weight
singularity at the other end of the interval, i.e. for s = a, e = b. So we put in
Proposition 4.15 i =i =1, 0 = 0, > 0, vs = fta € T'5(p), Ve = (o + 1/p)/op —
1/p € T4 (p), 7s = rvs and 7. = r\.. As above we also have (uq+1/p)/o,—1/p €
Ii(p) and 74 + (r — 70)(1 — 1/04) = r),.



96 Borislav R. Draganov, Kamen G. Ivanov

Step 3. We apply Proposition 3.9 with s = b, e =a, i =1 =0, p = pp,
Ve = (tta+1/p)/oa—1/p € I'1(p) (since g > —1/p, 00 > 0), s = (up+1/p) /00—
1/p € To(p) (since pp > —1/p, op > 0) and ¢ = XZ)‘GX;;)‘Z’. Let us observe that
¥s +p = rp € Lo(p).

Step 4. We use Proposition 3.9 with s = a, e = b, i = 0, p = pg,

Vs = (o + 1/p)/oa — 1/p € To(p), ve = #p € T'4(p) and ¢ = xPexj™ as
Ys+p=rq €ETy(p). O

Remark 6.1. It is not necessary for the point § € (a,b) to be one and
the same in all the components of the definition of the operator A. We use one
and the same point £ in order to simplify the notations. The same is true for the
point n and the operator B.

If we combine operators of type A and B in another way, then we get
equivalence between the K-functionals under weaker assumptions than in Propo-
sition 6.1 — the restriction p, > —1/p is replaced by pp € Tere(p). Note that
the A and B operators in the two propositions are different as in Proposition 6.2
below A\, and 14 are interchanged in o}, as well as kp and pp in pp, comparing to
o, and p, respectively (cf. Sec. 5, xv).

Proposition 6.2. Letr € Nand 1 < p < oco. Let the real numbers
Kay Kby tay by Aay Abs Va, Vb and the integers iy,4y satisfy the conditions:

(1= 21— 1) >0, (1=X)(1—w)>0,
ko € Ly (p)s  Kbspa > —1/p,  py € L'y (p).
Set
A= Ai (—pp;b,a;€)Bi(oy 15 b,a;€) By (043 a,b;€) Ao (pas a, b; €),
B = Ay (—pa; a,b;m)Bi(og ' a,b;1) By (ow; b, a;n) Ao (pb; b, a;m),

where &, 1 € (a,b) and

11—y, 1—X
g, = o =
a 1_)\(17 b 1_1/b,
1 +1/p 1 wp+1/p
P Y kL N S L)
p Oq P gy

Then

A (Ly(w)(a,b), ACI 1 " D") = (Ly()(a,b), ACT "1 ¢"D") : B.

loc loc
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Proof. As above the assertion of the theorem follows from the relations:

(Lp(xtext®)(a,b), ACT 1, xiexy* D"

Step 1 Ay (=po;b,a;8) 11 Ao(pw; bya;n)
(LpOchexy™ P70 (0,), ACE Y ex; DY)
Step 2 By(o; hb,a5€) 1L Bi(op;b,a;n)
(Lp(xhex;)(a, ), Acfocl,x:;”a yD")
Step 3 Bi(oa;a,b;§) 11 Bi(o, ;a,b;m)
(Lp (e /Pt (a,0), ACT ! X xi D7)
Step 4 Ao(pasab;€) 11 Ay (—pasa,bin)

LP(XZGX;%)(CL’b))AClOC aXZ)\a )\bDr) .

At steps 1 and 4 we use Proposition 3.9 and at steps 2 and 3 — Proposition
4.15. O

Finally, we generalize Proposition 6.1 and Proposition 6.2 by imposing
two independent couples of restrictions — one on the x’s and another on the p’s.

Theorem 6.1. Letr € N, 1 < p < o0, (1 = X)(1 —ve) > 0 and
(1=Xp)(1 —wp) > 0. Let also K, Kp, fa, o & Leze(p) as one of the k’s and one of
the p’s are in U'o(p). Then there exist linear operators A and B, constructed as
compositions of the operators in Sections 3 and 4, such that

A (Lp(w)(a> b) ACZOC 7()0TDT) = (Lp(’LZJ)(CL, b) Aclocl7¢TDr) :B.

Remark 6.2. Explicit constructions of the operators A and B, whose
existence is stated in the theorem, are given in its proof.

Proof of Theorem 6.1. The restrictions on the exponents of the
weights w and w fall into at least one of the four combinations:

1) Ka, pta & Texe(p) and kp, up > —1/p;
2) K, iy & Leac(p) and £y, o > —1/p;
3) Kas ta > —1/p and ki, iy & Teze(p); and
4) Ka, iy > —1/p and kp, pia & Teae(p).
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Let us note that by interchanging a and b in 1) and 2), we get respectively
3) and 4). Consequently, if the operators A and B give a solution in case 1) (or
2)), then by interchanging a and b in their definition, we get operators, which
solve case 3) (or 4)). Thus it is sufficient to consider only the cases 1) and 2).
Case 2) is solved by Proposition 6.2.

It only remains to consider case 1). Let ig be such that I'; (p) > pq. If
i9p = 0, then Proposition 6.1 (or Proposition 6.2) gives an appropriate definition
of A and B. If ig > 1, we fix pif > —1/p and set &% = ngxgjb. Let the
parameters &,1,04,0p, pp and i’ be defined in Proposition 6.1 and let p# =
ka +1/p — (uff +1/p)/oa. Then Proposition 6.1 implies that the operators

A# = By(op;b,a;€) By (04; a,b;€) Ao (pp; b, a; €) Ao (75 a, b; €),
B# = Ay(—p¥;a,b;n)Ag(—pp; bya;n)Bi (g s a,b5m) By (o b5 b, a5 m)

satisfy

A* - (Ly(w)(a,b), ACTY 0" D7) = (Ly(w%)(a,b), ACL Y, ¢" D) : B¥.

loc C

Next, by Proposition 3.9 we have

Aig (W — a3 a,;€) : (Lp(w™)(a,b), AC], 1, 3" D")

loc

= (L) (a,b), ACTZ 3 D') : Ag(pa — s a,bim).

Then A = Aio(,ua# — pa;a,b;€)A* and B = B Ag(pa — ,ua#;a,b; 7n) satisfy the
assertion of the theorem in case 1) and complete the proof. O

As a corollary of Proposition 6.1 and [3, Theorems 5.4] in the partial case
ta = pp = 0, v = v = 0, we get the following characterization of the weighted
K-functional K(f,t"; L,(w)(a, b),ACfozl,cprDT), which generalizes the result in
[3, Corollary 5.2].

Theorem 6.2. Letr € N, 1 < p < oo and \g, \p € (—00,1). Forp < o0
we assume that Kq, kp & Leze(p) as one of them is in Ty(p), and for p = oo we
assume that kg, = kp = 0. Set

A = Bi(op; b, a;§) B1(04; a,b;§) Ao(pp; b, a5 §) Ao (pas a, b; ),
where & € (a,b) and

1 1
1=

)\a )\b
Pa = Ka+ —, pPp=HKp+ —.
p p
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Then fort >0 and f € Ly(w)(a,b) we have

K(f,t" Lp(w)(aa b), AClOC 9" D") ~ wip(Af, t)p(a b)

Proof. The assertion for p = oo is contained in [3, Theorems 5.4] (or
equivalently, in the first two steps of the proof of Proposition 6.1). Note that
pa = pp = 0 and A is defined by only two operators of type B.

In the case 1 < p < 00, if kg & Tere(p) and Ky > —1/p, we set g = pp =0
and v, = v, = 0 in Proposition 6.1 and get

(6.2)  K(f,t";Ly(w)(a,b),AC] 1, o"D") ~ K(Af,t"; Ly(a,b), AC]. 1.D).

loc

In the opposite case when k, > —1/p and Ky &€ Tcre(p) we follow the
proof of Proposition 6.1 for u, = up = 0 and v, = v, = 0. Steps 1 and 2 are
the same whereas steps 3 and 4 are interchanged as the intermediate triplet is
(Lp(Xg‘le(,ﬂbH/p)/gb_l/p)(a, b),AC, . Lxihe MbDr). Thus we get

AF 2 (Ly(w)(a,b), ACH 0" D") = (Ly(a,b), AC; -, D7) : B¥,

loc

where

A# = By(03;b,a;€) B1(04; a, b5 €) Ao (pa3 a, b'é)Ao(pb;b a; €),
B# = Ay (—pv; b, ain) Ao(—pa; a,b;m)Bi(og s a,bm) By (o3, '3 b, asm)

as iy is such that I'y (p) 3 kp. Hence (6.2) is true with A# instead of A. But it
is established in property xviii) in Section 5 (or [3, Proposition 5.1]) that

Ao(pa;a,b;§)Ao(py; b,a; ) = Ao(pe; b, a; &) Ao(pa; a, b; §),

hence A# = A and (6.2) holds under the assumptions of the theorem. Since the
unweighted K-functional on the right of (6.2) is equivalent to the unweighted
fixed-step modulus of smoothness w,., we get the assertion of the theorem. 0O

Note that the operator A in Theorem 6.2 is one and the same for the
restrictions kg & Depe(p), Ky > —1/p and kg > —1/p,kp & Teze(p). The same
is true for the operator A in Proposition 6.1, but is not true in general for the
operators in Proposition 6.2 and the operator B in Proposition 6.1.

Let us now consider the case (1 — A\g)(1 —vg) < 0, (1 — A\p)(1 — 1) < 0.
The sub-case (1 — Ay)(1 — 1) < 0 has no solution (cf. classes C; and C7 in
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Subsection 6.5), while the other sub-case (1 — A\;)(1 — 1) > 0 is covered by the
next theorem, which easily follows from the results in this subsection.

Theorem 6.3. Letr € N, 1 < p < o0, (1 = X)(1—1) > 0 and
(1= Xp)(1 —vg) > 0. Let also Kq, Kp, fas o E Lewe(p ) as one of the k’s and one
of the s are in To(p). Set w = XXy and ¢ = Xt Xb . Let A and B be the
operators in Theorem 6.1, satisfying

A (Ly(@)(a,b), AC], 1, @™ D7) = (Ly(®)(a,b), AC], 1, ¢"D") : B
Then

A8(—=1)T(a+10): (Lp(w)(a, b),AC’lOC ,o"'D") =
(Ly()(a,b), AC] -1, ¢"D") : T(—a — b) §(—1) B.

loc »P

Proof. According to the assumptions of the theorem we can apply
Theorem 6.1 to the triplets (L, (@)(a,b), AC; -, @"D") and (L,(w)(a,b), AC] 1,
@"D") and the result is modified by Proposition 2.8. O

Remark 6.3. The conditions on ¢ and ¢ in Theorems 6.1 and 6.3 are
different but not disjoint. Both theorems are applicable in the cases when the
signs of (1 —A), (1 —Xp), (1 —v,), (1 — 1) are one and the same.

6.2. The case (1 — Ag)(1 —vg) > 0,(1 — Ao)(1 — Vo) > O.
In the semi-finite interval (a,o00) we begin with the case (1 — A\,)(1 — vg) >
0,(1 = Ax)(1 — Vo) > 0.

Proposition 6.3. Letr € N and 1 < p < oco. Let the real numbers
Ras Roos May Mooy )\a7 AC>O? Va, Voo and the integers j17j27j3?j47 Zip.]zll satisfy the condi-
tions:

(I=2)(A—=vg) >0, (1—-Ao)(1—vs) >0,
Kaq € F’Lil(p) Koo € F]fl(p)’ Zﬁl < ]4/17 Ha > _1/pa Hoo € Fjl (p)a

1IN1—=-X, 1 1N 1 - 1
——€eI7; - - -l
(MOO + ) 1—v, p Jz(p)v (Noo + p) 1— v p 35 (p),

1I\1-—-X 1
Hoo_/‘ia"‘(,“«a_" >1_VZ_Z_?€F]'4(Z))'

Set

A = By j,(04; a,00; &) Bj, (000 00, a5 &) Ajs (poo; 00, a3 §) Ao jy (Pa; @, 005 E),
B = Ay i1 (=pa; a,00;0) A js (= poo; 00, a5 1) By (0500, a5m) By jy (0,15 a, 005m),

7/4 7.7
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where &, > a, ji = j2, jo = max{l,js}, j3 = js and

1—-v, 1—vel—MX\,
Ogq = Oog = ————
D U R U
1 +1 +1 +1
pa:/{,a+__u’ o = Koo — a_,"LOO /p_|_:U’a /p
p Oq 04000 Oq
Then

A (Lp<w)(a7 OO):ACT—p (prDT) = (Lp<UNJ)(CL, OO), AC;;_I, @TDT) : B.

loc C

Proof. The proof follows the scheme:

(L (XX )@, 00), ACT  xee X D)

a—1 loc

Step 1 By (0a;0,00:€) 1| By (o, "0, 005m)

(L (e /P e 1y 002 (0, 00), ACT 1 X x ™17 D)

Step 2 Bjy(000;00,a;6) 1L Bj(o);00,a5m)

Oaq— r— TAa T /\oo_/\a r
(LP(X((IMa—i_l/p)/ 1/pX2—1)(a7OO)7AClocl7X A Xa(—l )D )

a

Step 3 Ajy(pooio0,a;€) 11 Ajy(—poos 00, a;m)

(Ly(x ot/ antoyroerse) (g, 00), ACTSY i\, 05 D)

loc ' Aa a—1

Step 4 Aojy(pasa,00:8) 11 Ay i (—pasa,00;m)

oo~ va - a /\oo_/\a
Ly X ) (a, 00), ACE et ™) pry |

a—1

where ¥ = (oo + 1/p)/(000x) — (fta + 1/D)/0q = Koo — Ka — Poo- Step 1 is
accomplished by Proposition 4.13, Step 2 — by Proposition 4.14, Step 3 — by
Proposition 3.8, and Step 4 — by Proposition 3.7. O

Restrictions like (poo + 1/p)/0q — 1/p ¢ Teze(p) in Proposition 6.3 can
be easily avoided by the use of additional operators of type A. By means of
Proposition 6.3 and Proposition 3.7 we can construct operators A and B which
satisfy the following property.

Theorem 6.4. Letr € N, 1 < p < o0, (1 = A)(1 —va) > 0 and
(1=Xo)(1—vso) > 0. Let also kq € Ty (p), koo € Tjr(p) asi’ < 5’ and pq € Ti(p),
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too € I'j(p) as i < j. Then there exist linear operators A and B, constructed as
compositions of the operators in Sections 3 and 4, such that

A+ (Ly(w)(a, 00), AC} 1, " D) = (Lp(@)(a, 00), AC], .1, §"D") = B.

Proof. Let p be so large that

1— X,
1—-vy,

. . o1
fa + Py Hoo +p > —1/p, mm—ﬁa+<ua+p+§> > 0.

Then Proposition 6.3 implies that the operators

A# = By 1(04;a,00; %) By (0003 00, a; %) Ag (p2h; 00, a5 %) Ao o (p1f ; @, 005 %),

B# = Ay ji(—pfs a,00,m) Ao (—plh; 00, a; %) Bi (0 00, a5 ) Bu 1 (0,5 a, 003 %),
where 1, 0,4, 000 are defined as in Proposition 6.3 and

1 +i+1 +h+1 +h+1
P R S ke o e kv S SO U i i Y e VL
p Oa 00000 Oq

satisfy the relation

AT (Ly(w)(a,00), ACT 1 " D") = (L,(wx%)(a,00), AC] 1, ¢"D") : B¥.

loc C

By means of Proposition 3.7 we get

A; (B a,00;8) : (Ly(xh)(a, 00), AC), 1, @ D")
= (LP(UN})(Q7 OO)? ACZT();l? SZTDT) : AO,O(_ﬁ; a, O] *)7
where £ > a. The operators A = A; ;(p;a, 00; AT and B = B#Ag o(—p; a, 00; *)
satisfy the assertion of the theorem. O
If we use only operators of type B, we establish the relation

Proposition 6.4. Letr € N and 1 < p < oco. Let the real numbers
Kay Kooy Aas Aoos Va, Voo and the integers ji, ja, j5 satisfy the conditions:

(1-A)(1—20) >0, (1—Ao)(l—reo)>0,

) N 1w 1
€T €T (ht ) TR - e T 0

IN1—vel—A, 1
- —— eI (p).
(ﬁm+p) 1—-Aol—v, p ]2(17)
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1 1 1 1
o = | Ka+ —])0a— = JHoo=|FKoo+ —|0a0c0— —
b p b b

A = By j,(04;a,00;8)Bj, (003 00, 45 §),

B = Bjé(o-gol; 00, G;W)Bl,jg(%_l; a,00;n),

Set

and

where £,m > a, j| = j2 and

1—vy, 1—vel—MX,
Og =

-, 7 11—,

Then

A+ (Ly(w)(a, 00), AC} 1, " D) = (Lp(@)(a, 00), AC], .1, §"D") : B.

loc

Proof. The first two steps in the proof of Proposition 6.3 verify this
assertion. [

By Propositions 3.7, 6.3 and 6.4 we establish the following characterization.
Theorem 6.5. Let r € N, 1 < p < oo and A\g, Ao € (—00,1). Let us set

1 1)
TN T T I

a) For p < oo we assume that kq € T'y(p) and koo € Tji(p) as i’ < j' and
set

A = Ao o(p; a,00;%)B1,1(04; a,00; %) B1 (0003 00, a3 %)

Ao(poo; 00, a; ¥) Ao 0 (pa; @, 00; %),
where p+ 1/p > max{0, (kg — Kkoo)0a} and
_ 21 .1
Pa =HKa—p+ P-i']—? Aas Poo = Koo — Ka + P+]—9 ()\oo_)\a)-
b) For p = oo we assume that Kk, = Koo = 0 and set

A = B11(04; a,00;%) By (0o0; 00, a; *).
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Then fort > 0 and f € Ly(w)(a,c0) we have

K(f,t"; Ly(w)(a, 00), ACI-, " D7) ~ wi(Af, ) p(a,00)-

Proof. Assertion b) follows from Proposition 6.4 with p = co and k, =
Koo = 0, g = 1, = 0. For p < oo we set in Proposition 6.3 pg = pfiee = P
Vg = Voo = 0 and get

(63) A : (Ly(w)(a,00), AC} ' ¢"D") = (Ly(xf)(a,00), ACj, ', D7) : B,

loc

where

A% = By 1(04; a,00; %) B1 (000; 00, @; %) Ag (poo; 00, @; %) Ao 0 (pa; @, 00; %),
B# = Ay jr(—pa; a,00;1) Ao (—poo; 00, a; ) B1 (053 00, a; %) By 1 (0, 5 a, 00; %)
and 1 > a. Next, by Proposition 3.7 we get

(6:4)  Aoo(p; a,00:%) : (Ly(xf)(a,00), ACG,. " D")
= (Lp(a,00), AC] -1, " D") : Ago(—p; a, 00;%).

Now, (6.3) and (6.4) yield assertion a). O

Let us note that in the case p < 00 if (Koo — Kq)oq > —1/p, then we can
fix p = 0 and the operator A is defined by four operators of type A and B. Also,
if kg > —1/p and Koo & Lere(p), then we can use in Theorem 6.5 the operator

A = B1,1(04; a,00; %) A 0(Pa; @, 005 %) B1 (0o0; 00, a3 %) Ag(Poo; 00, @3 *),

where 0,, 04 are as in the theorem, p, = k4 + A\o/p and poo = Koo + 1/p — (kg +
1/p)/0 -

6.3. The case (1 — Ag)(1 — Vo) < 0, (1 — Aso)(1 — 1) < 0. Let us
now consider the other possible case for the semi-infinite interval (a, o), namely
(I —X)(1—vg) <0, (1 —Ao)(1 — o) < 0. Unlike the finite interval, here
the sub-case (1 — A\y)(1 — Vo) > 0 has no solution (cf. classes Cy and Cg in
Subsection 6.5), while the other sub-case (1 — Ay)(1 — Vo) < 0 permits quasi-
invertible continuous mappings. The results do not follow easily from the results
in Subsection 6.2 (no “mirror” operators for semi-infinite intervals) and require
the use of operator B; j(o;a,00;&) with o < 0.
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The restrictions on the exponents of ¢ and ¢ can be summarized as (1 —
Aa)(1 — Vo) <0, (1 — Ao)(1 — 1) < 0. Note the specific restriction poo < —1/p
in the following proposition.

Proposition 6.5. Letr € N and 1 < p < oco. Let the real numbers
/iavliOOnUfav,UfOOv)\a?AOO7Va7]/oo and the integers i17j17j27j37j477;217j41 satisfy the
conditions:

(1 —=Xa)(1 —vs) <0, (1 — o) (1 — 1) <0,
Ka € Fzg(p)a Koo € F]:L(p)a Zﬁl < .74/17 a € F* (p)a Moo € jl (p)7 1< <7,
1\ 1—-2x, 1 IN1-) 1
- _ZeT - 2T,
(ko 3) 1722~ L e T30 (uﬁp) 2= Len,

1\ 11—\ 1
’{oo_’{a+(l‘oo+§> : ——€Ly(p).
Set
A:Bil,jl (Ua oo @y OO] g)sz (Uoo a; 0, a; g)AJS (poo,a; o0, a; g)AO,sz (pa,oo; a, 0] 5)7
.B:Aiﬁl ( Pa,o0r Ay OO; U)A ( Poo,ar O, 4; 77)
-1

sz( oolaﬂoo a; n)B1]1< aooﬂa’ o5 77)

where 5777 > a, .]j/L = j27 ]é = max{l,jg}, j3 = j4 and

1 —vy 1—v, 1—X,
ag — g, = ,
B T e T L 2
1 +1/p +1/p +1/p
p(l,OO — /{,a + J— M7 pOO,(l — Hoo _ H(l _ lu’a / + IU’OO / .
Oa,c0 Oa,00000,a Oa,c0

Then
A (Ly(w)(a,00), ACI 1, " D") = (Ly(i)(a,00), AC},.', &' D") : B.

loc »# loc »P

Proof. The proof follows the scheme:

(Lp (e x> (a, 00), ACE Y, e ™) pr)

Step 1 Biy 1 (0a,0030,00;8) 11 By ji (05 5;a,00im)

(Lp(xd = TP o T e o) 0, 00), ACT gt DY)

Step 2 Bjy (0000, a;€) 1| Bjy(05ls 00, ain)
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(LP(X(Moo+1/P)/Uaoo 1/p_» )( )ACZ r)\aX ()‘oo—)\a)D’r‘)

Xa—1 oc ' Xa Xa—1

Step 3 Ay (poo,a;00,a:8) 1L Ajy(—poc,ai 00, a51)
(Lp(X(“”H/p)/U“O 1/pXZio fa)(a, 00), AC- ,XZ/\aXa(/\loo Aa)Dr)

Step 4 Ao 44 (Pa,c0; a,008) 1L Ay j1 (—Pasoos a, 005m)

Koo —Ka T TAg Aoo —Aa r
Ly (X x5 (a, 00), ACE-, yirax i) pry ||

loc » X a

where 1 = (,U'a + 1/p)/(aa,ooaoo,a) - (,U/oo + 1/p)/0a,oo = Koo — Ra — Poo,a- Step 1
is accomplished by Proposition 4.16, Step 2 — by Proposition 4.14, Step 3 — by
Proposition 3.8, and Step 4 — by Proposition 3.7. O

From Proposition 6.5 and Proposition 3.7 we get

Theorem 6.6. Letr € N, 1 < p < 00, (1 — A)(1 — V) < 0 and
(1=Aoo)(1—vy) <0. Let also kq € Tir(p), koo € Tjr(p) asi’ < 3 and p, € Ti(p),
too € I'j(p) as i < j. Then there exist linear operators A and B, constructed as
compositions of the operators in Sections 3 and 4, such that

At (Lp(w)(a,00), ACt, " D7) = (Lp(w)(a, 00), ACj .1, 3" D") B

loc »# loc »P

Proof. Since the proof is similar to the one of Theorem 6.4 we shall only
sketch it. We fix p such that

1—X,
>
1—v

_ ~ 1
fa + Py foo+p <1—1—1/p, ﬁoo—na+(uoo+p+ >

Proposition 6.5 gives an operator which maps quasi-invertibly Continuously the
triplet (L, (w)(a,o00), AC] -1, ¢"D") onto (Ly,(wx4)(a,o0), AC]:-1, " D"). Now,
Proposition 3.7 gives an operator of type A which maps quasi-invertibly continu-
ously the latter onto the triplet (L, (@)(a, o0), AC;-,¢"D"). O

Remark 6.4. The conditions on ¢ and ¢ in Theorems 6.4 and 6.6 are
different but not disjoint. Both theorems are applicable in the cases when the
signs of (1—X;), —(1—Ax), (1—v4), —(1—vs) are one and the same (cf. Remark
6.3).

If we use only operators of type B, we establish the relation
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Proposition 6.6. Letr € N and 1 < p < oco. Let the real numbers
Kas Foos Aas Aoos Vas Voo and the integers iy, j1, jo, jb satisfy the conditions:

(I —=2)(1 —vs) <0, (1 =X0)(1—14) <0,
fa € Lt (p), Foo € Ty (p),

N 1w, 1, N1—ve 1, o
(ﬁoo—F]—?) —Eeril(P), (Ha‘i‘]—))l_)\a——erjl(p), 11 < J1,

1— )M p
1\ 1—v, 1—X, 1
- —— eI
(ﬁoo—i_p) 1-Aol—vs p 52 (P)
Set
1 1 1 1
Pa = | Koo+ = ] 0a,00000,a — =5 Moo = (Ka+ = | Oa00 — =
p p p p
and

A= Bil j1<0a ooy @, Oo'g)BjQ(Uoo a?ooaa§§)7

B = Bjy (04500, a;7) By j1 (0, 53 a,00;m),

Ooa7
where §,m > a, j; = j2 and

1—vy 1—v, 1—X,
g == g = _
R TS VI T U T

Then
A (Lp<w)( ) ACloc ’(prDr) = (Lp(’d))( ) ACloc 7@TDT) . B.

Proof. The first two steps in the proof of Proposition 6.5 verify this
assertion. [

Now we can establish (1.3) for K-functionals with A, Ao > 1.
Theorem 6.7. Let r € N, 1 < p < oo and A\g, \so € (1,00). Let us set

1 _1-X
1- X 77T 1

Oq —

a) For p < oo we assume that k, € Ty (p) and koo € Tji(p) as i’ < j' and
set

A = Ao o(p; a,00; %) By (043 a, 00; %) By (000; 00, @; %)
Ap(poc; 00, a; %) Ag,0(pa; a, 00; %),
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where p+ 1/p < min{l — r, (kg — Koo)oa} and
- -1 21
pa:Ra_p"i_(p"i__))\av poo:/ioo_/ia"i_(p_'__)(Aoo_)\a)-
p p
b) For p = oo we assume that Kk, = Koo = 0 and set
A = B1,1(04;a,00; %) B (0s0; 00, a; ).
Then fort > 0 and f € Ly(w)(a,c0) we have

K(f,t"; Ly(w)(a,00), ACy, -1, 0" D) ~ wy(Af, ) p(a,00)-

Proof. Assertion b) is contained in Proposition 6.6. To prove a) we
proceed as in the proof of Theorem 6.5. We set

A# = By 1 (045,003 %) B1 (0oo; 00, @; %) Ag (poc; 00, a; %) Ag 0 (pa; @, 003 %),
B = Ay j1(—pa; a,00;1) Ao (= poo; 00, a; #) B1 (0555 00, a5 %) B11 (0, 5 @, 005 %),
where 77 > a. Then Proposition 3.7 and Proposition 6.5 (with g, = e = p and

Vg = Voo = 0) imply

(Ly(a,00), ACI—1 D")

loc

Aoo(psa,00i%) 1] Ay p(—p;a,00; %)
(Lp(x?)(a,00), AC} . D")

A 11 R#
(Lp(w)(a,00), ACI -t " D7) |,

which verifies a). O

6.4. Transfer between finite and semi-infinite intervals. In this
subsection we consider the cases which require the type of the interval to be
changed. The quasi-invertible maps work in both directions. So, without loss of
generality, we may assume that the initial triplet is defined on a finite interval
(a,b) and the target triplet is defined on (a,00). Hence, the requirement for \’s
and v’s is (1 — Ag)(1 — Ap)(1 —v0)(1 — vso) < 0.
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We start with the case (1 — Ag)(1 —vg) > 0, (1 — Xp)(1 — o) < 0.
Like in the previous subsection the specific restriction in the first proposition is
foo < —1/p.

Proposition 6.7. Letr € N and 1 < p < oco. Let the real numbers
Ka, Kby Hay Hoos Aas Abs Va, Voo and the integers ji, 1) satisfy the conditions:

(I=2)(1—24) >0, (1—=X)(1—-vs)<0,
Kq € Fiﬁk(p)a Kby ta > _1/pa Hoo € Fj1 (p)a Jj1>0.

Setl = By, (0p,005 b, a;00,a;€1) By (045 a,b;62) A (Pboo;b a;§2) Ao(pa; a, b; &2),
B = Ay (—pa; a,b;1) Ao (= p,0; bs a; ) Bi(og ' a,b31) B (0, 25 00, a; b, a51),

where & € (a,00),&2,n € (a,b) and

— U, 1—vy
g, = g :7’
a 1_)\(17 b,00 1_)\6
1 +1 1 +1
P /PR S )
p Oq p 0,00

Then
A (LP( )( ) ACloc ’(pTDT) = (LP<7JJ)( ) ACloc 7@TDT) . B.

Proof. The proof follows the scheme (cf. the proof of Proposition 6.1 for
steps 2-4):

(LP(Xganio Na)(a OO) ACT 17XZVaXZ(Voo l/a)D'r')

loc

Step 1 Bjy (0b,00i b, a;00,a:61) 11 Bi(oy 5500, a5b,a57)

(Lp(XgaXl(;#oo-i-l/P)/Ub,oo—l/P)( )ACloc 7X2Va )\bDr)
Step 2 Bi(oa;a,0:&2) 1L Bi(og';a,b;m)

Oa— cot1 Ob,00 r r r
(LP(XSL,LLa-‘rl/p)/ a 1/pXI(7u +1/p)/ow, 1/19)( b), ACloc X Aa ’\bD)

Step 3 Ao(ppoo;bya;€2) 11 Ao(—pbooi b, asm)
(Lp(Xg#a+1/p)/ga_1/ngb)(aab) ACZOC 7Xma MbDT)
Step 4 Ao(paia,b;&2) 11 Ay (—pasa,bin)

(Lp(xiexs®)(a, b), ACT XXy D7) |
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Step 1 is accomplished by Proposition 4.17, Step 2 — by Proposition 4.15 and
steps 3 and 4 — by Proposition 3.9. O

Remark 6.5. Let us note that by interchanging steps 3 and 4 in the
proof of Proposition 6.7 we establish that if

Ray Ha > _1/177 Kp € Fzﬁl(p)a Hoo € F]l (p)7 jl > 07
then the operators
A = Bj, (0b,003 b, a; 00, a;£1) B1(04; a, b5 €2) Ao (pa; @, b; §2) Ao (pb,00; b, @5 €2),
B = Ayt (—pb.oo; b, ;1) Ao (= pa; a,b;m) Br (0,5 a, b;7) Bi (0, 55 00, a; b, a;m)

will do the quasi-invertible continuous mapping of the proposition. Let us also
recall that by property xviii) in Section 5 (or [3, Proposition 5.1])

Ao(pa;a,b;£2)Ao(Pboo; by a; €2) = Ao(pp,eo; b, a; €2) Ao (pa; a, b; €2),

i.e. in both cases operators A are one and the same.

As in the previous subsections we generalize the assertion of the last
theorem by using additional operators of type A in the definition of A and B.

Theorem 6.8. Letr € N, 1 < p < o0, (1 —X)(1 —ve) > 0 and
(1 —=X)(1 —vso) < 0. Let also kq,kp & Texe(p) as one of them is in Ty(p), and
ta € Ti(p), oo € T'j(p) as i < j. Then there exist linear operators A and B,
constructed as compositions of the operators in Sections 3 and 4, such that

A (Lp<w)(a7 b)uAClTO;l?QOTDT) = (Lp<u~])(a7 OO), Aclc;zlv @T‘Dr) : B.

Proof. Let x4, € Ly (p) and Ky > —1/p. We choose p, and po so that

(65) Mo + ﬁa S Fo(p), Moo + ﬁa € I‘jo (p), Moo + ﬁoo € I‘j1 (p) as jl > 0.

~ ~ ~ # #— # . . . .
Set 1 = fta+ Pas 15 = fioo+ Poc, W = XA XEZTH, 5 = jo and jh = ji.

Define the operators

A# = Bj, (01,001 b, 0500, a: €) By (03 @, b; ) Ao (p]f o3 b, a: m) Ao (o7 5 a, b m),
B# = A’Lil(_pa#ﬂ a, b7 U)AO(_P#oov b7 a; U)Bl (O-(:l; a, b7 77)Bl (Ul;;y o0, a; b7 as; 77)7



Characterization of weighted Peetre K-functionals 111

where the parameters 7, 0,, 0} are given in Proposition 6.7 and

1 o+t pat+1 1 o+ Poo +1
P Oa ’ P Ob,00
We apply the scheme
(Lp(’LZJ)(CL, OO), AC’;;ZP @rDT)
Step 1 Aij(paya,00;8) 11 Agji(—pa;a,00;§)
# - rT— ~T ™
(Lp(xh xh= 1) (a, 00), ACT 1, 3" D")
Step 2 Ajo(Poo = Pa300,a;8) 11 Ajy(Pa — Pooi 00, a5 §)
(Lp(@#)(a,00), ACy, -1, 3" D")
Step 3 A* 1| B

(Lp(w)(a, 00), AC, ., " D") | .

loc

Propositions 3.7 and 3.8 with & > a are used respectively at Steps 1 and 2 taking
into account that ,u# + ftoo — tta € T'jy(p). At step 3 we use Proposition 6.7 with
@# instead of w. The above scheme implies that the operators

A = Ai j(pa; ;00§ Ajo (oo — Pa; 00, a; ) AT,
B = BF Ay (Pa — Poo; 00, ;) Ag js (= Pa; @, 005 €)

satisfy the assertion of the theorem.
In the case 1, > —1/p and ky, € I'y, (p) in view of Remark 6.5 it is enough
to interchange the places of the operators of type A in the definition of B#. O

Remark 6.6. In both cases k, € I'i(p), kp € T'o(p) and k, € To(p),
kp € Ty (p) the operators A are one and the same. The operators B are one and
the same for 7 = 7' = 0 and different otherwise.

In general, the operators A and B consists of 6 operators of type A and B.
But in the case p < g (note that e > 1, implies ¢ = j) it is clear from (6.5)
that we can choose po = p, and reduce the number of operators to 5. Similar
reduction can be achieved for u, € I'g(p) when we can choose g, = 0.

The first two steps in the proof of Proposition 6.7 imply
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Proposition 6.8. Letr € N and 1 < p < oco. Let the real numbers
Kay Kby Aay by Va, Voo 01 the integer j satisfy the conditions:

(1= A)(1—r) >0, (1—X)(1— ) <0,

NT—ve 1 .
Kas ki € T1(p), (/%*F]—?) = p° I (p).

1 1 1 1
Pa=\|Kat+ —)0a— =5 Moo= |Kat+ =) Oboo— =
p p p p

A= Bj(o-b,oo; baa; 0, (I;gl)Bl(O'a; a, b7£2)7
B = Bi(o, ' a,b;m)Bi (03 L1 00,a;b, a3 ),

Set

and

where & € (a,00), &2,m € (a,b) and

1—y, 1—vs
Oq = o = .
@ 1—X b,00 1— X

Then

A (Ly(w)(a,b), ACT=1 " D") = (L, (w)(a, 00), ACT-1, " D") : B.

loc loc

We get the following two characterization theorems by means of the
operators constructed in the proof of Theorem 6.8 and Remark 6.6 (for p < c0)
or by Proposition 6.8 (for p = co).

Theorem 6.9. Letr € N, 1 < p < o0, £ € (a,b), Ay € (—00,1) and
Ay € (1,00). Let us set

1 1

O W T

a) For p < oo we assume that kg, kp & Leze(p) as one of them is in To(p),
and set

A = Ag(poo; 00, a; %) Bj, (045 b, a;00,a; &) B1(04; a, by §)
Ao(pp; b, a; &) Ao(pas a, b;§),

where & € (a,0), pso € I'j,(p), j1 > 0 and
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Aa A -
Pa=Fat+ 2, py=kp+ 2 — foo(l = Np).
p p
b) For p = oo we assume that Kk, = Koo = 0 and set
A = Bi(0op; b, a; 00, a; %) B1 (043 @, b; §).
Then fort >0 and f € Ly(w)(a,b) we have
K(fa tr; LP(U))(CL, b)v ACT_I? SOTDT) ~ WT(‘Afa t)p(a,oo)'

loc

Proof. Assertion a) follows from the considerations in the proof of
Theorem 6.8 with p, = pieo = 0, vy = Voo = 0 and p, = 0. Assertion b)
follows from Proposition 6.8 with p = 00, kK, = kp = 0 and v, = Voo = 0. O

Looking at the quasi-invertible continuous map in Theorem 6.8 with B
being the direct operator and A its quasi-inverse we get

Theorem 6.10. Letr € N, 1 < p < o0, n € (a,b), m1 € (a,0),
Ao € (—00,1) and Ao € (1,00). Let us set

1 1

O =7 3 00 = .
1-2As

1—- A,

a) For p < oo we assume that kg € I'i(p), koo € I'j(p) as i < j and set

A = Ao(pa; a, b;n) Ao (poo; b, a5 1) B1(0a; a, b;1) Bi(0oo; 00, a5 b, a; 1)
Ajy (Pa = Poo; 00, a31m1) Ao jo (—Pa; @, 00;11),
where pg, Poos Jo, j1 are chosen so that

Ka + Pa GFO(p)a Koo + Pa Grjo(p)a Koo T Poo GFjl(p)a Jj1>0

and ~ ~
_Ha+pa+1/p_1 /ioo—|—poo+l/p_l

Pa = 11—\, p7 Poo = 1— Ao p-

b) For p = oo we assume that pg, = pioo = 0 and set

A = Bi(04;a,b;m)B1(000; 00, a5 b, a5 7).
Then fort >0 and f € Ly(w)(a,c0) we have

K(f,t"; Ly(w)(a,00), ACI 1, 0" D") ~ wi(Af, ) p(ap):
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Proof. Assertion a) follows from the considerations in the proof of
Theorem 6.8 as we set kK, = kK, = 0 and A\, = A\, = 0. Assertion b) follows
from Proposition 6.8 with p = 00, kK, = Kk = 0 and A\, = Ay = 0. In both cases
we use the operator B and at the end replace the pu’s by x’s, the v’s by A’s and
finally denote operator B by A. Note that the o’s here denote the reverse of the
o’s in Theorem 6.8, while the p’s are the opposite. 0O

In the case p < oo the number of operators of type A in Theorem 6.10
can be reduced if the k’s satisfy some additional restrictions. For example, if
Kq > —1/p, ks € T'j(p), j > 0, we can set p, = poo = 0 and then A is defined by
four operators. If k4, koo > —1/p, then we can set p, = 0 and get five operators.
The same is true if ko < K, because then we can choose Py = Poo-

Let us now consider the other case (1—\,)(1—v,) < 0, (1=Xp)(1—vso) > 0.
The sub-case (1 —A;)(1—Ap) > 0 has no solution in the terms of the operators of
type A and B (cf. classes C; for (a,b) and Cg for (a,o00) or classes Cr for (a,b)
and Cy for (a,00) in Subsection 6.5).

The remaining sub-case (1—\,)(1—2Ap) < 0is covered by the next remark,
which easily follows from the previous results in this subsection. (Note that one
cannot expect an analogue of Theorem 6.10 in this sub-case, because it would
require target weight ¢ = 1 in a finite interval!)

Remark 6.7. The cases Ay > 1, Ay, Vg, Voo < 1 and Ay < 1, Ap, Vg, Voo >
1 can be solved by applying the “mirror” operator from Proposition 2.8 together
with the operators from Propositions 6.7, 6.8 and Theorems 6.8, 6.9.

In order to demonstrate this approach we establish the following analogue
of Theorem 6.8.

Theorem 6.11. Letr € N, 1 < p < 00, (1 = A)(1 — ) < 0 and
(1 —=X)(1 —vy) > 0. Let also kg, kp & Texe(p) as one of them is in To(p) and
ta € Ti(D), too € Tj(p) as i < j. Set w = xjox;* and ¢ = Xébxb)‘“. Let A and B
be the operators in Theorem 6.8, satisfying

A (Lp<w)(a7 b)7 AC[C;Z:L?SETDT) = (Lp<u~])(a7 OO), ACT_l @T‘Dr) : B.

loc

Then

AS(=1)T(a+b) : (Lp(w)(a,b), AC[ 1, " D") =
(Ly()(a,00), AC] 1 ¢"D") : T(—a — b) §(—1) B.

loc
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Proof. If we interchange A\, and A, then the hypotheses of Theorem
6.8 will be fulfilled and we can apply it to the triplets (L,(w)(a,b), AC]!, @"D")
and (L,(w)(a,00), AC]--*, 3" D"). Then we apply Proposition 2.8. O

If we would like to avoid using the “mirror” operator, then we can proceed
as follows.

Remark 6.8. If we interchange a and b everywhere in Propositions 6.7,
6.8 and Theorem 6.8, we get their analogues in the case (1 — \g)(1 — o) < 0
and (1 — A\p)(1 — 1) > 0 and hence the analogue of Theorem 6.9 for A\, > 1,
Ap < 1. Note that the interval of the target triplet is (b, c0) and not (a,c0) as in
Remark 6.7. Of course, as explained in Subsection 2.1, relations like n € (b, a)
are supposed to be understood as n € (a,b).

6.5. Solutions of (1.2) and of (1.3). The results of the previous
subsections related to (1.2) can be summarized in the following three theorems.

Theorem 6.12. Letr € N and 1 < p < oo. Let the interval and the
weights of the triplet (L,(w)(I), AC; -, " D") be in one of the following classes:

C1) (a,b), A\a <1, Ny < 1, Ka, Ky &€ Teze(p) as one of them is in Ty(p);
C3) (a,00), Mg <1, Ao > 1, kg €T5(p), koo € T'j(p) asi < j.

Let the triplet (L,(w)(I), AC] 1 @D satisfy the same condition. Then there
is a linear operator A, constructed as a composition of the operators in Sections
3 and 4, such that (1.2) holds for every f € L,(w)(I) and every t € (0,1].

Proof. If both triplets (L,(w)(I), ACy -, ¢"D") and (L, (w)(1), AC}. 1,
@"D") are in the class C1, then the conclusion follows from Theorem 6.1 and if
they are in the class Cs, then the conclusion follows from Theorem 6.4. When
one of the triplets is in the class C; and the other — in Cy we apply Theorem

6.8. O

Theorem 6.13. Letr € N and 1 < p < oo. Let the interval and the
weights of the triplet (L,(w)(I), AC} -t " D) be in one of the following classes:

C3) (a,00), Mg <1, Ao < 1, kg €T%(p), ko € T'j(p) as i < j;

Cy) (a,00), Ag > 1, Ao > 1, kg €T4(p), koo € Tj(p) asi < j;

(
(
C5) (a,b), A\a <1, X\p > 1, Ka, Ky &€ Texe(p) as one of them is in Ty(p);
Cs) (a,b), A\ > 1, Ay < 1, Kq, kp & Deze(p) as one of them is in To(p).
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Let the triplet (L,(w)(I), AC;_*,@"D") satisfy the same condition. Then there
s a linear operator A, constructed as a composition of the operators in Sections
3 and 4, such that (1.2) holds for every f € L,(w)(I) and every t € (0,1].

Proof. If both triplets (L,(w)(I), ACy -, ¢"D") and (L, (w)(1), AC}. 1,
@"D") are in the class C3 or in the class Cy, then the conclusion follows from
Theorem 6.4 and if they are in the class C5 or in the class Cg, then the conclusion
follows from Theorem 6.1. When one of the triplets is in the class C's and the
other — in Cy we apply Theorem 6.6. When one of the triplets is in the class Cj
and the other — in C5 we apply Theorem 6.8. When one of the triplets is in the
class ('3 and the other — in Cg we apply Theorem 6.11. When one of the triplets
is in the class Cy and the other — in C5 we apply Theorem 6.11. When one of the
triplets is in the class C4y and the other —in Cs we apply Theorem 6.8. When one
of the triplets is in the class C5 and the other — in Cs we apply Theorem 6.3. O

Theorem 6.14. Letr € N and 1 < p < oo. Let the interval and the
weights of the triplet (L,(w)(I), AC; -, " D") be in one of the following classes:

C7) (a,b), A\ag > 1, \p > 1, Ka, Ky &€ Texe(p) as one of them is in Ty(p);
Cg) (a,00), Mg > 1, Ao < 1, kg €T5(p), koo € T'j(p) asi < j.

Let the triplet (L, (w)(I), AC] 1 @™ D) satisfy the same condition. Then there
is a linear operator A, constructed as a composition of the operators in Sections
3 and 4, such that (1.2) holds for every f € L,(w)(I) and every t € (0,1].

Proof. The proof is the same as of Theorem 6.12. O

Let us consider the intervals and the exponents of the weight ¢ described
in the classes C'1 — Cg. The operators from Section 3 do not change the classes.
On the other hand the operators from Section 4 can vary the weight ¢ and the
interval I, but always staying in the same set of classes (described in one of the
three theorems above) as the original weight. Hence, the three sets of classes are
mutually disjoint when treated by the operators studied in this article.

Let us turn our attention to the equivalence (1.3). For 1 < p < oo the
weights ¢ = 1 and w = 1 are contained in the class C'; for a finite interval and
in the class ('3 for a semi-infinite interval. Hence, Theorem 6.12 gives for every
triplet from C; or Cy an operator A for which the equivalence (1.3) holds with a
finite I. Similarly, Theorem 6.13 gives for every triplet from C3, Cy, C5 or Cg an
operator A for which the equivalence (1.3) holds with a semi-infinite I.

If p = 00, then 0 € T'cye(p). Now Theorem 6.2, items b) in Theorems 6.5,
6.7, 6.9 (together with Remark 6.8) and 6.10 imply that (1.3) holds when the
corresponding ’s are 0.
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Theorem 6.15. Letr € N and 1 < p < 0. For p < oo let the interval
and the weights of the triplet (L,(w)(I), AC]: -t " D") be in one of the classes Cy
— Cg. For p = oo let the interval and the \’s be in one of the classes Cy — Cg while
the k’s be 0. Then there is a linear operator A, constructed as a composition of
the operators in Sections 3 and 4, such that (1.3) holds for every f € L,(w)(I)
and every t € (0,1].

For triplets from the classes C7; and Cs we cannot establish (1.3) using
only the operators studied in this article. On the other hand, there are cases
(not included in Cy — Cg) when (1.3) is valid with such operators. Results in this
respect will be given in [7].

7. Characterization of K-functionals by two moduli

7.1. Separating the singularities. The next lemma will be used for
separating the singularities at the end-points of the interval. If 1) is a function
defined on I C R and J C I, then we use the same notation ¢ for the restriction

|y of ¢ on J.

Lemma 7.1. Let I) = (a,by) and I = (ay,b) be two intervals on the real
line such that @ < a; < by < b, where a is finite or —oo and b is finite or co. Let
I = (a,b) = [UI, and let w and ¢ be non-negative measurable on I weights such
that w ~ 1 and ¢ ~ 1 on [a1,b1]. Then forr € N, 1 <p<o0,0<t<b; —ay
and f € Ly(w)(I) we have

K(f,t"; Ly(w)(I), ACJ,. Yo" D7)
~ K (f, 17 Ly(w) (1), ACt " D7) + K (f,17; Ly(w)(I2), ACy,. ' ¢ D).

Assertions like this lemma are standard tools in K-functional theory. The
proof follows the lines of the proof of [1, p.176, Lemma 2.3]. The restriction
t < b— a (combined with the finite ratio (b — a@)/(b; — a1) requirement) in [1] is
replaced by t < by — a; here.

7.2. Solutions of (1.4). In order to characterize the K-functional (1.1)
for a wider range of parameters we separate the singularities by means of Lemma
7.1. Then we can establish (1.4) with 1 < p < oo for all cases of intervals I,
including I = (—o0, 00), weights ¢ with exponents different than 1 and weights
w with exponents not in I'c,.(p). This follows from the fact, that one of the ends
of both intervals I; and I5 obtained after the application of Lemma 7.1 is a finite
point (b; and aj respectively) with exponents of ¢ and w equal to 0. So, we
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reduce the original problem to two problems, each of which falls into one of the
classes C1, Cq, C3, Cs or Cg.

Consider I = (@, b), where either @ = a is finite or @ = —oo and either
b = b is finite or b = co. Depending on the values of A, we define the intervals I,
I, and the linear operators Aq, Ay in Tables 4 and 5, where for —oo < s < 0o we
have set

1 As
BTN TR
Table 4. Definition of A1
A As I
Ao <1 Bi(04;a,01561) Ao (pas a, b15 1) (a,b1)
A > 1 By (04;a,b1500,b1582)Ao(pa; a, b1; &) (b1,00)
Moo <1 B1(0—00; 00, —b1; %) Ag(p—o0; 00, —b1; %)8(—1) (=b1,00)
Aoo > 1| Bi(0-00;00, =b1; —a2, —b1;€4) Ar(p—oo; 00, —b1;£3)8(—1) | (—b1, —a2)

Table 5. Definition of As

A Asa I

A <1 Bi(ow;b,a1;85)Ao(py; b, a1;85) (a1,b)

Ap > 1 By (0p;b,a1500,a1;86)Ao(pbs b, a1; Es) (a1, 00)

Moo < 1 B1(000; 00, a1; %) Ag(poo; 00, a1; ) (a1,00)

Moo > 1 | Bi(000;00,a1;b2,a1;&5)Ar(poc; 00, a1;E6) | (a1,b2)

Let us note that the domain of the functions on which A; is defined is I} = (a, by),
and the domain of the functions on which Aj is defined is Iy = (a1,b). In the
cases A_o > 1 and Ay, > 1, considered in the last rows of the two tables, one
can choose arbitrary real points for the numbers ao and by such that as < by and

by > aq.
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Using Lemma 7.1, Proposition 2.7, Theorems 6.2, 6.5, 6.9, 6.10 and
Remark 6.8 we get

Theorem 7.1. Letr € N, 1 <p<o0, —co<a<a <b <b< oo,
I = (a,b) and Mg, \; # 1. Let kg, ki & Depe(p) if p < 00 o1 Ka, Ky = 0 if p = 0.
Let the operators Ai,As and the intervals Ir, I be defined in Tables 4 and 5.
Then (1.4) holds for every f € Ly(w)(I) and t € (0,1].

Proof. First, we separate the singularities by means of Lemma 7.1.
Further, we have:

1. Ifb=beR, \y <1, we apply Theorem 6.2.
2. fa=acR, \; <1, we apply Theorem 6.2.

3.Ifb=0b¢€ R, \y >1, we apply Theorem 6.9 with p < 00,j; = = and
get that AY = Ag(fioo; 00, a1;%) By (03 b, a1; 00, a1 &6) Ao (pf 3 b, a1; &) with
p# = Kp + \p/D — Poo(1 — Ap) does the job for As. We complete the proof
by showing that A;‘#f — Aof € I,y for every f € Ly(x,")(I2): first we
use that Ag(poo; 00, a1;%)F — Ap(poo; 00,a1;66)F € Il for every F' €
L joc(ar,00) N Li(x2>"Y) (a1 + 1, 00), next we interchange the order of A,
and B, by property xvi) of Section 5 and, finally, we get a single operator
Ap by property iii) of the same section. For p = oo Theorem 6.9 gives
Af = Bj(op;b,a1;00,a1;*) and we have by definition A#f —Asf el
for every f € Loo(I2).

4. The case a = a € R, A\, > 1 is considered as Case 3, using also Remark 6.8.
5. If b= 00, Ao < 1, we apply Theorem 6.5.
6. If a = —00, A_ < 1, we apply operator §(—1) to reduce it to Case 5.

7. If b = 00, Ao > 1, we apply Theorem 6.10 with j,, = 0 and j, such that
j1 = as well as properties xvii) and ii) of Section 5.

8. If a = —00, A_ > 1, we apply operator §(—1) to reduce it to Case 7. O

Remark 7.1. Let us note that operator As used in the case A, > 1,
is not bounded, but Asf € Lp(a1,00) + I,—; for every f € Ly(x;°)(I2) and the
r-th modulus of As f is finite. The same is valid in the case A, > 1. On the other
hand, the operators in the cases Ai+o > 1, obtained by similar procedures, are
bounded.
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In the cases of common hypotheses of Theorem 6.15 and Theorem 7.1 we
note that the conclusion of Theorem 6.15 is stronger, while the operators A; and
As in Theorem 7.1 are simpler than A in Theorem 6.15.

8. K-functionals for spaces of continuous functions. Let —oco <
a < b < co. So far in the case p = oo we have considered K-functionals (1.1)
in which the infimum is taken over the functions g € ACITOCl(a b) such that
wg, we" ¢ € Loo(a@,b) — that is on the largest possible set. In this section
we shall consider K-functionals of the type (1.1), in whose definition L. (w)(a, b)

is replaced by any of the spaces:

C(w)(&,l_)) ={f:wf € Cla, l_))},
Clw)ab) = {f € Cw)@b) :3_lim (wf)e),
&y C)(@B) = 17 € Cw)@,b): 3 m (uf)(@))

C(w)la,b] = C(w)[a,b) N C(w)(a, b].

The additional requirements at the end-points of the domain, e.g. the existence
of limy_a+0w(z)f(x), are called “weighted limit conditions”.

Let us start with the space C(w)(a,b). For every f € Loo(w)(a,b) all
functions g in (1.1) obviously satisfy g € C'(w)(a, b). Hence the replacement of
Loo(w) by C(w) in (1.1) means that we only require in addition ¢(") to be locally
continuous, i.e. (") € Lo (we”)(@,b) is replaced by ¢(") € C(we")(a, b).

From the fact that the operators A(p;¢) and B(o; &) map the space of
locally continuous functions into itself and from properties (3.5) and (4.3) by
straightforward arguments we have

Proposition 8.1. All assertions in Sections 3, 4, 6 and 7 hold in the
case p = 0o with Ls replaced by C.

In the proof of Proposition 8.1 for the validity of the assertions connected
with the classical fixed-step moduli w,, including Theorems 6.15 and 7.1 with L,
replaced by C, one also needs the following auxiliary statement.

Proposition 8.2. Let —oo < a < b < oo and either I = (@, b),

I =la,b), or I = (a,b], or I =la,b]. Then for f € C(I) and 0 <t <b—a w
have

K(f,t";C(I), AC},;', D7) ~ K(f,1"; Lo(@, b), AC},.*, D7) ~ wi(f,1) o(a 3)-

loc loc
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Proof. The assertion follows from the inequalities

(8:2) cwr(f,t)soap < K(f,1"; Loo(a, b), AC], 1, D7)

loc
< K(f. 73 0(1), AC} , D7) < cwr(f,t)so(a-

The first inequality in (8.2) is standard in the characterization of the
unweighted K-functionals by moduli and follows from the properties of the modu-
li. The second inequality in (8.2) is trivial because the infimum in the second
K-functional is taken over a narrower set than in the first K-functional. Finally,
the combinations of r-iterated Steklov’s means (see e.g. [1, p. 177]) and their
r-th derivatives belong to C(I) for f € C(I), which justifies the third inequality
in (82). O

In particular, Proposition 8.2 says that for functions f € C(a,o0] the
space on which the infimum is taken in the definition of the unweighted K-
functional K (f,#"; Loo(a,00), AC] 1, D™) can be restricted to {g € AC}. " (a,0) :
g,9") eC (a,00]} and get an equivalent K-functional. Considering the weighted
K-functional (1.1) in the framework of the operators studied in this article it
is natural to assume that the infimum in K(f,t"; C(w)(a, 0], ACJ -1, " D7) is
taken on the set {g € C(w)(a,o0] : ¢\ € C(wy")(a,oc]} (and similarly for the
other weighted limit conditions).

In order to treat the spaces other than C(w)(a,b) in (8.1) we need addi-
tionally to trace out how the operators of type A and B preserve the existence

of a weighted limit at the ends of the interval.

Lemma 8.1. Let a,0 # 0, B € R, —0 < a < £ < o0 and v =
(1-a-f)o.

a) Set ( =a foro>0,aa>0; (=& foroca<0; { =00 foro <0,a<0.
Then for every f € C(x4)[a, &) we have

lim ;)a /j(y - a)_ﬁf(a +(y—a))dy = l lim (v — a)” f(u).

(z—a)?—0 (l‘ —a o u—a

b) Set ( =a foro <0,a>0; ( =& foroa>0; (=00 foro>0,a<0.
Then for every f € C(xa)(&, o] we have

lim #)a/:(y—a)_ﬁf(a—l—(y—a)")dy: l lim (u —a)” f(u).

(z—a)? —o0 (.CC —a o u—00
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Proof. In the case a) by standard analytic arguments for family of
kernels with concentrated mass we have

1 T
e [ -0t (- 0
(x—a)"—»O (x _ a)Oé C (y ) f( (y ) ) y
_ - T (y - Q)O‘—l dy ‘ lim (y . a)l—a—ﬂf(a + (y _ a/)o‘)‘
(x—a)?—0 ¢ (1‘ — a)a (y—a)? —0

Under the assumptions on ¢ the first limit is a~'. Then, in the second limit we
set u —a = (y — a)? and prove case a). The proof of case b) is similar. O

By means of this lemma we establish

Proposition 8.3. In the case p = oo every of Propositions 3.7, 3.8,
3.9, 4.13, 4.14, 4.15, 4.16, 4.17, 4.18 holds as L, is replaced by C with one
or two weighted limit conditions at the ends of the domains of the initial and
target triplets. Operators of type A and B with o > 0 preserve the end point a
and/or b at which the weighted limit exists. Operators B; j(o;a,00;&) with o < 0
interchange the ends a and oo at which the weighted limit exists. Operators
Bi(o;00,€;5,e;€) and Bj(o;s,e;00,e;&) with o < 0 interchange the ends s and
oo and/or preserve the end e at which the weighted limit exists.

Proof. In view of Proposition 8.1 it is enough to study the weighted
limit behaviour of the operators of type A and B.

If an operator A or B treats a singularity at an end-point, at which the
weighted limit exists (this is always the case for the operators with two indexes),
then we apply Lemma 8.1. For the operators of type A we additionally set o = 1.

Otherwise, the point at which the weighted limit exists (in all such cases
denoted by e) is finite and Af (or Bf) is continuous at this point by definition.
Note that the exponent of the weight of the C-space to which Af (or Bf) belongs
is in I'; (00) = [0, 00) according to the assumptions of the respective proposition.

Finally, the existence of a weighted limit of (Af)™ (or (Bf)") is gover-
ned by the same rules in view of (3.5) and (4.3). This completes the proof. [

Now, Proposition 8.3 allows to enhance the results in Section 6.

Proposition 8.4. All assertions in Section 6 hold in the case p = o
with initial space Loo(w)(a, b) replaced by C(w)[a, b] and target space Lo (0) (@', b')
replaced by C(w)[a’,b'].

Remark 8.1. Proposition 8.4 holds in the case of initial space C(w)]a, b)
when the target space of continuous functions satisfies the weighted limit condi-
tion at the end of (a’,b’) which corresponds to @ in the application of the operator
A. A similar assertion holds for C(w)(a, b].
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The next statement sums up the unweighted moduli characterization

results for the spaces of continuous functions (8.1).

Theorem 8.1. Theorems 6.15 and 7.1 hold in the case p = oo when Ly

is replaced by C' with any of the additional weighted limit conditions.

1]
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