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#### Abstract

We propose an algorithm that computes the length of a longest path in a cactus graph. Our algorithm can easily be modified to output a longest path as well or to solve the problem on cacti with edge or vertex weights. The algorithm works on rooted cacti and assigns to each vertex a two-number label, the first number being the desired parameter of the subcactus rooted at that vertex. The algorithm applies the divide-andconquer approach and computes the label of each vertex from the labels of its children. The time complexity of our algorithm is linear in the number of vertices, thus improving the previously best quadratic time algorithm.


Introduction. Computing the length of a path of maximum length in an undirected graph is a problem that arises naturally. The graph can have positive edge weights, in which case the length of any path is the sum of its weights, or no edge weights, in which case the length of a path is the number of its edges.

[^0]Both versions are known to be $\mathcal{N} \mathcal{P}$-complete [10]. The two major ways to tackle with $\mathcal{N} \mathcal{P}$-completeness are the parameterized approach and the approximation approach.

It is known that Longest Path is fixed parameter tractable [13]. Recent research [6] shows that if certain restrictions are imposed on the graph there is an algorithm that is subexponential in the parameter. For a detailed introduction to the Parameterized Complexity Theory, see [7]. From the approximation perspective, the problem is not approximable in polynomial time within a multiplicative constant unless $\mathcal{P}=\mathcal{N} \mathcal{P}$ [11]. The approximation algorithm with best approximation ratio so far has approximation ratio that is, asymptotically, close to linear [3]. Other relevant results are [4], [1], [16], [9], [8], [12], and [15].

Yet another way to tackle with $\mathcal{N} \mathcal{P}$-completeness on graphs is to construct fast, that is polynomial time, algorithms on restricted graph classes. A linear time algorithm for Longest Path on edge weighted trees was constructed by Dijkstra around 1960 (see [5] for description and formal verification). For several decades the trees were the only natural graph class for which a polynomial time algorithm for Longest Path was known. Then Uehara and Uno [14] proposed polynomial time algorithms for that problem on cacti and block graphs, and showed it can be solved efficiently on graphs with interval representation. Their algorithm on cacti has $O\left(|V(G)|^{2}\right)$ time complexity, the bound being tight, and is based on a generalization of Dijkstra's algorithm.

In 2009 Andreica and Ţăpus proposed [2] a linear time algorithm for longest paths in cactus graphs. Independently, at precisely the same time Manev and Markov constructed a linear time algorithm for the same problem on the same graph class. Those algorithms were remarkably similar and this article contains the combined effort of both teams. Our algorithm is based on an idea that is radically different from the idea of Uehara and Uno. First we turn the cactus into a rooted cactus, which can easily be done in linear time, and then work from the leaves upwards to the root. Each vertex $u$ of the rooted cactus is associated with two numbers: the length of a longest path in the subcactus rooted at $u$ and the length of a longest path in that subcactus having $u$ as one endpoint. We call that ordered pair, the label of the vertex. Clearly, the desired answer is the first number in the label of the root. The label of each nonleaf vertex is computed only from the labels of its children.

1. Background. We consider undirected graphs without multiple edges or self loops. Let $G=(V, E)$ be a graph. If the vertex set of a graph $G$ is not named explicitly we denote it by $V(G)$. Likewise, $E(G)$ is the set of the edges.
$A$ path in $G$ is a sequence $p=u_{1}, e_{1}, u_{2}, e_{2}, \ldots, e_{n-1}, u_{n}$, for some $n \geq 1$, of alternating distinct vertices $u_{1}, u_{2}, \ldots, u_{n}$ and edges $e_{1}, e_{2}, \ldots, e_{n-1}$ such that for $1 \leq i<n, e_{i}=\left(u_{i}, u_{i+1}\right) . u_{1}$ and $u_{n}$ are called the endpoints of $p$, and the remaining vertices are the internal vertices of $p$. If $p^{\prime}$ and $p^{\prime \prime}$ are vertex disjoint paths in $G$, we denote that by $p^{\prime} \perp p^{\prime \prime}$. If $u$ is an endpoint of $p^{\prime}$, we denote that by writing $p^{\prime}$ is a $u$-path. If $n \geq 2$, by $p-u_{1}$ we denote the path $u_{2}, e_{2}, \ldots, e_{n-1}$, $u_{n}$. A cycle $s$ in $G$ is a similar sequence of alternating vertices and edges with the only difference that two vertices, namely $u_{1}$ and $u_{n}$, coincide, and $n \geq 4$. The length of a path or cycle $z$ is the number of edges in it and is denoted by $|z|$, the set of vertices is denoted by $V(z)$, and the set of edges by $E(z)$. For any cycle $s$ and any vertex $u \in s$, we use the notation $s-u$ with the obvious meaning. Since we do not consider multigraphs, any path or cycle $z$ can be described uniquely by listing its distinct vertices in the order they occur in $z$. Any cycle $s$ has $2|s|$ equivalent descriptions. Any of them is the order of the vertices in $s$.

Let $G$ be a graph and $p=u_{1}, u_{2}, \ldots, u_{n}$ be a path in $G$. A subpath of a path $p$ is a contiguous subsequence of $p$ that is a path. To break $p$ into subpaths is to define subpaths of $p$, say $p_{1}, p_{2}, \ldots, p_{t}$, such that the vertices of $p$ are partitioned among them. There are $t-1$ edges in $p$ that are not in any $p_{i}$, therefore $|p|=t-1+\sum_{i=1}^{t}\left|p_{i}\right|$. To cover $p$ with subpaths is to define subpaths of $p$, say $p^{1}, p^{2}, \ldots, p^{s}$, such that one endpoint of $p^{1}$ coincides with one endpoint of $p^{2}$, the other endpoint of $p^{2}$ coincides with one endpoint of $p^{3}$, etc., the other endpoint of $p^{s-1}$ coincides with one endpoint of $p^{s}$. Clearly, $|p|=\sum_{i=1}^{s}\left|p^{i}\right|$.

The concatenation of paths is the opposite of breaking. Let $q_{1}, q_{2}, \ldots, q_{k}$ be pairwise vertex disjoint paths in $G$, such that $q_{i}=u_{i}, \ldots, v_{i}$, for $1 \leq i \leq k$. Let $\left(v_{i}, u_{i+1}\right) \in E(G)$ for $1 \leq i \leq k-1$. The concatenation of $q_{1}, q_{2}, \ldots, q_{k}$ is the path $q=u_{1}, \ldots, v_{1}, u_{2}, \ldots, v_{2}, \ldots, u_{k}, \ldots, v_{k}$. Clearly, $|q|=k-1+\sum_{i=1}^{k}\left|q_{i}\right|$. The chain of paths is the opposite of covering. Let $q^{1}, q^{2}, \ldots, q^{l}$, where $q^{i}=x^{i}, y^{i}, \ldots, z^{i}$ for $1 \leq i \leq l$, be paths in $G$ that are vertex disjoint except that $x^{i+1}=z^{i}$ for $1 \leq i \leq l-1$. The chain of $q^{1}, q^{2}, \ldots, q^{l}$ is the path $q=x^{1}, y^{1}, \ldots, z^{1}$, $y^{2}, \ldots, z^{2}, \ldots, z^{l-1}, y^{l}, \ldots, z^{l}$. Clearly, $|q|=\sum_{i=1}^{l}\left|q^{i}\right|$.

Let $G$ be a graph and $s=v_{1}, v_{2}, \ldots, v_{n}$ be a cycle in it. $A$ path in $s$ is a path in $G$ such that its vertices form a contiguous subsequence of $s$. To break $s$ into paths is to define a set of paths in $s$, say $p_{1}, p_{2}, \ldots, p_{t}, 1 \leq t \leq n$, such that the vertices of $s$ are partitioned among them. Clearly, $|s|=t+\sum_{i=1}^{t}\left|p_{i}\right|$. With respect to a fixed description of $s$, the paths can be defined uniquely only by their lengths. Any sequence of nonnegative integers $c=c_{1}, c_{2}, \ldots, c_{t}$, such that $1 \leq t \leq n$ and $t+\sum_{i=1}^{t} c_{i}=n$ is said to define a breaking of $s$ into paths, the paths being $p_{1}=v_{1}, v_{2}, \ldots, v_{c_{1}+1}$, etc., $p_{t}=v_{c_{1}+c_{2}+\ldots+c_{t-1}+t}, v_{c_{1}+c_{2}+\ldots+c_{t-1}+t+1}, \ldots, v_{n}$.

A circular array is any array $A[1 \ldots n]$ such that $n \geq 3$ and $A[1]$ and $A[n]$ are neighbours in the array. In the context of circular arrays, the distance between any two positions is defined as follows. For any $i, j \in\{1,2, \ldots, n\}$, $\operatorname{dist}(i, j)=\max \{|i-j|, n-|i-j|\}$.

A cactus graph, or cactus for short, is a connected graph in which every edge is in at most one cycle. A cactus $G$ in which one vertex is distinguished as the root is called a rooted cactus. The root is denoted by $\operatorname{root}(G)$. Assume $u=\operatorname{root}(G)$ and $u$ is a vertex in $r$ cycles $s_{1}, s_{2}, \ldots, s_{r}$ and there are $d+r$ connected components after deleting $u$ from $G$. Those components are called the minions of $u$. The $d$ minions that are connected to $u$ by single edges are the tree minions and the other are the cycle minions. For any minion $G^{\prime}$ we write $G^{\prime}+u$ to denote the subgraph of $G$ induced by $V\left(G^{\prime}\right) \cup\{u\}$. Every tree minion is a rooted cactus, its root being the vertex adjacent to $u$. The cycle minions are not rooted. In every cycle minion $H^{i}$, the path $s_{i}-u$ is the basis. The connected components after removing all the edges of the basis from any cycle minion are rooted cacti, the roots being the corresponding vertices from that basis. See Figure on the facing page for illustration. The basis of $H^{1}$, for instance, is the path $w_{1}^{1}, w_{2}^{1}, \ldots, w_{t_{1}}^{1}$. For every vertex $x \in V(G)$ there is a subcactus rooted at $x$ that we denote by $G[x]$. For instance, on Figure, $G\left[w_{2}^{1}\right]=H_{2}^{1}$. The roots of the tree minions are the tree children of $u$. The tree children and the vertices in the bases of the cycle minions are the children of $u$. On Figure the tree children of $u$ are $v_{1}, \ldots, v_{d}$, and the children of $u$ are $v_{1}, \ldots, v_{d}, w_{1}^{1}, \ldots, w_{t_{1}}^{1}, \ldots, w_{1}^{r}, \ldots$, $w_{t_{r}}^{r}$. A vertex with no children is a leaf.

For any cactus $G$ and any $u \in V(G)$, by longest $(G)$ we denote the length of any longest path in $G$ and by longest $(G, u)$, the length of any longest $u$-path in $G$. A labeled rooted cactus is a rooted cactus $G^{\prime}$ such that every vertex has a label associated with it. The label of any $u \in V\left(G^{\prime}\right)$ is the ordered pair of nonnegative integers $\left(l_{1}(u), l_{2}(u)\right)$ such that $l_{1}(u)=\operatorname{longest}\left(G^{\prime}[u]\right)$ and $l_{2}(u)=$ longest $\left(G^{\prime}[u], u\right)$.

## 2. The algorithm, its verification, and complexity analysis.

Our main procedure is called Longest Cactus.
Longest Cactus ( $G$ : labeled rooted cactus, $u$ : the root of $G$ )
1 (* Computes the length of a longest path in $G *$ )
2 choose any vertex $u \in V(G)$
3 turn $G$ into a rooted cactus with root $u$
4 Compute Label $(G, u)$
5 return $l_{1}(u)$


Fig. 1. The rooted cactus from Compute Label

The procedure Compute Label is the gist of the algorithm. The rooted cactus it refers to is shown on Figure 1. We use the notation " $\left\}_{M}\right.$ " for multisets. The procedure calls another procedure Aux defined below.

Compute Label( $G$ : labeled rooted cactus, $u$ : the root of $G$ )
( $*$ Computes the label of the root $*$ )
if $u$ a leaf
$\left(l_{1}(u), l_{2}(u)\right) \leftarrow(0,0)$
else
let the tree children of $u$ be $v_{1}, v_{2}, \ldots, v_{d}$
let the cycle minions of $u$ be $H^{1}, \ldots, H^{r}$
let the basis of $H^{i}$ be $w_{1}^{i}, w_{2}^{i}, \ldots, w_{t_{i}}^{i}$ for $1 \leq i \leq r$
for every child $a$ of $u$ do
$\operatorname{Compute} \operatorname{Label}(G[a], a)$
$P \leftarrow\left\{l_{2}\left(v_{i}\right)+1 \mid 1 \leq i \leq d\right\}_{\mathrm{M}}$
for $i \leftarrow 1$ to $r$ do
$q_{i} \leftarrow \max \left\{l_{2}\left(w_{k}^{i}\right)+\max \left\{k, t_{i}-k+1\right\} \mid 1 \leq k \leq t_{i}\right\}$
$Q \leftarrow\left\{q_{i} \mid 1 \leq i \leq r\right\}_{\mathrm{M}}$
for $i \leftarrow 1$ to $r$ do
$z_{i} \leftarrow \operatorname{Aux}\left(\left[0, l_{2}\left(w_{1}^{i}\right) . ., l_{2}\left(w_{t_{i}}^{i}\right)\right]\right)$
$x \leftarrow \max \{P \cup Q\}_{\mathrm{M}}$
$y \leftarrow$ second-max $\{P \cup Q\}_{\mathrm{M}}$
$z \leftarrow \max \left\{z_{i} \mid 1 \leq i \leq r\right\}$
$m \leftarrow \max \left\{l_{1}(a) \mid a\right.$ is a child of $\left.u\right\}$
$l_{1}(u) \leftarrow \max \{x+y, z, m\}$
$l_{2}(u) \leftarrow x$

```
\(\operatorname{Aux}(A[1 \ldots n]\) : circular array of nonnegative integers)
    ( \(*\) Returns the maximum number \(t\) such that for some \(*\) )
    \((* i, j \in\{1,2, \ldots, n\}, i \neq j, t=A[i]+A[j]+\operatorname{dist}(i, j) . *)\)
    let \(B[0 \ldots n]\) and \(C[1 \ldots n]\) be linear arrays of nonnegative integers
    \(B[0] \leftarrow 0\)
    for \(i \leftarrow 1\) to \(n\) do
            \(B[i] \leftarrow \max \{B[i-1], A[i]-(i-1)\}\)
    \(C[i] \leftarrow B[i-1]+A[i]+(i-1)\)
    \(x \leftarrow \max \{C[i] \mid 1 \leq i \leq n\}\)
    for \(i \leftarrow 1\) to \(n\) do
            \(B[i] \leftarrow \max \{B[i-1], A[i]+(i-1)\}\)
    \(C[n] \leftarrow A[n]+1\)
    for \(i \leftarrow n-1\) downto 2 do
    \(C[i] \leftarrow \max \{C[i+1], A[i]+n-(i-1)\}\)
    \(y \leftarrow \max \{B[i]+C[i+1] \mid 1 \leq i \leq n-1\}\)
    return \(\max \{x, y\}\)
```

Lemma 1. Whenever the execution of the first for loop (lines 5-7) of Aux is at line 7 and $i \geq 2, C[i]$ is assigned $\max \{A[k]+A[i]+i-k \mid 1 \leq k<i\}$.

Proof. It is fairly obvious that at line 7 the value $B[i-1]$ is such that

$$
B[i-1]=\left\{\begin{array}{l}
0, \text { if } A[k]-(k-1) \leq 0 \forall k \text { such that } 1 \leq k<i \\
\max \{A[k]-(k-1) \mid 1 \leq k<i\}, \text { else }
\end{array}\right.
$$

However, $A[1]-(1-1)$ cannot be negative, therefore there is at least one nonnegative value in the sequence $A[k]-(k-1), 1 \leq k<i$, so we can say simply that $B[i-1]$ at line 7 is $B[i-1]=\max \{A[k]-k+1 \mid 1 \leq k<i\}$. It follows that indeed $C[i]$ is assigned the value $\max \{A[k]-k+1 \mid 1 \leq k<i\}+A[i]+i-1=$ $\max \{A[k]+A[i]+i-k \mid 1 \leq k<i\}$.

Corollary 1. $x$ is assigned the value

$$
\max \{A[i]+A[j]+j-i \mid 1 \leq i<j \leq n\}
$$

at line 8 of Aux.
Lemma 2. $y$ is assigned the value

$$
\max \{A[i]+A[j]+n-(j-i) \mid 1 \leq i<j \leq n\}
$$

at line 14 of Aux.

Proof. Consider the for loop at lines 9-10. Since $A[1]+(1-1) \geq 0$, it is the case that $\forall i, 1 \leq i \leq n, B[i]=\max \{A[k]+(k-1) \mid 1 \leq k \leq i\}$, whenever that for loop terminates.

Now consider the for loop at lines 12-13. Think of the assignment at line 11 as $C[n]=A[n]+n-(n-1)$. Having that in mind, it is fairly obvious that after that for loop terminates, it is the case that

$$
C[i]=\max \{A[k]+n-(k-1) \mid i \leq k \leq n\}, \forall i, 2 \leq i \leq n .
$$

From these two considerations it follows immediately that at line 14, $y$ is assigned the value $\max \{A[i]+(i-1)+A[j]+n-(j-1) \mid 1 \leq i<j \leq n\}=$ $\max \{A[i]+A[j]+n-(j-i) \mid 1 \leq i<j \leq n\}$.

Lemma 3. Procedure Aux is correct.
Proof. It follows immediately from Corollary 1 and Lemma 2 that Aux indeed returns the maximum number $t$ such that for some $i, j \in\{1,2, \ldots, n\}, i \neq$ $j, t=A[i]+A[j]+\operatorname{dist}(i, j)$.

Lemma 4. Using the naming convention suggested by Figure, for any $i$ such that $1 \leq i \leq r$, for any longest $u$-path $p$ in $H^{i}+u$,

$$
|p|=\max \left\{\text { longest }\left(H_{k}^{i}, w_{k}^{i}\right)+\max \left\{k, t_{i}+1-k\right\} \mid 1 \leq k \leq t_{i}\right\}
$$

Proof. First note that because the graph is a cactus, any $u$-path $p$ of positive length in $H^{i}+u$ is the chain of precisely two subpaths, one of them-call it $p_{k}^{\prime}$-a path in $s$ with endpoints $u$ and $w_{k}^{i}$ for some index $k$ such that $1 \leq k \leq t_{i}$, and the other one - call it $p_{k}^{\prime \prime}$-a $w_{k}^{i}$-path in $H_{k}^{i}$. Clearly, $|p|=\left|p_{k}^{\prime}\right|+\left|p_{k}^{\prime \prime}\right|$. For any $k, 1 \leq k \leq t_{i}$, there are two choices for $p_{k}^{\prime}$ : one with length $k$ and the other one with length $t_{i}+1-k$. Furthermore, the choice of $p_{k}^{\prime \prime}$ does not depend on the choice of $p_{k}^{\prime}$. Obviously, $|p|$ is maximised when $p_{k}^{\prime}$ and $p_{k}^{\prime \prime}$ are maximised independently.

## Lemma 5. Compute Label computes correctly the label of $G[u]$.

Proof. By structural induction on $G$. The basis is when the root is a leaf and it obviously holds. Assume Compute Label computes correctly the label of every child of $u$. We first prove that $l_{2}(u)$ is computed correctly. Let $p$ be any longest $u$-path in $G$ and $p^{\prime}=p-u . p^{\prime}$ is entirely in some minion of $u$. First assume $p^{\prime}$ is in some tree minion $G_{i}$. In this case $p^{\prime}$ is a longest path in $G_{i}$
with one endpoint $v_{i}$. By the induction hypothesis, Combine Label correctly computes the label of $G_{i}$, therefore $l_{2}\left(v_{i}\right)=\left|p^{\prime}\right|$. Note that $|p|=\left|p^{\prime}\right|+1$, therefore $|p|=l_{2}\left(v_{i}\right)+1$, and the maximum element of the multiset $P$ (line 10) is precisely $l_{2}\left(v_{i}\right)+1$. Via the assigments at lines 16 and $21, l_{2}(u)$ is set to $l_{2}\left(v_{i}\right)+1$ and that equals $|p|$.

Now assume $p^{\prime}$ is in some cycle minion $H^{i}$. But then $p$ is a longest $u$-path in $H^{i}+u$, so by Lemma $4,|p|=\max _{1 \leq k \leq t_{i}}\left\{\max \left\{k, t_{i}+1-k\right\}+\operatorname{longest}\left(H_{k}^{i}, w_{k}^{i}\right)\right\}$. By the induction hypothesis longest $\left(H_{k}^{i}, w_{k}^{i}\right)=l_{2}\left(w_{k}^{i}\right)$, therefore the maximum element of the multiset $Q$ (lines 12 and 13) is precisely $|p|$. Via the assignments at lines 16 and $21, l_{2}(u)$ is set to $|p|$.

Next we prove that $l_{1}(u)$ is computed correctly. Let $q$ be any longest path in $G$. The following five possibilities are exhaustive.

1. $u$ is an internal vertex in $q$ and the endpoints of $q$ are in two different minions $J_{1}$ and $J_{2}$ of $u$.
2. $u$ is an internal vertex in $q$ and both endpoints of $q$ are in the same minion of $u$. This minion must be a cycle minion, say $H^{j}$.
3. $u$ is an endpoint of $q$. In this case $u$ must have a single minion.
4. $u \notin q$ and for a single child $u^{\prime}$ of $u, q$ is in $G\left[u^{\prime}\right]$.
5. $u \notin q$ and there are at least two children of $u$ such that $q$ contains vertices from the subcacti rooted at them. Clearly, all such children are in the same cycle minion $H^{j}$ and they form a subpath in the basis of $H^{j}$.

First assume 1 is the case. If both $J_{1}$ and $J_{2}$ are tree minions of $u$, then $q$ is a concatenation of three paths: $q_{1}, q^{\prime}$, and $q_{2}$, such that $q_{i}$ is a longest root $\left(J_{i}\right)$-path in $J_{i}$ for $i=1,2$, and $q^{\prime}$ is the single vertex $u$. In this subcase $|q|=\left|q_{1}\right|+\left|q_{2}\right|+2$. By the induction hypothesis, $\left|q_{1}\right|+1$ and $\left|q_{2}\right|+1$ are two maximum elements in the multiset $P$ (line 10). Those two values are assigned to $x$ and $y$ (lines 16 and 17) and then their sum is assigned to $l_{1}(u)$ at line 20.

If $J_{1}$ is a tree minion and $J_{2}$ is a cycle minion of $u$, then $q$ is a concatenation of two paths $q_{1}$ and $q_{2}$, such that $q_{1}$ is a longest $\operatorname{root}\left(J_{1}\right)$-path in $J_{1}$ and $q_{2}$ is a longest $u$-path in $J_{2}+u$. In this subcase $|q|=\left|q_{1}\right|+1+\left|q_{2}\right|$. By the induction hypothesis, $\left|q_{1}\right|+1$ is a maximum element in $P$. By Lemma 4 and the induction hypothesis, $\left|q_{2}\right|$ is a maximum element in $Q$. These two values are assigned to $x$ and $y$ (lines 16 and 17) and their sum is assigned to $l_{1}(u)$ at line 20 .

If $J_{1}$ and $J_{2}$ are cycle minions of $u$, then $q$ is the chain of two paths $q_{1}$ and $q_{2}$, such that $q_{i}$ is a longest $u$-path in $J_{i}+u$, for $i=1,2$. In this subcase
$|q|=\left|q_{1}\right|+\left|q_{2}\right|$. By Lemma 4 and the induction hypothesis, $\left|q_{1}\right|$ and $\left|q_{2}\right|$ are two maximum elements in $Q$. Via lines 16,17 , and 20 , the sum of these two values is assigned to $l_{1}(u)$. Note that $x$ and $y$ cannot possibly be the lengths of paths that are in the same (cycle) minion.

Now assume 2 is the case. Clearly, $q$ is a longest path in $H^{j}+u$ that contains at least one edge of $s_{j}$. Consider the for loop at lines 14-15 of Compute LABEL. Think of the array $\left[0, l_{2}\left(w_{1}^{i}\right), \ldots, l_{2}\left(w_{t_{i}}^{i}\right)\right]$ as a circular array and apply Lemma 3. Conclude that after each call to Aux (line 15), $z_{i}$ is a maximum sum of any two distinct elements of the circular array plus the distance between them. Clearly, that equals the length of a longest path in $H^{i}+u$ that contains an edge of $s_{i}$. It follows that at line 18 , the value assigned to $z$ is precisely $|q|$. Therefore, the value assigned to $l_{1}(u)$ at line 20 is $|q|$.

Now assume 3 is the case. First assume the only minion of $u$ is a tree one, namely $G_{1}$. Let $q^{\prime}=q-u$. Clearly, $q^{\prime}$ is a longest $v_{1}$-path in $G_{1}$. By the induction hypothesis, $P$ is $\left\{\left|q^{\prime}\right|+1\right\}_{\mathrm{M}}$ (line 10 ), so at line $16, x=\left|q^{\prime}\right|+1$, that is $|q|$, and at line $17, y=0$. Then at line 20 the value assigned to $l_{1}(u)$ is precisely $|q|$. Now assume the only minion of $u$ is a cycle one, namely $H^{1}$. It is obvious $q$ contains an edge from $s_{1}$. Using considerations similar to case 2 above, we conclude that $|q|$ is assigned to $z$ at line 18 , and the value assigned to $l_{1}(u)$ at line 20 is $|q|$.

Now assume 4 is the case. By the induction hypothesis, $l_{1}\left(u^{\prime}\right)=|q|$. So at line $19,|q|$ is assigned to $m$ and the value assigned to $l_{1}(u)$ at line 20 is $|q|$.

Finally, assume 5 is the case. Since $q$ contains a cycle edge $s_{j}$, we use considerations similar to case 2 above to conclude that $|q|$ is assigned to $z$ at line 18 , and the value assigned to $l_{1}(u)$ at line 20 is $|q|$.

It is trivial to conclude that since Compute Label computes correctly the label of the whole rooted cactus (Lemma 5), Longest Cactus computes the length of a longest path in it.

Lemma 6. The recurrence relation

$$
\begin{align*}
& T(1)=\Theta(1) \\
& T(n)=\sum_{i=1}^{m} T\left(n_{i}\right)+\Theta(m) \tag{1}
\end{align*}
$$

for any numerical partition $n_{1}, n_{2}, \ldots, n_{m}$ of $n-1$ has solution $T(n)=\Theta(n)$.
Proof. We prove that $T(n)=O(n)$ by induction on $n$. Assume there are positive constants $b$ and $c$ such that $T(n) \leq c . n-b$. Assume the bigger of the
two hidden constants in the " $\Theta(m)$ " expression is $k$. By the induction hypothesis,

$$
\begin{aligned}
T(n) & \leq \sum_{i=1}^{m}\left(c \cdot n_{i}-b\right)+k \cdot m \\
& =c \sum_{i=1}^{m}\left(n_{i}\right)-b \cdot m+k \cdot m \\
& =c(n-1)+m(k-b) \\
& =c \cdot n-c+m(k-b) \\
& \leq c \cdot n-b, \quad \text { if } k-b<0 \text { and } c>b .
\end{aligned}
$$

The fact that $T(n)=\Omega(n)$ is obvious.
Lemma 7. Compute Label runs in time $\Theta(|V(G)|)$.
Proof. Assume $T(n)$ denotes the number of elementary operations performed by Compute Label on a cactus with $n$ vertices. Assume $m$ is the number of the chidren of $u$ and there are $n_{i}$ vertices in the subcactus rooted at child number $i$, for $1 \leq i \leq m$. Then $\sum_{i=1}^{m} n_{i}=n-1$ since the vertices of $G$ are partitioned among $u$ and the subcacti rooted at the children of $u$. Furthermore, $\sum_{i=1}^{m} T\left(n_{i}\right)$ is the number of elementary operations performed by the recursive calls of Compute Label (line 9).

It is obvious the execution of lines $10-13$ and $16-21$ takes time $\Theta(m)$. Note that Aux runs in linear time and conclude the overall running time of the for loop at lines $14-15$ is

$$
\Theta\left(t_{1}+1\right)+\Theta\left(t_{2}+1\right)+\ldots+\Theta\left(t_{r}+1\right)=\Theta\left(\sum_{i=1}^{r} t_{i}\right)=\Theta(m) .
$$

Therefore, once the recursive calls at line 9 are done, Compute Label works in $\Theta(m)$ time. Apply Lemma 6 to conclude the running time of Compute Label is $\Theta(|V(G)|)$.
3. Longest paths in weighted cacti. It is easy to see our algorithm can be modified to compute a longest path as well without violating the linear running time. Furthermore, it can be modified to compute in linear time the length of a longest path or the path itself of weighted cacti. In that case, every vertex or edge $x$ has a nonnegative real weight called $w(x)$, and the length of
a path is the sum of the weights of its edges and vertices. [2] describes how to accomplish the linear time computation on weighted cacti.
4. Conclusions and future work. It is natural to try to extend the idea of the algorithm that uses labels to more general classes of graphs with treelike structure, for instance outerplanar graphs, which means cycles with chords. The chordless cycles of the cacti allow us to compute in constant time the minimum or maximum distance between any two vertices in the cycle, provided the vertices are indexed in accordance with their order in the cycle. If chords are present we need additional computation to find these distances, possibly increasing the asymptotic running time.
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