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ABSTRACT. In this paper, we study the quasi-likelihood estimator of the
drift parameter € in the Ornstein-Uhlenbeck diffusion process, when the
process is observed at random time points, which are assumed to be un-
observable. These time points are arrival times of a Poisson process with
known rate. The asymptotic properties of the quasi-likelihood estimator
(QLE) of 0, as well as those of its approximations are also elucidated. An
extensive simulation study of these estimators is also performed. As a corol-
lary to this work, we obtain the quasi-likelihood estimator iteratively in the
deterministic framework with non-equidistant time points.

1. Introduction. The Ornstein-Uhlenbeck process (O-U process)
{X¢,t > 0} arises as a solution to the following stochastic differential equation

(1) dX, = —0X,dt + dW,
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where {—60X,;} represents the systematic part due to the resistance of the medium
and {dW,} represents the random component. It is assumed that these two parts
are independent and that {W;} is the standard Brownian motion.

We will concentrate on the estimation of the drift parameter 6, for 6 > 0,
the so-called ergodic case.

For t > 0, the solution of (1) is

t
X = Xogexp(—6t) + /exp(—ﬂ(t —5))dWs.
0

If E(X3) < oo and s < t, then

E(X;) = B(Xo) exp(—0t),
Var(X;) = (20) ™1+ (V/(Xo) — (20)~") exp(—201),

pls.) = Cov(Xe, X) = [V(Xo) — (26) (1 — exp(26s))] exp(~6(t - 5)).

Assume throughout the paper that Xg is N (0, (20)7!). Then {X,} is a stationary
zero-mean Gaussian process with p(s,t) = (20) ! exp(—0(t — s)).
Let Fs = 0(Xy,u <'s). Then for s < t,

(2) E(Xy | Fs) = Xsexp(—0(t — s)),
(3) Var(X; | Fs) = (20) (1 — exp(—20(t — 5))).
Bibby and Sorensen [1] studied the equally spaced case (i.e. d; = d,

i =0,...,n— 1, where the sample is given by Xy,,..., Xy, , and d; = ;41 — t;)
when the underlying diffusion was ergodic and found an estimator 8* which they
showed to be consistent for d fixed. They also made the claim of consistency in
the non-ergodic case.

When d = d(n) — 0 as n — o0, a necessary condition for the consistency
of 6* is that nd(n) — 0 as n — oo (see [3] and [6]).

LeBreton [9] studied this problem in the ergodic case with unequally
spaced observations in [0, 7] and showed that when max d; — 0 and then 7' — oo,
the maximum likelihood estimate (M LE) of § is a consistent estimator of 6.

There has been a considerable amount of recent research interest centered
on the approximation of the continuous time process by a discrete one and its
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effect on statistical inference about the parameters. We refer the reader to Bibby
et al. [2] for an overview of this subject.

Our concern here, however, is a very different one. We consider the sample
S = {XTO7XT17"' ,XTn}, where To = O, and {Dz = L4441 — E,Zl = O, , = 1}
are i.i.d. Exponential (\), and independent of the X; process. We assume that, as
described by the sample, the {T;} are unobservable random variables. In sections
3 and 4, based on S, we find the quasi-likelihood estimator (QLE) for 6 and study
its asymptotic properties as well as those of some approximations to the QLE.
In particular we prove the surprising result that the asymptotic quasi-likelihood

estimator (AQLE) Z X1 X1,/ Z X7, is a consistent estimator for A/(A + )
=0
under the sampling scheme S, where the observations are made at random time

points {7}, the arrival times of a Poisson process. If A is known, one has in turn
a consistent estimator for 6.

The finite sample properties of these estimators are examined in an ex-
tensive simulation study in Section 5. In our development of this problem when
the process is sampled at random time points, we also obtain the QLE of 8 for
the deterministic problem with non-equidistant sampling times in Section 2. The
conclusion is presented in section 6. Some proofs are presented in the Appendix.

2. QLE: The deterministic framework with non-equidistant
time points. We consider a stochastic differential equation according to an
O-U process given by (1), with § > 0 and Xo ~ N(0, (20)71).

We suppose that we have a sample {X;,, X;,,..., X}, }, where the times
0=ty <ty <---<t, are not necessarily equally spaced.

We use the quasi-likelihood approach in the spirit of Heyde [7] to obtain
the optimal estimator of the drift parameter 6. More explicitly, let H be the fam-
ily of estimating functions h(n,#), which consists of zero-mean square integrable
martingales

n—1
(4) h(n, 9) = Z biui+1,
=0

where b; is F;,— measurable and possibly a function of 6, and

(5) Ui+1 = th‘+1 - E( tit1 ‘ Fi; )

Note that the {b;u;+1} are uncorrelated; in fact they are martingale differences.
The family H is generated by various choices of {b;}.
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Following Heyde [7], we obtain the optimal weights for b; as
b: =F (u;—f—l ‘ fti) /E (uz?-i—l ‘ fti) s

where u; 41 1s the derivative of u;4+1 with respect to 6.
Therefore, using equations (2) and (3), the optimal b; is given by

-1
by = ~20d; X% (1 200

Wheredi:tiﬂ—ti forizo,l,...,n—l.

n—1
From h*(n,0) = > bfui41 = 0, the optimal estimator 6* is obtained. It
i=0

is also called the quasi-likelihood estimator (QLE) of § and is a solution of the
equation

n—1
-1
(6) 3 X, et (1 - e*29di) (Xti“ - Xtie*‘)di) —0
=0

In general, there will be no explicit solution for §*. However, we can use (6) to
compute 0* iteratively with actual data.

Let us now note the following

Remark 2.1. If the t; are equally spaced which entails that d; = d for
i=0,...,n — 1, then equation (6) admits an explicit solution for € given by

n—1 n—1
—0*d 2
€ = E XtiXtiJrl/E Xtiv
=0 =0

or equivalently

n—1
provided that ) Xy Xj,., is positive, a result originally obtained by Bibby &
i=0
Sorensen [1].
Remark 2.2. In the case of equidistant sampling times, for i =
0,1,...,n—1, t;11 —t; = d, and ty = 0 so that Xy, = X;4. Define U; = X;,; then
the sequence {U;} = { Xy, } is a stationary ergodic Markov chain. Therefore, from
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the ergodic theorem (Karlin & Taylor [8], Theorem 5.6 p.487), it follows that, as
n — 0o

n—1
% Z X, X, =5 B(Xyy Xy,) = efdeE(XtQO)
i=0
and -
% Y X2 S E(XE).
i=0
E (X4, Xt,)

E (X))

[1] from a more complex argument.

Therefore § 2% —d=11n ( > = 6, aresult derived by Bibby & Sorensen

3. QLE: The random time points framework. Now let the
sample be S = {Xp,, X1,,..., X7, } as before, where the unobservable sequence
{T;} denotes the arrival time in a homogeneous Poisson process. We assume
To =0and D; = T;41 — T; for 0 < i < n —1 are i.i.d. Exponential (), and
independent of the process X;.

Based on S, we find the QLE estimator for 6 and study its asymptotic
properties as well as those of some approximations of it.

Let Br, be the sigma-field generated by {Xr,, X1,,..., X7}, and note
that the derived process {Xr,} is a Markov process (Feller [5], p.347). Then
conditioning on By, will be equivalent to conditioning on X7, .

We now need the following two results (see Appendix for the proofs)

(7) * F (XT1'+1 ‘ XTi) = XTilu()\70))

(8) * Var (X7, | Xn,)

2
X3 (§> 10 20) (50 8))2 + A1 (), 20),

where (X, k0) = A/(A+ k0) for k =1,2.
In order to obtain the optimal b}, we must find:

kUi = Xp, —FE (XTiJrl | XTi)
= XT7;+1 - XTZ/.L()\, 0)’

« bf = E(ufq | X1,) JE (v, | X1).

In this framework, we have
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* B (u;Jrl ‘ XTi)

0
E <% (XTi+1 - XTi:u()\?H)) | XTi)

= AT X (p() 0))%
« E (ufy, | Xr,) = Var (X7, | X1) -

Therefore, we obtain

(9) = A X (a0 (35 (§) 5 20) (1, 0))?
+)\‘1u()\,20)>_1
n—1
(10) W (n,0) = biuig
=0
(B 0)? 1

O.20) ZXTI (X7.0u(), 0))* + )

. (XTZ‘+1 - XT»LH(A70)) .

Then, the quasi-likelihood estimator 6* of 6 is the solution of the following
equation

n—1 _
(11) h*(n,0) = “9 QZXT (XTGM)\H)) +)\) '

' (XTi+l - XTWU()VH)) =0.

Although there is no explicit solution for 6, numerical computation of the esti-
mator is feasible.

4. Asymptotics and approximations to the QLE In this section,
we obtain an asymptotic estimator of p(A,6) by using equation (11) with its
quadratic variation, and then showing the consistency of this estimator sampled
at random time points.
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The quadratic variation associated with equation (11) is given by

)4 n—1 _9
(12) (h*(n,0)) = A 29 . ¢ (XTGM (), 0))2 +)\>
1=0
B ((XT1'+1 - XTi/"L(}\?e)) ‘ XTi)
4n-l _
_ %ZXT ((Xr0u0.0)2 +2)
’ i=0

where E ((XTM — Xp,u(),0))” | XTZ) = E(u2,, | X1,) = Var (X1, | X1,).
Let:

(13) Z;=C*X}, ((XTieu(A, 0))? + )\>_1

. (O 0)*
where C* = W

Note that Z; is a non-negative continuous random variable with F(Z;) =

C*E (Xr,)?
KforO<K<oo,sinceE(Zi)<M<oo

We shall prove in theorem 1 the ergodicity of {X7,} by using the fact
that every stationary mixing process is ergodic. For that, we need the following
definition of mixing given by Karlin and Taylor [8].

Definition 4.1. A stationary process {Y} is said to be mizing (or strong
mixing) if for all sets A and B of k-dimensional real sequences, and Yk > 1

(14) Tim {P(Y1,Y2,...Yi) € A and (Vo1 Yora, - Yors) € B)
= P{(Yl,YQ,Yk) S A}P{(Yl,YQ,Yk) S B}

Hencerforth, Y, = X7,k =0,...,n.

Lemma 4.1. Let {X;} be an O-U ergodic Markov process and {Ty}, k >
0, a process with non-negative i.i.d. increments, and let us suppose that the two
processes are independent. Then:

a) Yy = Xr, is N(0,0%) Vk >0,

b) {Yi} ={Xn.} is a stationary process.
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Proof.
a) o(s) = E (%) = E(E (e |Ty)), but E ("% |Tp=t;) =

2

- s2 . s2
E(e”X’fk | T, = tk) = ¢ 7 2. Then FE (e’SYk) = 67”27, thus proving
Y;, ~ N(0,0?%), where o2 is the variance of Xj.

b) The distribution of (Yj,Y;) is the same as that of (Yiim, Yirm)Vm > 1.
Indeed, E (e1YsFs2Y)) = B (B (e1Y1+2Y) | T, 7).

But,

E (ei(S1Yk+82Yz) | T = t,, T; = tl)

<€Z Xt Xu) | T =), T) = tz)
— (6 (51 Xty +s52X1;) )
1
2

—1((s3+s3)0%+20 3152ptktl)

Q]

where py, ¢, = e~ 0ti—tk)
Thus E (efs1¥ets2Y)) = | (e*%((Sf+5§)02+2025182kaTl))‘

The last expression depends only on the distribution of (7; — T}) which
is the same as that of (T}, — Tk4m), since the increments (711 —Tj)
are iid. This proves (Y4, Y) 2 (YViim, Yiem),¥m > 1. Taking into
account the Markovian nature of {Yx}, (Yi,, Yy, .-+, Yi,) 4 (Y 4ms - - s

J
Yk;+m) and {Y}} is thus a stationary process. a

We now prove the following theorem.

Theorem 4.1. Let {X;} be an O-U stationary ergodic Markov process
and {T}} a process with non-negative i.i.d. increments, where the two processes
are independent. Then { X1, } is a stationary Markov ergodic process.

Proof. From Lemma 4.1, {X7,} is a Markov stationary process, with
X7, ~ N(0,0?).

To prove the ergodicity of {Xr, }, we verify that (14) is true using the
characteristic function. Indeed, for £ = 1 and as seen in the proof of Lemma 4.1,

5%(72 5202

i(s1Y1+s2Y, —— - 0'23152PT T
E(e(ll 2"+1))——6 2 2E< R I
where

(15) PToir Ty = efG(Tn-H*Tl)'
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2
Now, T}, — oo a.s. entails that pp, ., 7, — 0as. and e 7 1% Toi1 T — ]
a.s.

g2 )
However, as this sequence is bounded, E (e 778182PT 11T ) 5 1. This

proves that the joint distribution of (Y7,Y;,41) converges to the product of two
N(0,0?%), thus proving that equation (14) holds for k = 1.
For k = 2, we have:

o = E(ei(slY1+52Y2+53Yn+1+54yn+2))

— E (E (ez‘(slY1+s2Y2+ssYn+1+s4Yn+2) | T17T2’Tn+1’Tn+2)) )

But, as E(ei(slYl+82Y2+83Y"+1+S4Y"+2) | Ty = t1, Ty = t2, Tny1 = tog1, Thyo =

tn+2> is the characteristic function of a multivariate normal distribution with

zero mean and o? variance, therefore:

o2 2,2, .2, .2
o = E(e*7(51+52+s3+s4+2p128152+2,0138153+2,0145154

+2p235253+2p245254+2p345354) ) )

= ¢ 0(12-T), e~ 0(Tnt1=T1)

where P14 = e*Q(Tm-Qle)’ P23 = e*Q(Tn-HfTQ)’

— e—g(Tn+2—T2)’ e~ 0(Tn2—Tny1),

P24 P34 =

Note that T,, — oo a.s. entails {p13, p14, p23, p2a — 0} a.s., and ps4 2,

e U, where U 4 (Ty — T3), say, and independent from pi9 since Vn, p34 is so as
well.
Then,

2 0/ A4
—F (Z S?JFQZZPMSM) i —-% (Z S§+2p125152+28354e‘9U)
e ! .

1<J s e =1

As this sequence is positive and bounded by 1, the sequence of first mo-
ments converges.
Therefore,

2 2
¢ i> B <€_%(S%+S%+2p128182)) E (6_%(3?“534‘2838469[})) .
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which is the product of the characteristic function of (Y7, Y2) with that of (Y3, Yy),
thus proving the mixing property. O

Remark 4.1. Note that the results in Theorem 4.1 are true not only
for Poisson arrivals, but also under the general condition of non-negative i.i.d.
increments.

We now state and prove the following lemma.

Lemma 4.2. Asn — oo, (h*(n,0)) — oo a.s., and thus h*(n,0)/(h*(n,0))
— 0 a.s. asn — 00,V0.

Proof. It is sufficient to prove that the quadratic variation (h*(n,6))
diverges to infinity, since the second part of this lemma is a consequence of the
Strong Law of Large Numbers (SLLN) for zero mean square integrable martin-
gales (Davidson [4], Theorem 20.10).

n—1
Since { X7, } is an ergodic process by Theorem 4.1, and (h*(n,0)) = > Z;
i=0
n—1
from equations (12) and (13), then (. 9)) = =— — K,0 < K <oo. Thus
n

(h*(n,0)) — o0 a.s. O

We state without proof, the following corollary which is a consequence of
Lemma 4.2.

Corollary 4.1.

n—1
Y X Xr., (X3.0%2(0,0) +))

(16) L —— =5 (), 0),
> X2 (X%_H?/ﬂ()\, 0) + A)
=0

Inspired by this result and the ergodicity of {Xr7,}, we can show very
easily that
n—1

1 5.
n Z X7, X1, “%E (X1 Xrpy) = p(A, Q)E(X%O),
=0

n—1
and % ZO X% & E (X’%o)’
1=
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Therefore, we have:

n—1
Z XTiXTi+1
=0 a.s.
(]‘7) n—1 /’l’()\70)7
> X7,
1=0

which proves the consistency of this estimator.
The result in (17) is obviously an approximate solution to (11), and
hencerforth this estimator will be denoted by AQLE. Indeed, if we define

n—1
9) = ZXTi (XTi+1 - :u()\v H)XTz)
1=0

n—1
S X1, X,
as an estimating equation, then h™(n,6) = 0, yields Z:(:lzl

> X7
i=0 "

as an estimator

for p(A,0).
Thus we have two competing estimators for u(\, 6): the quasi-likelihood

estimator (QLE) of p(A,0) given as the solution to the equation (11), and an
—1
approximation (AQLE) to it, given by E X1 X1,/ E X% , which is consistent.

We conjecture that the QLE i 1s also con51stent and that both estimators
are asymptotically normal. A simulation study is performed in the next section in
which the bias of each estimator is compared in an attempt to determine whether
the QLE is also consistent. Histograms are constructed for different sample sizes
in order to study the limiting distributions.

5. Simulation study. From sections 3 and 4, we have two estimators:
the QLE given as a solution to equation (11) which is optimal, and the AQLE
defined by equation (17) which was shown to be consistent. The asymptotic
distribution of neither of these estimators has yet been studied theoretically,
although we conjecture that each is asymptotically normal. Here we propose an
extensive numerical simulation study in order to attempt to answer the following
questions:

(i) What is the asymptotic distribution of each estimator?
(i) How is the bias related to u(\,6)?
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Table 1. m = 1000, n = 100, A = 1, § = 0.125, p(), ) = 8.8889 - 10~}

Sample mean | Sample standard deviation
QLE || 8.7333-10"" | 5.4224-1072
AQLE | 8.7154 - 10~! | 5.5068 - 102

Figure 1. Histograms: AQLE (left), QLE (right)

AQL m=1000 n=100 QL2 m=1000 n=100
TETA=0.125 LAMBDA=1 TETA=0.125 LAMBDA=1
950 t) HANBUATL g5 0 WANDIAT
200 - 200 s
150 150
100} 100
0 0
54321012345 5432101223475

Table 2. m = 1000, n = 500, A = 1, § = 0.125, u(),0) = 8.8889 - 10~

Sample mean | Sample standard deviation
QLE | 8.8565-10~! | 2.2835 1072
AQLE || 8.8530 - 10! | 2.2884 - 1072

Figure 2. Histograms: AQLE (left), QLE (right)

AQL  m=1000 n=500 QL2 m=1000 n=500
TETA—0.125 LAMBDA=1 TETA=0.125 LAMBDA=1

250 250
200! 200 =
150 i 150
100! 100

50! 50

0 0

5-4-3-2-101 2 3 4 5 54-3-2-101 2 3 4 5
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Table 3. m = 1000, n = 5000, A = 1, 6 = 0.125, p()\, ) = 8.8889 - 10!

250

2007

1507

1001

501

0

5-4-3-2-1012 3 45

Sample mean

Sample standard deviation

QLE

8.8879 - 10!

6.7259 - 1073

AQLE

8.8877 - 10~}

6.7624 - 103

Figure 3. Histograms: AQLE (left), QLE (right)
AQL m=1000 n=5000

TETA=0.125 LAMBDA=1

QL2 m=1000 n=5000
0 TETA=0.125 LAMBDA=1

200 M

150

100

50

0
54-3-2-101 2 3 45

Table 4. m = 1000, n = 100, A = 1, § = 0.5, u(\, 0) = 6.6667 - 10~

250

200+

150+

100+

50+

0

-54-3-2-101 2 3 45

Sample mean

Sample standard deviation

QLE

6.5819 - 101

8.0505 - 102

AQLE

6.5670 - 101

8.0835 - 102

Figure 4. Histograms: AQLE (left), QLE (right)
AQL m=1000 n=100

TETA=0.5

LAMBDA=1

QL2 m=1000 n=100

TETA=0.5 LAMBDA=1
250 05

200 -

150

100

50

0L—=
-5-4-3-2-101 2 3 45
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Table 5. m = 1000, n = 500, A = 1, § = 0.5, u(\, 0) = 6.6667 - 10~

Sample mean | Sample standard deviation
QLE | 6.6434-10~" | 3.5963 - 10~2
AQLE || 6.6353- 107! | 3.6152 - 102

Figure 5. Histograms: AQLE (left), QLE (right)

AQL m=1000 n=>500 QL2 m=1000 n=500
TETA=0.5 LAMBDA=1 TETA=0.5 LAMBDA=1
250 T 250 —r—r
200 200} a
150 150¢ B
100 100+
50 50
0
5-4-3-2-101 23 45 5-4-3-2-101 2 3 45

Table 6. m = 1000, n = 5000, A =1, § = 0.5, u(\,0) = 6.6667 - 10~}

Sample mean | Sample standard deviation
QLE | 6.6701-10~! | 1.1365 102
AQLE | 6.6698 - 10~! | 1.1439 - 102

Figure 6. Histograms: AQLE (left), QLE (right)
QL2 m=1000 n=5000

AQL  m=1000 n=5000 TETA=0.5 LAMBDA=1
TETA:05 LAMBDAZl QL2 m-1000 n-5000 TETA-05 LAMBDA-

250 250

200 N 1200 _

150 BER 1 150

100 1100

50 1 50

0 0

$54-3-2-1012345 -54-3-2-101213435
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(ili) How is the bias related to the sample size?

Assuming;:
TO = 0
Tiv1 —T; ~ Exponential(\)
Xo ~ N(0,(20)7")

XX ~ N (Xse(ﬂ‘)(t—S))7 (20)1(1 — 6(729(t75)))

Note that, 48 different cases as follows were simulated:

m (number of samples) | 1000

n (size of each sample) | 100, 500, 1000, 5000
0 0.5, 0.25, 0.125

) 1,05,02, 01

The simulation study is too large to include all the results here. We
present only the following cases: m = 1000, A = 1,0 = .125 and n = 100, 500,
5000 and m = 1000, A = 1,0 = .5. It should be noted that the histograms are
centered at 0 by subtracting the true mean.

The main conclusions related to our three questions are as follows:

(i) Both estimators appear to have asymptotically normal distributions, since
in all cases the histograms with n > 500 appear to be normal.

(ii) as pu — 1, the bias of both the QLE and the AQLE increase. This can be
seen by comparing Tables 1, 2 and 3 with Tables 4, 5 and 6 respectively.

(iii) For both values of p and for nearly all sample sizes, the absolute value of
the bias, of the QLE is less than that of the AQLE. The only exception is
for ;1 = 6.667 x 107! and n = 5000. In this case the bias of the QLE =
.00094 and of the AQLE = —.00031. This suggests that the QLE is also

consistent.

6. Conclusion. We have studied the quasi-likelihood estimator of
the drift parameter # in the Ornstein-Uhlenbeck diffusion process observed at
Poisson arrival times, which are assumed unobservable. An asymptotic version of
this estimator, the AQLE, has also been elucidated and shown to be consistent.
An extensive simulation study supports our conjectures that the QLE is also
consistent and that both estimators are asymptotically normal. As a corollary



306 Michel Adés, Jean-Pierre Dion, Brenda MacGibbon

to this work we obtain the QLE iteratively in the deterministic framework with
non-equidistant points.
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Appendix. Here are the proofs of equations (7) and (8) of section 3.

Let {X;},t > 0 be an O-U process, sampled at random time points T},
where {T}},k > 0 is a Poisson process. To simplify the notation, let {X7, } =
{Y%}. We have the following results.

1) E(Yis1 | Yi) = Yap(A, 0), where u(X, 0) = 135
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Proof.
E Y1 | Yi) = E(E (Yig1 | Yo, T, Thg1)) -

But,
E (X7, | X1y, Tk = ths To1 = tht)

= E(Xp, | Xep, T = ti, Th1 = tis)

- the_e(tk+l_tk)’
by using (2).
Then,

E (XTk+1 | XTk) = X71.E (e*Q(Tk+l*Tk))
= Xpp(A0).

Similarly, we show that
E (Yiam | Yi) = Ye(u(X, 60)™,¥Ym > 1. O
2
2) Var (YVeq1 | Yi) = V2 ()7 ((X,0))2 (X, 20) + A~ (X, 26).
Proof. It is well known that

Var (Yk-I—l ‘ Yk) = Var (E (Yk-i—l ‘ Yk,Tk,Tk+1))
+ B (Var (Yk—I—l | Yk,Tk,Tk+1)) .
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But,

Var (B (Yyt1 | Y, Tk, Th41)) = Var (Yke—g(TkH—Tk) | Yk;)

pq
p+a)?p+q+1)

= Y2
where (Ti41 — T) is Beta (p,q) with p = % and ¢ = 1.
Using (3), we have
Var (Vigr | Yo, T, Ti) = 02 (1= e 20Tt =T0)
Then,

E (Var (Yer1 | Yio T, Ti1)) = 07(1 = (A, 26))
= X 1u(X,20).

Finally, we have

{ a:(
where
b=\

Var (Yig1 | Ya) = a¥2 +b.

O
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