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METHODS FOR INVESTIGATION OF DEPENDENCIES

BETWEEN ATTRIBUTES IN DATABASES*

Tsvetanka Georgieva

Abstract. This paper surveys research in the field of data mining, which
is related to discovering the dependencies between attributes in databases.
We consider a number of approaches to finding the distribution intervals of
association rules, to discovering branching dependencies between a given set
of attributes and a given attribute in a database relation, to finding fractional
dependencies between a given set of attributes and a given attribute in a
database relation, and to collaborative filtering.

1. Introduction. Data mining is a scientific domain that emerged due

to the need to analyse the data accumulated in the course of the daily activities

of a particular organization and saved in databases in order to find some char-

acteristic patterns, rules, and hidden correlation relationships between different

attributes which, in its turn, would support decision making.
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The methods for data mining are successfully utilized for discovering gen-

eral characteristics in order to receive information from a higher level (for example

rules, dependencies, etc.), needed for making decisions or investigating, predict-

ing or modeling the dependencies that generated the data. Therefore, developing

methods for analysing and extracting dependencies from databases is a crucial

task.

This paper aims at surveying existing research in the field of data mining,

which is related to discovering dependencies between attributes in databases. We

examine various approaches to finding the distribution intervals of association

rules, to discovering branching dependencies between a given set of attributes

and a given attribute in a database relation, to finding fractional dependencies

between a given set of attributes and a given attribute in a database relation,

and to collaborative filtering.

The rest of the paper is organized as follows: Section 2 reviews some

basic concepts related to data warehousing and data mining, as well as existing

solutions to the problem of discovering association rules and their distribution in

time; Section 3 dwells on the properties of branching and fractional dependencies;

Section 4 is devoted to methods for collaborative filtering.

2. Discovering distribution intervals of association rules in

time. A data warehouse [28], [43] is defined as a subject-oriented, integrated,

time-variant, non-volatile collection of data, supporting decision making. Typ-

ically the data warehouse is maintained separately from the operational data-

base of an organization. Data warehouses support on-line analytical processing

(OLAP) whose functional and performance requirements are quite different from

those of the on-line transaction processing (OLTP) applications that are tradi-

tionally supported by operational databases.

Data mining [5], [10], [20], [22] is the process of extracting interesting

(non-trivial, implicit, previously unknown and potentially useful) information or

patterns from large information repositories such as: relational databases, data

warehouses, XML repositories, etc. Furthermore, data mining is known as one of

the core processes of Knowledge Discovery in Database (KDD).

Association rule mining is a form of data mining aimed at discovering

interesting correlation relationships among attributes of the data under analysis.

The rules thus discovered may facilitate decision making in a number of areas.

An association rule shows the recurrent patterns of a given set of data items in
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the database. Association rules are introduced in [2] and they are employed for

determining the relationships between a set of items in a database. These rela-

tionships reveal properties of the data which are based on the frequent occurrence

of the data items.

OLAP-based association rules mining integrates OLAP technology and

association rules mining which facilitates mining of interesting knowledge in data

cubes because data mining can be performed in the multidimensional and multi-

level abstraction space in a data cube [25], [29].

[6], [14] suggest an application utilizing OLAP operations to analyse the

data in a Web-based client/server system that contains an archive of folklore

materials. This archive stores detailed information about documents and ma-

terials, which can be downloaded by users, and contains audio, video and text

information.

In [7], [14] an application that discovers association rules by using a data

cube structure and applying OLAP operations is proposed. The application thus

developed enables us to perform association analysis of daily downloads of folklore

materials according to the dimensions of interest. Discovered association rules

can then be displayed in different ways when the user needs to view and analyse

the rules from different aspects.

In addition to association rules, their distribution in time has important

practical applicability, since a rule provides no information about the distribution

of the items that generated its support. [3] describes an algorithm which finds

the distribution intervals of association rules in time and computes the fractal

dimension and a significant change of its value indicates the beginning of a new

interval. The previous research on the fractal mining of distribution intervals

of association rules uses a relation table-based structure and requires a multiple

scan of the data.

One of the major advantages of OLAP mining is using data extracted

from data warehouses. The data is loaded into a data warehouse after it has

previously been integrated, consolidated, cleaned, and transformed. This has

fostered a study on the mining of distribution intervals of association rules in

time using the data cube structure and applying the OLAP operations. The

approach to finding separate intervals proposed in [12], [14] explores the data cube

structure. A computer program implementation of the algorithm for discovering

the distribution interval of the association rules in time is demonstrated.



322 Tsvetanka Georgieva

3. Branching and fractional dependencies in databases. The

discovery of dependencies is an important activity in the area of data mining and

is used in many applications for knowledge discovery in databases. Functional

dependencies are relationships between attributes of a database relation. Some

functional dependencies are defined while the database is being designed and are

used to reduce the amount of the redundant data. Then constraints are settled

to support the referential integrity. There are few constraints, however, and often

they are too general since they have to be valid in all possible database states.

The discovery of the functional dependencies that reflect the present content of

the relation is an important database analysis technique [4], [11], [15], [27], [30],

[34], [44]. The main motivation for discovery of the functional dependencies,

which hold in the current instance of a relation, is to discover valuable knowledge

about the structure of the relation instance, and thus to support the various

experts (e.g. managers, analysts, etc.) in making well-informed decisions faster.

In some cases, a given functional dependency is not valid for a small num-

ber of tuples. Such a functional dependency can be thought of as approximate,

i.e. it almost holds. One way of defining the approximate dependency is based

on the minimal number of tuples that need to be removed from the relation for

the relevant functional dependency to hold [31].

Approximate functional dependencies also provide valuable knowledge of

the structure of the current instance of the relation. The discovery of such knowl-

edge can be valuable for analysing the data that is contained in the database by

domain specialists. Functional and approximate dependencies can also be applied

in the area of query optimization [23], [35] and reverse engineering [1], [24].

A functional dependency requires the values in a given set of attributes

to uniquely determine the value of a given attribute. In [18] a branching depen-

dency, which is a more general dependency than the functional dependency, is

introduced. It is not possible to use branching dependencies to decrease the size

of the stored relation, as in the case of functional dependencies, but it is possible

to constrain the range of the values of the attributes.

Some theorems valid for functional dependencies are generalized to apply

to branching dependencies in [18]. Moreover, some implications among branching

dependencies are investigated. In [19] the sets of attributes that (p, q)-depend

on sets A of attributes are considered and estimates are made of the minimal

number of tuples in a relation for which these sets of attributes are obtained (1

≤ p ≤ q, integers).

In [13], [14] a modified form of the branching dependency defined in [18]
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is considered. The modified branching dependency enables us to determine the

maximal number of different values of a given attribute b corresponding to one or

more different values of a given set of attributes A in the relation. The motivation

for addressing the problem of finding these dependencies stems from their appli-

cations in data mining, which aims at discovering interesting and useful patterns

in large databases to support future decision making.

As a motivating example, we consider a database of products and the

customers who purchased them or Web pages and users who visited them. Dis-

covering that an arbitrary p number of products have attracted a total of at

most q new users over a given period of time can be crucial for supporting the

decision-making process.

We obtain a fractional branching dependency by adding the requirement

for b to functionally determine A. In the case of the fractional dependency, we

can determine the maximal number of different values ofb corresponding to p

different values of the attributes of A, but we consider only these values of b that

remain after the elimination of the values of b which result in the maximum for

p − 1. This knowledge is additional information that may be useful to domain

specialists when they analyse the current content of a database.

For example, it would be useful to discover that the pth new product

offered (service, promotion) has attracted at most cp new users who have not

been attracted by some of the previous products, on condition that each following

product has been selected so as to attract a maximal number of new customers.

Other reasons for discovering the branching and fractional dependencies

include maintaining detailed information in store for optimization of some queries

or extracting information for decreasing the range of the values of the attributes

for database reverse engineering.

In [13], [14] a minimal branching dependency is defined and some prop-

erties of the branching dependencies are examined. An algorithm for finding all

minimal branching dependencies between a given set of attributes and a given

attribute in a database relation is proposed. In addition, a fractional dependency

and a fractional branching dependency are defined and some properties of these

dependencies are examined and proven. An algorithm for finding all fractional

dependencies between a given set of attributes and a given attribute in a database

relation is suggested. A general case of an arbitrary relation is examined, and a

case study of a particular relation is also presented, where the task of discovering

fractional dependencies is significantly simplified.

In [13], [14] the task of finding all branching dependencies between a
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given set of attributes A and a given attribute b is considered. For this purpose a

minimum branching dependency is defined so that the validity of all the branching

dependencies between A and b can be established if all minimal dependencies are

known. Moreover, some properties of the branching dependencies are proven

which enables us to prune some values of p and q during the search for the

branching dependencies between A and b and to create an efficient algorithm.

Some properties of the fractional branching dependencies and the frac-

tional dependencies are examined. Building upon these properties, an algorithm

is proposed which is designed to find the fractional dependencies in the general

case of an arbitrary relation. Some methods for solving this problem are proposed

in the case of data constraints on the attributes analysed.

In [13], [14] the implementations of the algorithms for finding the minimal

branching dependencies and fractional dependencies in databases are presented.

4. Collaborative filtering. The increasing number of various prod-

ucts and services offered by e-commerce Web sites requires the implementation

of recommender systems. These systems provide customers with the necessary

information to facilitate their choice of products. The large number of visitors to

Web sites and the amount of data accumulated about them provide ample op-

portunities to organize and recommend information. Various technologies have

been developed to help customers to quickly find the most appropriate products.

Collaborative filtering techniques [9], [26,] [33], [37], [39], [40] apply knowl-

edge discovery algorithms to make personalized recommendations for information

to users. For this purpose, the system maintains a database which stores users’

ratings of items. The major challenges collaborative filtering faces are the accu-

racy of the recommendations to users and the scalability of the algorithms used

to compute the predicted user ratings of items. The quality (or accuracy) of the

recommendations can be influenced by a variety of factors, such as sparsity and

noise due to the fact that very few people rate exactly the same items or that

people may not give ratings or may not give true ratings. Collaborative filtering

algorithms require the computation of recommendations with a growing number

of users and items, which results in scalability problems.

Many collaborative filtering algorithms have been proposed by researchers.

They can be divided into two general classes – memory-based and model-based

algorithms. Memory-based algorithms operate over the entire database of user

ratings of the items to generate predictions [9], [26], [37]. Typically, these sys-
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tems calculate a similarity measure between the active user and the other users,

and then predictions are generated by using a weighted aggregate of user rat-

ings. The most popular memory-based algorithm used in collaborative filtering

is the Pearson algorithm proposed in [37]. Improvement of the accuracy of the

recommendations can be achieved by applying Case amplification [9] which trans-

forms the Pearson correlation coefficients. The main challenges to memory-based

collaborative filtering are scalability and data sparsity. Usually the similarity

between users is based on the overlap of the users’ ratings and thus data sparsity

influences the reliability of the computed similarity. In addition, when the data-

base becomes larger, the online computation of the similarity measure cannot be

performed efficiently.

Model-based collaborative filtering algorithms [33], [39], [40] use a data-

base that stores user ratings, to develop a model, which is then consulted for

predictions. Some of these systems are based on Bayesian networks, clustering

[9], and rule-based approaches [39]. As with the item-based algorithms proposed

in [40], it is the similarity between items which is considered first, and then the

predictions are obtained as weighted averages of the user ratings. The Slope One

algorithms [33] pre-compute the average difference between the ratings of paired

items rated by the same users. In comparison to memory-based schemes, model-

based algorithms require more time to build a model but can retrieve the query

result at the prediction generation step faster.

Recommendation technologies applied in different areas and examples of

recommendation systems used in e-commerce are thoroughly reviewed in [21],

[41], [42].

In [8], [14] the issues of collaborative filtering are examined by applying a

method for discovering error-correcting functional dependencies using the fractal

dimension. Error-correcting functional dependencies are introduced in [16] as

functional dependencies which are valid in spite of the errors in the data after the

transmission. In [17] the authors consider the case in which only the received data

is known, and the aim is to make inferences about the functional dependencies

of the completely unknown original dataset.

The motivation for using the fractal dimension is to decrease the stored

information needed to generate predictions, in order to increase the efficiency of

the online computations and to keep the accuracy. [8], [14] examine a fractal-

based algorithm for discovering the error-correcting functional dependencies and

their application in collaborative filtering. A vector quantization is used, which

is defined so as to satisfy the Nearest Neighbor Condition for the Hamming dis-



326 Tsvetanka Georgieva

tance and the Centroid Condition for the squared-error measure. Hence, elements

which coincide in most of the dataset’s attributes are replaced by a representative

point averaging their values. The relation between the performance of the vector

quantization and the fractal dimension of a dataset is used [32] in order to make

conclusions about the dataset which we have to choose.

The recommendations to users are computed by discovering items whose

ratings determine other items to the greatest extent. The interrelations between

the items are determined by computing the fractal dimension of datasets retrieved

from the database of user ratings for these items.

Results from experiments conducted to assess the accuracy and scalability

of the proposed fractal-based algorithm for collaborative filtering are presented.

The proposed method is based on computing the fractal dimension of a dataset

retrieved from the database of user ratings for the items. Since redundant data

storage has to be avoided, prediction generation query retrieval is performed much

faster by means of the fractal-based method.

4.1. Accuracy evaluating measures. The most common measure

used to evaluate the accuracy of collaborative filtering is the Mean Absolute Er-

ror. The Mean Absolute Error measures the average absolute deviation between

a predicted rating and the user’s real rating. This measure is defined in the

following way:

MAEu =
1

|Pu|

∑

b∈Pu

|pu,b − ru,b|,

where |Pu| is the number of computed ratings in the test dataset for user u; pu,b is

the predicted rating of item b given by user u; ru,b is the real rating given by user

u for item b; Pu is the set of items for which the ratings of user u are computed.

We apply the All But One Mean Average Error (MAE), which results

from the consecutive exclusion of one rating from the dataset and every time the

hidden rating is predicted.

Besides the measure described above, the Root Mean Squared Error

(RMSE) is used in our experiments. It is defined as:

RMSEu =

√

1

|Pu|

∑

b∈Pu

(pu,b − ru,b)2.

The result indicates more clearly the existence of larger deviations (er-

rors).



Methods for investigation of dependencies . . . 327

4.2. Methods. Global Average is the average of all ratings in the dataset.

User Average is used to compute the average value of the ratings provided by a

given user u:

pu =
1

|Mu|

∑

b∈Mu

ru,b,

where Mu is the set of items rated by user u.

Item Average computes the rating of a given item b as the average of all

ratings for this item:

pb =
1

|Mb|

∑

u∈Mb

ru,b,

where Mb is the set of users who rated item b.

When employing the Double Average scheme to predict the rating of a

given user for a given item, the average rating for the item is computed, as well

as the average rating of the respective user, and then the two values are averaged

out:

pu,b =
pu + pb

2
.

As to the Bias From Mean [26], the prediction is based on the average of

the user ratings and the average deviation of the user mean for the given item:

pu,b = pu +
1

|Mb|

∑

v∈Mb

(rv,b − pv).

The memory-based Pearson algorithm [37] computes the prediction about

the rating of user u for item b by computing the weighted sum of the ratings of

the rest of the users:

pu,b = pu +

∑

v∈Mb

w(u, v)(rv,b − pv)

∑

v∈Mb

|w(u, v)|
,

where w(u, v) is the similarity measure, defined on the basis of the Pearson’s

correlation:

corru,v =

∑

a∈Mu∩Mv

(ru,a − pu)(rv,a − pv)

√

∑

a∈Mu∩Mv

(ru,a − pu)2
∑

a∈Mu∩Mv

(rv,a − pv)
2

.
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We employ Case amplification [9], where w(u, v) = corru,v |corru,v|
ρ−1

with ρ = 2.5.

Comparatively, we use the item-based approach suggested in [40], which

is based on the following adjusted cosine item-based measure:

simb,a =

∑

u∈Mb,a

(ru,b − pu)(ru,a − pu)

∑

u∈Mb,a

(ru,b − pu)2
∑

u∈Mb,a

(ru,a − pu)2
,

where Mb,a is the set of users who rated items b and a.

The prediction is obtained as a weighted sum of the respective similarity

measures:

pu,b =

∑

a∈Mu

simb,aru,a

∑

a∈Mu

|simb,a|
.

The Weighted Slope One algorithm [33] computes the average deviation

of item b in relation to item a:

deva,b =
∑

u∈Ma,b

ru,a − ru,b

|Ma,b|
.

The prediction is computed as follows:

pu,b =

∑

a∈Mu\{b}

(deva,b + ru,a)|Ma,b|

∑

a∈Mu\{b}

|Ma,b|
.

We present the results from the accuracy evaluation (Table 1), as well as

the results from the scalability evaluation (Figure 1) of the fractal-based method

for collaborative filtering.

Experimental results demonstrate that this method improves the accu-

racy (Table 1) and performance (Figure 1) of the filtering as compared to other

memory-based and model-based methods for collaborative filtering. The meth-

ods used for comparison have become popular due to a reasonable compromise

between accuracy, performance, and the simplicity of their implementation.
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Algorithm
FolkloreDB MovieLens Netflix

MAE RMSE MAE RMSE MAE RMSE

Global Average 1.914784 2.127767 0.944700 1.125668 0.938515 1.127432

User Average 1.864951 2.095598 0.826226 1.030811 0.914297 1.092452

Item Average 1.463987 1.712658 0.798958 1.000070 0.830840 1.036403

Double Average 1.586926 1.796998 0.782583 0.966809 0.790203 1.003288

Bias From Mean 1.402642 1.671725 0.769381 0.975374 0.781415 1.038440

Pearson 0.979386 1.262602 0.765675 1.128491 0.767586 1.199988
Adjusted Cosine

Item-based
1.074036 1.449975 0.759785 0.945644 0.754883 1.192057

Weighted Slope
One

1.475316 1.760152 0.731040 0.926571 0.732227 1.213624

Fractal-based 0.701821 1.174057 0.710712 0.924482 0.712909 1.008744

Table 1. All But One Mean Average Error and Root Mean Squared Error for the
FolkloreDB [8], MovieLens [38], Netflix [36] datasets

Fig. 1. Recommendation time for the Netflix dataset
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5. Conclusion. The growing importance of the issues discussed in

this paper is triggered by the contemporary trends in designing highly effective

automated systems for processing databases for the purpose of discovering de-

pendencies in them.

The process of data mining finds application in different areas such as

Internet technologies, the insurance business, telecommunications, various indus-

tries, healthcare, etc.
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